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Abstract: A sufficient condition for the existence of a destabilising switching sequence 
for the system x = A(t)x, A(t) E {Al,A2 , ... ,AM}, Ai E lRNXN , where the Ai 
are Hurwitz matrices, is that there exists non-negative real constants 0'1,0'2, ... , O'M, 

O'j 2: 0, L:f'!1 0'; > 0, such that the matrix pencil L:f'! IO'jA j has at least one 
eigenvalue with a positive real part. An informal proof of this result based upon 
Floquet theory was presented in (Shorten, 1996; Shorten and Narendra, 1997) . In 
this paper we present a rigourous basis for the proof of this result. Further, we use 
this result to identify several classes of linear switching systems, which admit the 
existence of a destabilising switching sequence. These systems provide insights into 
the relationship between the existence of a common quadratic Lyapunov function and 
the existence of a destabilising switching sequence for low order systems, as well as 
the robustness of a class of switching system that is known to be exponentially stable. 
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1. INTRODUCTION 

Recent years have witnessed an enormous growth 
of interest in dynamic systems that are char
acterised by a mixture of both continuous and 
discrete dynamics. Such systems are referred to 
as switching systems or hybrid systems in the 
scientific literature, and are commonly found in 
many practical applications. Perhaps the most 
important consideration in the analysis of these 
systems is their stability. In spite of the vast 
amount of work currently in progress in this area, 
many fundamental questions related to their sta
bility remain unanswered .The ultimate objective 
of the work presented in this paper is to address 
several open problems related to the stability of 
a particular class of hybrid systems. We consider 
systems described by the following equation, 
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x = A(t)x, A(t) E {AI, A 2 , . .. , AM}, (1) 

where the A j E lRNxN matrices are assumed 
to be Hurwitz (i.e . all eigenvalues have negative 
real parts). Equation (1) describes many of the 
most commonly studied multiple model systems, 
including the multiple model switching and tunzng 
paradigm introduced in (Narendra and Balakrish
nan, 1994), some gain scheduling systems (Leith 
and Leithead, n.d.), and some local model net
works (Murray-Smith and Johanson, 1996). The 
stability of equation (1) has also been the subject 
of much attention in the stability community, and 
more recently in the hybrid systems community 
(Shorten and N arendra, 1998 a). Typically the ap
proach taken is to impose conditions on the Ai 
matrices, or on the switching times, such that 



the time varying system (1) is asymptotically 
stable . Almost all of the classical results in the 
area have been derived in this manner including 
the Circle Cnterion (!\Iarendra and Taylor, 1973) 
(and other results based upon the existence of a 
common quadratic Lyapunov function) , the Small 
Gam Theorem (Vidysagar . 1993) and results for 
slowly varying systems and other special systems 
(Desoer, 1969; Bellman. U:J53). More recent at
tention in the control community has focussed 
upon the development of numerical algorithms for 
testing these condi tions (typically using Linear 
Matrix Inequalities) (Boyd et al. , 1994). Similarly, 
in the hybrid sytems community, attention has 
focussed on finding conditions that ensure sta
bility. Again, the principal results in this area, 
namely the concepts of multiple Lyapunol' func
twns (Branicky, 1994), and of piece wise quadratic 
Lyapunov functions (Johansson, 1996), have also 
been based upon the concept of determining entire 
classes of hybrid systems that are asymptotically 
stable. Good overviews of the classical work in 
stability theory can be found in (Curran , 1998; 
Vidyasagar, 1986; Willems, 1976), and much of 
the more recent work is described in (Liberzon 
and Morse. 1999). 

The approach taken in this paper is quite differ
ent. Here we attempt to classify possible instabil
ity mechanisms in systems decribed by Equation 
(1). This is similar to the Describing Function 
(Mees and Bergen, 1975) approach where insta
bility is assumed to occur in the form of a sinu
soidallimit cycle. In this paper we consider several 
classes of systems, of the form of Equation (1), 
which become unstable as a result of an unstable 
'chattering-like ' mechanism. 

2 MATHEMATICAL RESULTS 

In this section we present a matrix pencil result 
that characterises a particular instability mecha
nism in the system (1). This result is based upon 
a simple observation in the phase plane; namely 
that if a point Xo in the state space exists, such 
that (2::;~1 DjAj)xo = kxo" k > 0, then it is 
intuitively possible, by an appropriate choice of 
switching , for the solution to the switching system 
(1) to become unbounded. This observation is 
depicted in Figure 1 for second order systems with 
M=2. 

Although this observation is trivial. and has al
most certainly been observed by other researchers 
(Angeli , 1999), its proof is non-trivial and is 
based upon a theorem from eigenvalue pertur
bation theory (Lancaster and Tismenetsky, 1985; 
Kato, 1980). For ease of exposition the relevant 
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Fig. 1. Geometrical motivation of Theorem 2.2 

mathematical theorem is quoted from (Lancaster 
and TisI:nenetsky, 1985), and brief comments re
garding its use in our context are provided. We 
begin with the definition of a matrix pencil. 

The matrix pencil O'[Aj, M] : The pencil 

2::;';1 DjAj, Dj 2: 0, 2::;';1 Dj > 0, is used in the 
sequel. In view of this we shall use the notation 

M M 

L DjA j , Dj 2: 0, L Dj > 0 ~ O'[A j , MJ, (2) 
j=1 j=1 

and refer to O'[Aj, M] as a matrix pencil. If the 
eigenvalues of 0'[ Aj, M] are in the open left
half of the complex plane, denoted ([:-, V Dj > 
0, 2::;'; 1 Dj > 0, then we shall refer to O'[Aj, M] ~ 
a strictly Hurwitz pencil. A non-strictly Hurwitz 
pencil whose eigenvalues lie in the closed left-half 
of the complex plane V Dj 2: 0 2::;';1 Dj > 0, i.e. 
some of the eigenvalues have real parts that are 
zero, is referred to as a marginally Hurwitz pencil. 

The following result is crucial to the discussion in 
the sequel. 

Theorem 2.1. (Lancaster and Tismenetsky, 1985) 
Let A() = 2::~=o (n A(n) be a matrix that is 
analytic in ( on a neighbourhood of ( = 0 and 
suppose that A(O) = A. Let). be an eigenvalue 
of A of index I, and of algebraic multiplicity m, 
and let ).j(() be an eigenvalue of A(() for which 
Aj(O) = A. Let Z be the idempotent component 
matrix of A. Then there is a number aj, and a 
positive integer I ~ m such that 

as I ( I~ 0, and aj is an eigenvalue of ZA(1)Z. 

Theorem 2.2. A sufficient condition for the ex
istence of a switching sequence, such that the 
system (1) is unstable, is that the there exists non
negative constants {OI,02, ... ,OM},such that the 
matrix pencil O'[Aj, M] has an eigenvalue with a 
positive real part. 



Proof: In order to demonstrate the existence of 
an unstable switching sequence for Equation (1) , 
it is sufficient to show the existence of a periodic 
switching sequence for which the the state of the 
system becomes unbounded . 

Consider the system (1) with A(t) = A(t + 
T) for all t > O. where T is the fixed period. 
Further . let the matrices {A 1 . .42 •.. . , AM} be 
indexed according to the order in which they 
describe the system dynamics, and let the M-tuple 
{t 1 , t2 , .... t;\1 } describe the time for which each of 
the matrices describes the system dynamics, i. e .. 
i: = Ajx, describes the evolution of the system 

·1· 
dynamics for (2:r:1 t;) ::; t ::; (2:i=l id· The 
solution to Equation (1) at time T = 2:~1 ij , 

is given by, 

x(T) = (eA•tl eA]t2 ... eAMtM)xo , (4) 

= <I>(T)xo , 

where Xo E IRN is some initial condition . A 
sufficient condition for instability of (1) is that the 
matrix <I>(T) has an eigenvalue whose magnitude 
is greater than unity (Mohler, 1991). Equation (4) 
can be expanded as a power series, 

M 

<I>(T) = 1 + (L O'iA;)T + /(2 T2 + ... 
i=l 

= 1 + <T[A j, M]T + ... (5) 

where O'i = J-, and where 1\2 E IRNxN. The 
expansion (5) is the product of M absolutely 
convergent series, and is analytic in T. Hence , 
from Theorem 2.1 and (Kato, 1980) (page 81) , it 
follows that , given any eigenvalue aj of <T[Ai , MJ, 
an eigenvalue of <I>(T) can be written , 

.Aj(T) = 1 + ajT + f(T) , (6) 

where f(T) = O(TP), ;3 > 1, as T -t O. Thus, 
there exist constants C , ( such that 

1 f(T) I::; CT{3 , for 0 < T < f. (7) 

Hence , 1 ?R(f(T)) I::; CTP for 0 < T < (, where 
?J?(::) denotes the real part of a complex number z . 
Now consider the case when the /h eigenvalue. aj , 
of the matrix <T[.4 j , MJ, has a positive real part for 

some {O'l . .. , O'j\.d , O'i ~ 0, 2:;~1 O'j > O. Hence , 
there exists <5 < (, such that for 0 < T < <5. we 
have the following: 

Cy3 < ?R(aj)T, 

1 ?R(f(T)) 1 < ?J?(aj)T. 

?R(aj)T + ?R(f(T)) > 0, 

?R(1 + ajT + f(T)) > 1, 

?R(.Aj(T)) > 1, Q.E.D. 
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Comment: Precise definitions and a discussion 
of the idem potent component matrices of a matrix 
A can be found in (Lancaster and Tismenetsky, 
198.5). 

Comment: In the case where <T[A j. M] is marginally 
Hurwitz , then we say that a marginally unstable 
switching sequence exists for the system (1). 

Comment: Using the notation of Theorem 2.1 , 
the following statements can be easily shown for 
<I>(T) : 

(a) : A(O) = I; 
(b) .A = 1 is an eigenvalue of .4(0) of index 1; 
(c) : A ( l ) = <T[Ai , M] ; 
(d) : The idempotent matrix of .A = 1 is given 

by Z = I . 

Comment: For the instability mechanism de
scribed by Theorem 2.2 , it follows that the system 
is unstable for all T > Tcrit. This is in contrast 
to other instability mechanisms (those character
sied by describing function analysis) , where the 
system is unstable for a range of switching times 

T crit'owcr < T < T critupper . 

Comment: For second order switching systems , 
it follows that Trace(<T[Ai , M]) < O. Hence, for 
unstable switching systems of the type charac
terised by Theorem 2.2 , it follows that there exists 
{O'1, ... ,O'M}, O'j ~ 0, 2:~oO'j > 0, such that 
det{<T[A j, M]} = O. Hence, the pencil <T[Ai , M] 
cannot have purely imaginary eigenvalues . 

Comment: The work by Feron that is referred 
to in (Liberzon and Morse, 1999) , and the work 
descri bed in (Angeli, 1999) is closely related to the 
above result. 

3. COMMENTS AND EXAMPLES 

The result in Theorem 2.2 has important conse
quences for switching systems described by Equa
tion (1) . Here we briefly list some of these. 

3.1 General switching systems 

A function of the form V(x) = xT Px, P = pT > 
O. PE IRNxN , with the property that its time 
derivative along any trajectory of the system (1) 
is negative definite , or alternatively that , 

ATp+PAi=-Qj , iE {1 , 2, ... M} , (8) 

where the matrices Qi are symmetric and positive 
definite, is a common quadratic Lyapunov func
tion (CQLF) for the dynamic systems, 

EA. : i: = AiX , i E {I , 2, ... M} , (9) 



where A j E ffiN x N . The existence of such a func
tion is sufficient to demonstrate the asymptotic 
stability of (1). It is well known that a necessary 
condition for the existence of a common quadratic 
Lyapunov function for systems of the form of (1), 
is that the pencil o-[A j , M] is strictly Hurwitz . Fur
ther , Theorem 2.2 also implies that if this pencil is 
not strictly Hurwitz , and has an eigenvalue with 
a positive real part for some {O'I , ... , O'M}, O'j ~ 0, 

Lt~o 0' j > 0, then the system (1) is unstable. 
Hence , the condition that the pencil o-[A j , M] is 
strictly Hurwitz , or is marginally Hurwitz , is nec
essary for the stabili ty of Equation (1). 

3.2 Second order switching systems and common 
quadratIc Lyapunov functions 

A necessary and sufficient condition for the exis
tence of a CQLF for the system, 

x = A(t)x, A(t) E {AI, A:d, (10) 

where the .4; , i E {I , 2}, are constant Hurwitz 
matrices in 1R.2x2 is that the matrix pencils, 

O'AI + (1 - 0')A2, 0' E [0,1]' (11) 

O'AI + (1 - 0')A21, 0' E [0,1]' (12) 

are both Hurwitz(Shorten and Narendra, 1999; 
Cohen and Lewkowicz, 1991) . It follows from the 
arguments in Theorem 2.2 that the non-existence 
of a CQLF for (10) implies that an unstable, or a 
marginally unstable switching sequence exists for 
at least one of the dual switching systems 

t::. x =A(t)x , A(t) {A I ,A2 } , (13) 

x = A(t)x , A(t) t::. {AI, A21} (14) 

Although this observation is not true for M > 2 
matrices (Shorten and Narendra , 2000) , it is some
what surprising since it implies a type of equiva
lence between the stability problem for (10), and 
the CQLF existence problem for simple second 
order switching systems with M = 2. This is con
trary to the commonly held view that the require
ment that a CQLF exists , places unnecessarily 
conservative restrictions on the switching system. 
Further, this observation provides an exact indi
cation of the conservatism (non-conservatism) of 
the CQLF approach to proving asymptotic sta
bility for second order systems , as well as provid
ing valuable insights into the conservatism of the 
CQLF approach for higher order systems. 

3.3 Matrices that are simultaneously triangularisable 

Much recent work has focussed on systems of 

{AI , ... , AM} can be simultaneously triangularised 
(have property P (Laffey, 1978)), i .e. there exists a 
non-singular transformation T such that the ma
trices {TAIT- I , ... ,TAMT- I } are simultaneously 
upper triangular. It has been shown by several 
authors that a CQLF exists in such circumstances , 
and that the switching system (1) is therefore 
asymptotically stable (Mori et al. , 1996; Mori 
et al., 1997; Li berzon et al., 1998; Shorten and 
Narendra, 1998b; Cohen et al. , 1997). This result 
is not surprising since the exponential stability 
of (1) follows directly from its solution when the 
Aj matrices , i E {I , ... , M} are upper triangular. 
Despite the benign nature (from a stability view
point) of such systems, their robustness properties 
prove to be interesting. In this section we show , 
by means of a simple example, that stability re
sults based upon simultaneous triangularisation 
are, via Theorem 2.2 , not robust. We then briefly 
consider the generic stability of a related class of 
system . 

3.3.1. Robustness: Consider the dynamicsys
tern (1) , where the matrices {TAl T- I , T A2T- I }, 

A j E 1R.2X2 are diagonal matrices (a special case of 
simultaneous triangularisation). This implies that 
Al and A2 have two common eigenvectors. For 
convenience, let these eigenvectors be VI = [0 , IV 
and V2 = [1, oV· We consider perturbing the 
eigenvectors of A2 as depicted in Figure 2, where 
L is some positive real number. 

(0,1) 1 .. 
(-,1) 
L 

Eigenvectors of A J 

Eigenvectors of A 2 

1 
(1,-) 

L 

(1,0) 

Fig. 2. Geometrical construction of eigenvectors 

Let, 

( 
-f{ 0 ) 

Al = 1 ) o --
12 

(15) 

( 16) 

the form of Equation (1) where the matrices with 
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where both Land 1\' are real positive numbers. 
The matrices Al and 04 2 satisfy the following 
properties: 

(a) Al and .42 have identical eigenvalues ; 
(b) limL-+oo Al = limL-+oo A 2 · 

It would not be unreasonable to expect, in view 
of properties (a) and (b) above, that switching 
systems of the form of Equation (1), with AI and 
.42 defined as in (15) and (16) , and with M = 2 are 
stable , provided L is large enough. However , this 
is not true, as verified by the following theorem. 

Theorem 3.1. Consider the switching system 
(1), with M = 2, and with AI and A2 defined 
in Equations (15) and (16) respectively. Then for 
any L > 1, there exists g such that the system (1) 
is unstable for some periodic switching sequence. 

Proof: Let L > 1. Then it follows from algebraic 
arguments that one eigenvalue of AI + A2 has a 
real part that is positive for a sufficiently large g. 
Hence, from Theorem 2.2, a switching sequence 
exists such that the solution to system (1) is 
unbounded. 

Comment: Theorem 3.1 implies that two Hur
witz matrices , whose eigenvectors are arbitrarily 
close to each other, can be used to construct an 
unstable switching system. This observation has 
important consequences for the robustness of re
sults based upon simultaneously triangularisable 
matrices. 

3.3.2. Extensions: In this section we briefly 
discuss the stability properties of a class of switch
ing system that was introduced in (Shorten and 
6 Cairbre, 2000a). In this paper, systems were 
considered where no single matrix T exists that 
simultaneously transforms each Ai E A to up
per triangular form , but where a set of non
singular matrices T;j exist such that the matri
ces {T;jAiT;j I, T;j AjTij I}, i , j E {l, ... , m} , are 
upper triangular. It was demonstrated that in 
general, a CQLF does not exist for such systems. 
Further, by imposing restrictions on the matri
ces {AI, ... , AM} , global attractivity of the origin 
could be shown. It was also conjectured that such 
systems might be in general asymptotically stable. 
We comment briefly here that this is not true . 
Simple examples can be generated that satisfy 
the conditions of Theorem 2.2, and are therefore 
unstable. Full details of one such example can be 
found in (Shorten and 6 Cairbre, 2000b) . 
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4. CONCLUDING REMARKS 

In this paper we have presented a simple result 
that characterises one particular instability mech
anism for a class of switching system. This result 
has profound consequences for other classes of 
systems, and motivates a number of interesting 
research questions that relate to known classical 
stability results. One of the main objectives of 
the European Union funded research trianing net
work , Multi-Agent Control is to investigate some 
of these open questions, and to characterise other 
instability mechanisms in systems described by 
Equation (1). 
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