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NEAR-INFRARED SPECTROMETRY FOR THE MEASUREMENT OF CENTRAL
NERVOUS SYSTEM ACTIVATION: A BRIEF DEMONSTRATION OF AN EMERG-

ING BEHAVIORAL ASSESSMENT TOOL

BRYAN ROCHE, SHIRLEY COYLE , TOMÁS WARD ,

CHARLES MARKHAM AND GARY MCDARBY

Behavior analysts are familiar with the use of electrodermal activity as a dependent measure of central nervous system
activation.  In addition, behavior analysts have increasingly turned to direct measures of brain activation, such as
electroencephalography and event-related potentials.  Recent developments in the field of bioengineering, however,
have produced a new and exciting brain-activation recording device known as near infrared spectrometry, or NIRS.
The current paper reports a demonstration of its use in a traditional respondent conditioning paradigm.  Specifically, a
male volunteer was exposed to a conditioning paradigm designed to produce both an eliciting stimulus for fear and a
relief stimulus.  Conditioning effects were assessed using electrodermal activation as well as blood volume changes in
the frontal lobe, recorded by NIRS.  The results of the demonstration show that both electrodermal and NIRS measures
can successfully identify conditioning effects without necessarily tracking each other on a trial-by-trial basis.  It is
suggested that NIRS is an inexpensive, non-invasive technique for the assessment of learning and behavior at the
neural level.

Key words: central nervous system, NIRS, electrodermal activation, learning and behavior assessment

Electrodermal activity (EDA; otherwise known as the
Galvanic Skin Response) represents perhaps the most
reliable index of general autonomic arousal (Dawson,
Schell, & Fillon, 1990). The system was discovered by
Féré (1888), who found that by passing a small current
across two electrodes, through the body of a human sub-
ject, he could measure fluctuations in skin resistance in
response to a variety of external stimuli. Thus, the EDA
method was essentially a measure of potential electrical
difference across any two points in the human body, mea-
sured in millivolts. The EDA method proved so reliable
as a measure of sympathetic nervous system activity that
such figures as C. G. Jung (1906) used it in assessing the
emotional content of verbal stimuli for his patients.  It
has now been well established experimentally that EDA
is an excellent index of physiological responses to dis-
crete and tonic stimuli and a good correlate of most other
psycho-physiological measures (see Cacioppo &
Tassinory, 2000).

It is often thought that EDA is caused by the increased
sweating that occurs during periods of autonomic activ-
ity.  The truth is a little more complicated.  Specifically,
it has been known for almost a century that the EDA re-
sponse occurs about 1 second before the appearance of
sweat at the electrode placement site on the epidermis
(Darrow, 1927).  Early research also established that in-
creased blood flow and blood pressure are not direct
causes of EDA insofar as electrodermal responses can be
shown to diverge from both of these measures under cer-
tain conditions (Darrow, 1927).  Further complication is

added by the fact that different types of sweat glands func-
tion in different ways to affect the EDA response.  Spe-
cifically, eccrine glands respond largely to thermoregu-
latory stimuli, with the exception of those eccrine glands
on the palm of the hands (Fowles, 1986).   Appocrine
glands, which are dense in the genital areas and armpits
and less dense on the palms of the hands, are less well
understood but are thought to respond largely to emo-
tional stimuli. The stimuli that trigger apocrine sweating
are still debated but are usually of emotional/psychologi-
cal significance and do not usually occasion thermoregu-
latory activity (Shields, MacDowell, Fairchild, &
Campbell, 1987).

While palmar sweating certainly contributes to the
EDA response, it is now widely accepted that the sympa-
thetic nervous system primarily controls EDA (rather than
sweating itself).  This view is supported by the strong
correlation between sympathetic action potentials and
skin conductance responses (SCRs) at normal room tem-
peratures (Wallin, 1981).  Thus, electrodermal activity is
a complex function of the activity of the central and pe-
ripheral nervous systems and sweat gland activity.

Despite the reliability and ease of use of the EDA sys-
tem, behavior analysts interested in increasingly complex
forms of human behavior, such as derived relational re-
sponding, have turned to more direct measures of ner-
vous system activity.  For example, Dickins, Singh, Rob-
erts, Burns, Downes, Jimmieson, and Bentall (2001)
employed functional magnetic resonance imaging (fMRI)
to analyze brain activity during a stimulus equivalence



THE BEHAVIOR ANALYST TODAY VOLUME NUMBER 6, ISSUE NUMBER 2, 2005

122

task.  These researchers found that response accuracy on
equivalence tests was correlated with left lateralization
of the dorsolateral prefrontal cortex, an area of the brain
associated with language.  In addition, activity in the
Broca’s area, an area understood to be involved in nam-
ing (Pinel, 2000), was correlated only with verbal flu-
ency and not with the derivation of stimulus relations.

fMRI offers the advantage of high spatial resolution
but lacks the temporal resolution necessary to observe
brain behavior on a moment-to-moment basis (Davidson,
Jackson, & Larson, 2000).  For this reason, several be-
havior analysts have turned to the use of
Electroencephalography (EEG) in the analysis of the cor-
relates of derived relational responding. EEG represents
a direct and non-invasive measurement of electrical brain
activation and has been correlated with both verbal (e.g.,
Elger, Grunwald, Lehnertz, Kutas, Helmstaedter,
Brockhaus, Van Roost, & Heinze, 1997) and nonverbal
(e.g., Fisch, 1999) indicators of body state.

DiFiore, Dube, Oross, Wilkinson, Deutsch, and
McIlvane (2000) used measures of Event Related Poten-
tials (ERPs; a modern development of EEG technology)
to analyze brain wave functions during a stimulus equiva-
lence task (see also Deutsch, Oross, S. III, DiFiore, &
McIlvane, 2000).  These researchers reported ERPs mea-
sures can be used to distinguish responses to equivalently
related and unrelated pairs of stimuli presented simulta-
neously. In a more recent study, Roche, Linehan, Ward,
Dymond, & Rehfeldt (2004) tracked trial-by-trial changes
in EEG waveforms from the acquisition of contextually
controlled conditional discriminations, to the derivation
of the relational frames of Same and Opposite.  These
researchers found increase in alpha band activity (indi-
cating a reduction in mental effort) during the acquisi-
tion phase and across the test for derived relational re-
sponding.  These increases continued across the acquisi-
tion of a novel set of baseline training trials and the deri-
vation of further Same and Opposite relations.  The de-
creases in mental effort tracked attendant decreases in
reaction time on each trial.

While EEG technology is certainly of some utility in
the experimental analysis of behavior, the method is rela-
tively time-consuming and technically challenging.  Aside
from mastering the EEG technology itself, the user must
ensure that the experimental laboratory is free from all
electrical interference and must often engage in complex
forms of data analyses involving mathematical filtering
techniques usually not familiar to the psychologist.  Re-
cent development in Near Infra-Red (NIR) technology,
however, have made possible the measurement of loca-
tion-specific brain activation with great ease and little

expense.

DEVELOPING A NEW BEHAVIORAL MEA-
SURE OF BRAIN ACTIVATION

Near infra-red spectrometry (NIRS) is an optical
method that allows for the non-invasive measurement of
changes in tissue oxygenation (Jobsis, 1977; Strangman,
Boas, & Sutton, 2002; see also Coyle, Ward, Markham,
& McDarby,, 2004).  When applied to the brain such sys-
tems allow cerebral haemodynamic changes to be re-
corded.  The principle of NIRS is based on the fact that
light at a wavelength of between 650-900nm can pen-
etrate the intact cranium to a depth of approximately 2cm,
to reach the surface of the cerebral cortex.  The cortical
surface both scatters and absorbs the NIR beam, but a
sufficient portion is backscattered for measurement at the
super-cranial level. Changes in the volume of blood
present at the NIR beam site will determine the amount
of light reflect through the cranium.  Thus, the optical
response measured can be used to calculate changes in
blood volume and other haemodynamic parameters.
Moreover, the use of multiple wavelengths of illumina-
tion allows explicit separation of these parameters.  In
effect, a single wavelength/single site NIR system is es-
sentially a brain photoplethysmograph, while a multiple
wavelength system at a single site can be thought of as a
cerebral pulse oximeter (Moyle, 1994).  The extension of
these techniques to multiple sites over the brain from
which images of haemodynamic activity can be con-
structed is referred to as diffuse optical tomography and
is part of the rapidly expanding filed of clinical
biophotonics.  Thus, the cerebral haemodynamic response
detected using NIR techniques has potential use as a
psycho-physiological measure and has the additional ben-
efit of allowing for the extraction of multiple dependant
measures of nervous system activity such as breathing,
heart rate, cognitive and motor function.

NIRS has not been used by psychologists as a research
tool.  In our research we have begun to explore its poten-
tial as a psychophysiological recording method.  As a
demonstration of its utility in assessing temporally dis-
crete changes in brain  activation and as a measure of
general autonomic arousal, we exposed one subject to a
respondent conditioning paradigm during which both
EDA and NIRS measures were taken for comparison.

METHOD
Subject

An adult male volunteer was employed as a subject.
He was briefed on the general nature of the study but not
informed of the functions of the conditioned stimuli and
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was ignorant of respondent conditioning processes.

Apparatus

Silver silver chloride (NaNaCl) metal electrodes
(5cm2) were attached to the distal phalanges of the index
and middle finger of the non-dominant hand using
Velcro® straps.  EDA was recorded using Biobench®
(Layfayette® Instruments) software running on a
Pentium® III Dell® PC at 200 samples per second.  The
EDA readings were acquired by a Datalab® polygraph
system interfaced to the PC with a National Instruments®
acquisition card.  The Biobench® software recorded skin
resistance as the index of EDA.

The NIRS technology was constructed by the research-
ers for the purpose of this demonstration.  The system
consisted of a single channel, continuous wave near in-
fra-red beam. To create this beam, a near infrared LED
(880nm, output power 5mW) modulated at 5kHz for lock-
in detection, was connected directly to the subject’s fore-
head using a nylon headband.  The detector, an avalanche
photodiode, made contact with the subject’s head via a
fibre optic bundle, placed 4cm away from the source po-
sition.  Lock-in detection was used and the signal was
sampled at a rate of 100Hz using a 16-bit A/D data ac-
quisition card.

All conditioned and unconditioned stimuli were pre-
sented to the subject via a Macintosh Power PC com-
puter using the PsyScope (Cohen, MacWhinney, Flatt, &
Provost, 1993 ) experiment generation software.
PsyScope also controlled the presentation of event mark-
ers on the EDA and NIR recordings simultaneously with
the presentation of CS+ and CS- stimuli.

Procedure

The subject was seated comfortably in an ‘easy-chair’
20 cm from a 14’ colour computer monitor and fitted with
headphones that were connected to the Macintosh com-
puter.  EDA and NIRS devices were attached to the sub-
ject as described.  The respondent conditioning phase
consisted of 10 presentations to each of a CS+ and CS-
in a quasi-random order with random inter-trial intervals
of 10-40 seconds. .  The CS+ and CS- stimuli were the
nonsense syllables “CUG” and “JOM”, respectively.  On
any one conditioning trial the CS+ or CS- was presented
in the centre of the computer monitor in size 36 Times
font for 5 s.  On 75% of the  CS+ trials, the screen cleared
for 2s before the onset of the unconditioned stimulus,
which was a loud burst of white noise (80db) of 5s dura-
tion delivered to the subject via the headphones.  The
screen remained black during the presentation of the US.
The remaining 25% of CS+ trials were followed only by

the usual intertrial interval.  All presentations of the CS-
were followed only by the intertribal interval.

EDA and NIRS responses were recorded from the
onset of the CS+ and CS- for five seconds.  Thus, re-
sponses to the conditioned stimuli were not contaminated
by responses to the noise burst.  In effect, a conditioned
response to the CS+ could be examined from the onset of
conditioning as each conditioning trial also served as a
probe trial.

 RESULTS
A phasic EDA response was defined as the maximum

decrease in skin resistance (i.e., inversely related to au-
tonomic arousal) from the level of skin resistance at the
time of stimulus presentation for the subsequent 5s (i.e.,
up to the point of presentation of the unconditioned stimu-
lus; see Roche & Barnes, 1997).  For the purpose of analy-
sis, and to reduce the spread, skew and kurtosis in the
data, all EDA recordings were transformed according to
a log10 (EDA+1) function, as is common in psycho-physi-
ological studies.

The NIR signal, being photoplethysmographic in na-
ture, is characterized by light intensity changes due to
fluctuations in blood pressure and cerebral blood flow.
This signal consists of a number of components on dif-
ferent time scales including a pulsatile signal due to the
cardiac cycle and a number of slowly varying compo-
nents at timescales ranging from 5 to 60s.  The origins of
some of these components such as the Meyer wave are
not fully understood while others, such as blood pressure
fluctuations, local vascular dynamics, and breathing-
modulated heart rate changes have been more thoroughly
investigated by other researchers (Elwell, Springett,
Hillman, & Delpy, 1999; Obrig, Neufang, Wenzel, Kohl,
Steinbrink, Einhaupl, & Villringer, 2000).  Two of these
components were chosen based on visual inspection of
the data for analysis in this experiment: Short fluctua-
tions at frequencies below 0.75Hz. and a heart-rate vari-
ability (HRV) signal as calculated from the cardiac com-
ponent.  Given that the current study was a demonstra-
tive comparison of two physiological recordings, NIR
responses were also defined as the maximum decrease in
the signal from the level at the time of stimulus presenta-
tion for the subsequent 5s.  This was used for both sig-
nals examined.

In order to extract the HRV signal from the NIR data,
the optical signal was linearly de-trended and low-pass
filtered at a cut-off frequency of 0.75Hz to observe the
underlying slow vascular response.  In order to isolate
the heart-rate variability (HRV) signal, the de-trended
optical signal was also band-pass filtered between 0.75Hz
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and 1.5Hz to accentuate heart rate, and the time interval
between each pulse was determined using a simple thresh-
old.  A phasic HRV response was defined as the maxi-
mum increase in heart rate from the point of stimulus
presentation for the subsequent 5s.   For the sake of con-
sistency, NIR and HRV data were transformed according
to a log10 (X+1) function.  The transformed data can be
seen in Table 1.

Table 1 shows that response differentials to the CS+
and CS- were observed across conditioning trials/probes
for all three measures.  A paired (one-tailed) t-test re-
vealed that the CS+/CS- response differential recorded
by EDA was significant at p=0.0003 (t=5.193).  The same
test showed that the response differential recorded by NIR
was significant at p=0.0198 (t=2.403). Finally, the re-
sponse differential recorded by HRV was significant at
p=0.0093 (t=2.868).  In effect, the NIR and HRV mea-
sures were successful in identifying the CS+/CS- differ-
ential that is usually assessed physiologically by behav-
ior analysts using EDA as a dependent measure.

Figure 1 shows that the NIR and HRV measures did
not appear to track the EDA recordings on a trial-by-trial

Table 1.
Response after transformation to log10 (Response+1), where Response denotes the response in raw units as recorded on the
NIRS or EDA system. Each number represents successive phasic response to CS+ and CS- across the conditioning phase, from
top to bottom.

basis. More specifically, increases or decreases in EDA
responses from trial-to-trial did not accompany propor-
tionate increases or decreases in NIR and HRV.  A corre-
lation analysis of all EDA responses (i.e., to both the CS+
and CS-) revealed an EDA-NIR covariance of 0.007 and
a correlation value of 0.243 (R-squared = 0.059). Simi-
larly, EDA-HRV covariance was calculated at 0.017, with
a correlation value of 0.119 (R-squared = 0.014).  In ef-
fect, the phasic NIR and HRV measures appear to be rela-
tively independent of EDA on individual trials and yet
follow the same general pattern in distinguishing between
responses to the CS+ and CS-.

DISCUSSION
The current findings suggest that NIR and derivative

HRV measures are sensitive to psychological condition-
ing effects as measured in a common psycho-physiologi-
cal research paradigm.  In particular, it would appear that
the NIR system may be useful in research preparations
that attempt to assess the psychological significance of
ranges of discrete stimuli presented in rapid succession.

The fact that HRV and NIR measures did not co-vary
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Figure 1:  EDA, NIR and HRV responses on successive exposures to the CS+ and CS-.  Successive responses to either stimulus
have been extracted and grouped for representation as a single line graph.  The actual order of trial types was quasi-random.

with EDA measures raises several sophisticated concep-
tual and methodological issues.  Firstly, the lack of co-
variance does not necessarily indicate that NIR and HRV
measures are invalid.  Several psycho-physiological mea-
sures fail to co-vary and others bear inverse relations with
each other under specific conditions (e.g., heart rate and
respiration).  Rather than attempt to correlate measures,
psycho-physiologists have simply assumed fundamental
differences in the relevant processes and have employed
different measures for different research purposes.  Thus,
NIR and HRV may be useful for the assessment of condi-
tioning effects, while at the same time failing to co-vary
with other common measures.  Only further research will
determine the contexts in which NIR will be of most use
to psychologists.

Such questions notwithstanding, the NIR and HRV
certainly appear to be useful in assessing one of the most
central features of human learning; the ability to show
differential autonomic responding to arbitrary stimuli
based on their history of association with other psycho-

logically significant stimuli.  This single feature suggests
the utility of NIR measures over any degree of co-vari-
ance with common polygraph measures.

Secondly, the lack of co-variance between NIR, HRV
and EDA recordings may reflect differences in physiologi-
cal processes underlying these measures.  Indeed, it is
important to consider that the definitions of EDA, NIR
and HRV responding employed in the current study may
have exacerbated natural deviances between them.  More
specifically, it took the best part of a century for psycho-
physiologists to agree on such matters as the “rise-time”
of an electrodermal response, and the natural cycle of
phasic skin conductance or resistance changes in response
to psychological stimuli.  It is likely that NIR measures
must also undergo a period of research and scrutiny in
which definitions of responding are arrived at through a
range of methodological and conceptual considerations.
In the current study, differing definitions of NIR based
on 10s rather than 5s cycles, for instance, may have iden-
tified tighter correlations between NIR and EDA mea-
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sures.  Indeed, functional activation studies have begun
to report a modulation effect of the length of the resting
period between the presentation of stimuli  (Elwell,
Springett, Hillman, & Delpy, 1999).  The optimum rest
period for consistent NIR data appears to vary for each
preparation tested, and the phenomenon has yet to be
explained.

Thirdly, spontaneous low frequency oscillations in the
NIR signal can distort the phasic response as we defined
it.  Indeed, it has been found that the effects of this oscil-
lation must be taken into consideration (Obrig, Hirth,
Junge-Hulsing, Doge, Wenzel, Wolf, Dirnagl, &
Villringer, 1997).  In our future research, we will employ
an adaptive filter, based on the NIR signal acquired dur-
ing a basleine “resting” phase or at a remote body site.
This filter will aloow us to remove the effects of this
physiological “noise”. It should also be noted that fur-
ther studies will help to clarify the relationship between
NIR and the EDA and to this end the authors are cur-
rently devising models to account for the relationships
that have been observed.

EDA is thought to provide a simple index of the level
of sympathetic activity at any given time in response to
psychologically significant stimuli.  The results of this
demonstration show that the cerebral haemodynamic re-
sponse found using NIR techniques could also be used as
a psycho-physiological measure for the same general
purposes.  Further applications of the method may in-
clude biofeedback and relaxation training.  NIR technol-
ogy also has the benefit of being non-invasive, portable,
and not requiring the use of electrode gels, and allowing
for the extraction of multiple dependant measures of ner-
vous system activity (such as oxygenation, breathing rate,
blood pressure) of interest to neuroscientists, physiolo-
gists and psychologists.  Perhaps, most importantly, NIRS
allows for the direct measurement of general brain acti-
vation levels in specific regions  and does so with  an
acceptable level of temporal resolution for most experi-
mental purposes.  Moreover, it is not a complicated mat-
ter to take NIRS measures at multiple brain sites simulta-
neously, thereby providing similar representations of
overall brain activation as those provided by EEG record-
ings.  While much work remains to be done in perfecting
the NIRS technique, we are committed to ensuring an
input from the experimental analysis of behavior to its
ongoing development.
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