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Abstract—In this paper, we present a novel and effective
linearization technique for nonlinear phased array antennas.
For large phased arrays, linearization of the array using a
single digital predistortion (DPD) is inevitable since one digital
path is upconverted and feeds several RF transmission paths,
each of which is connected to a power amplifier (PA) and
an antenna element. However, a critical issue is that the PA
characteristics can vary considerably within an array. Thus,
linearizing individual PAs with one DPD is rather challenging. We
formulate and solve an optimization problem that corresponds to
jointly minimizing the maximum residuals between the input to
the array and the output of individual PAs. We demonstrate that
the proposed technique outperforms state-of-the-art linearization
solutions while retaining the linear gain of the array.

Index Terms—digital predistortion, linearization, phased array,
single DPD, MIMO.

I. INTRODUCTION

The requirement for energy and spectral efficiency for
fifth generation (5G) wireless networks has triggered the
advancement of several technologies, one of which is large
scale phased array for beamforming. Further, the use of hybrid
arrays, with multiple sub-phased arrays for multiuser capacity,
is therefore anticipated to be the key enabler for 5G [1].
Phased array facilitates the adaptation of sub-millimeter and
millimeter-wave (mm-wave) spectrum. A large number of
antennas improves the throughput by focusing the radiated
signal into a small region. Thus it can overcome high path
loss in mm-wave [1] as well as reducing the power per power
amplifier (PA) for both sub-millimeter wave and mm-wave.
Another advantage of the large phased array is the use of
low-cost components in multiple radio frequency (RF) chains,
each of which is connected to an antenna element.

To improve the energy efficiency in small and low cost
power amplifiers (PAs), it has been suggested to drive the PAs
close to saturation where PAs have nonlinear behavior. Hard-
ware impairments such as PA nonlinearity can fundamentally
limit the performance of the base station (BS). A study by [2]
have indicated that 4 dB back-off was required to achieve the
error vector magnitude (EVM) lower than -29 dBc. However,
applying back-off to overcome the nonlinearity of the PAs
requires using higher power PAs to give a similar performance
while sacrificing the energy efficiency of the transmitter. A
better approach to overcome the PA efficiency vs. linearity

trade-off is to drive the PA close to saturation while linearizing
it.

Digital predistortion (DPD) is a widely accepted solution
for PA linearization, and it relies on distorting the input of
the PA such that the distortions due to the nonlinear effects
of the PA are compensated [3]. A typical implementation of
the DPD technique is done in digital baseband and requires
as many feedback paths and predistorders as the number of
power amplifiers. However, for phased array systems where
one digital baseband branch is connected to several analog
transmission paths in RF, only a single DPD can be imple-
mented per sub-array. This single DPD is expected to linearize
several PAs, each of which can have different characteristics.
Different strategies can be applied to optimise the single
DPD performance. In [4], the authors propose a single DPD
technique to linearize multiple PAs in a phased array. Their
proposed solution relies on minimizing the sum of the least
squared errors of the different branches. A beam-oriented
single DPD is introduced in [5] where a single DPD is
employed to linearize the main beam signal. The proposed
DPD is based on minimization of the least square error of
the superposition of the PA outputs after the effect of analog
beamformers are removed. An array DPD was introduced by
[6], where the combined error in the far-field is minimized.
The combined error is estimated by taking the feedbacks
from all PAs and calculating the combined response of the
array in the far-field and comparing it with the input signal
to the PAs. The work in [7] is using the same approach by
cancelling the beamforming weights before combining via an
anti-beamforming module. Further, the effect of phase and
amplitude mismatch of feedback signals on the DPD learning
algorithm has been investigated. In [8], a single DPD is trained
to linearize the sub-array by modeling the main beam signal
and comparing it with the input signal and observe the signal
linearity in the far-field.

In this paper, we perform a comparative study among
different single DPD solutions for phased array systems with
combined feedback response and with individual PA feedback
responses. By proposing a novel single DPD method, we
formulate a convex optimization problem which relies upon
on joint minimization of the cost functions from all trans-
mission branches. We demonstrate that the proposed solution
outperforms the ones in [4]–[8]. This improved performance
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is especially notable when the PAs in the different branches
possess considerably different characteristics. The DPD learn-
ing utilizes a closed-loop estimation technique which is not
sensitive to the PA output noisy measurements.

The remainder of the paper is organized as follows. In
Section II, a system model for a single DPD for a sub-array
is represented. In Section III, two previous models for single
DPD are revisited, and a new DPD method is presented. In
Section IV, the simulation results are given for different single
DPD methods. Finally, a conclusion is given in Section V.

II. SYSTEM MODEL FOR SINGLE DPD IN A
BEAMFORMING SUB-ARRAY

A block diagram of analog beamforming phased array with
a single DPD is depicted in Fig.1. The PA outputs can be
obtained using a shared feedback path connected to each
transmission path by a switch. To have access to all PA
outputs, time sharing can be used. The complex baseband
equivalent of the PA output can be written as a polynomial
model [9]. The nonlinear memory effects are typically weaker
than the nonlinearities without memory [10], and we omit the
memory effect here, but it is easy to generalize to memory
if desired. The baseband equivalent of PA output in the ith
transmission path when no DPD is applied can be expressed
as

yi(n) = viψ
T
xi

(n) hi, i = 1, ..., NT , (1)

where NT is the number of PAs, ψxi
(n) =

[x(n), x(n)|x(n)|2, ..., x(n)|x(n)|pi−1]T is the basis
waveform and vi represents the analog beamforming phase
shifters in the ith transmitter path. The vector hi denotes
the ith PA model impulse response and pi is the order of
nonlinearity in the ith PA. In a multi-transmitter system, the
individual PAs have different non-linearity characteristics that
can be presented by different model coefficients. However,
the combined response of the array still can be modeled with
a single polynomial. Given this fact, the single DPD for a
sub-array can be modeled in the form of a polynomial as

xDPD(n) = ψT
x (n)ω, (2)

where ω ∈ Cp×1 is the vector of the DPD
coefficients for the basis waveforms ψx (n) =
[x(n), x(n)|x(n)|2, ..., x(n)|x(n)|p−1]T . The model is
linear in ω, and thus the model can be fitted with the least
squares approach. Utilizing a closed-loop learning DPD, to
obtain the optimum DPD coefficients, the difference between
the desired output signal and the actual PA output is obtained
as

ei(n) =
1

Gi
ỹi(n)− x(n), (3)

for each path where Gi is the complex linear gain of the ith
PA. The linear gain of the PA can be known by using the least
square approach between the PA input and output. The phase
offsets in output feedback signals are introduced by analog
phase shifters which can degrade the performance of the single
DPD. Thus, the phase offsets must be taken into account prior
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Fig. 1: Block diagram of a sub-array to access each PA units output
with shared feedback.

to DPD learning either by canceling the effect of phase shifters
in feedback path or modeling the equivalent far-field model of
individual PA outputs. Modeling the output signals in the far-
field can limit the performance of DPD to a specific direction
while, counteracting the effect of phase shifters in the feedback
signals, facilitates the adoption of trained DPD coefficients
for different steering directions. Thus, we suggest a phase
correction such that the signal ỹi(n) is obtained as

ỹi(n) = v∗i yi(n). (4)

In the closed-loop learning, the estimation loop contains the
DPD within itself. Thus, the estimated parameter corresponds
to the residual error in the DPD coefficients [11]. For a block
of time samples, the cost function to be minimized reads as

JCL = ‖ei −ΨT
x ∆ω‖2F , (5)

where ∆ω ∈ Cp×1 is the vector of the residual model
coefficients, p represents the order of nonlinearity and ‖ . ‖F
represents the Frobenius norm. Through a few iterations the
DPD coefficient can be updated. First, by utilizing the least-
squares, the estimation of coefficient residual is obtained as

∆ω = (Ψx)†ei, (6)

where the matrix Ψx contains the blocks of time samples
of basis waveforms and (Ψx)† = (ΨH

x Ψx)−1ΨH
x is the

pseudoinverse. Then, the coefficients are updated as follows

ωi+1 = ωi + ∆ω, (7)

where ω0 = [1, 0, ..., 0].

III. BEAMFORMING DPD WITH MINMAX

Various studies have used different methods to estimate
the single DPD coefficients. These can be classified in two
categories, combined output of the array response [5]–[8] or
Combined Feedback DPD, and the sum over the least square
errors [4] or Sum of Errors DPD. First, we present these two
methods in a closed-loop learning form. Then, we propose
a novel DPD method, noted as MinMax DPD. Finally, we
perform a comparison between these three DPD methods. It
has been shown in [12] that the out-of-band radiations are not
dominant in the directions other than the direction of UE. This
is the primary motivation behind the Combined Feedback DPD
as it considers the combined response of the array in far-field.
Combined Feedback DPD can be implemented either via a

Authorized licensed use limited to: Maynooth University Library. Downloaded on March 22,2021 at 16:21:22 UTC from IEEE Xplore.  Restrictions apply. 



combined feedback receiver signal [5], [7] or by modeling the
combined far-field signal [6], [8]. In both techniques, the effect
of analog phase shifters is removed before DPD learning. To
minimize the array error with respect to far-field combined
signal, a large block of error samples can be obtained by
comparing the combined far-field signal at the position of UE
and the input signal. In order to calculate far-field combined
signal, the feedback signals are co-phased and combined. An
alternative approach is to model the far-field response of the
array. Combined Feedback DPD is based on the minimization
as follow

arg min
∆ω∈Cp×1

∣∣∣∣∣∣∣∣( 1

GA

NT∑
i=1

ỹi − x)−ΨT
x ∆ω

∣∣∣∣∣∣∣∣2
F

, (8)

where GA represents the array linear gain and the signals
x = [x(n), x(n − 1), ..., x(n − k)]T and yi = [yi(n), yi(n −
1), ..., yi(n− k)]T .

Another approach, Sum of Errors DPD, is introduced in [4],
minimizes the sum over the least square errors, i.e., the sum
of cost functions in (5) is minimized as

arg min
∆ω∈Cp×1

NT∑
i=1

∣∣∣∣∣∣∣∣( 1

Gi
ỹi − x)−ΨT

x ∆ω

∣∣∣∣∣∣∣∣2
F

. (9)

In this approach, the error signal for each PA output signal is
computed individually and the sum of them is minimized to
obtain the optimum solution for ω. For the sake of consistency
we performed co-phasing of the PA output signals in the
same way it has been implemented for Combined Feedback
DPD. Exploiting triangle inequality, it can be inferred that the
performance of (8) outperforms (9) in the desired direction
[6]. However, in both techniques, the PA output with the most
deviation from the reference signal x(n), has the dominant
contribution in the cost function minimization. Consequently,
by linearizing the highly nonlinear PAs, the PAs with lower
nonlinearity order heavily expand and degrade the combined
performance of the array [6]. To address this issue, we propose
a novel strategy by utilizing individual cost functions. The
model coefficients must then be estimated to minimize all
the cost functions up to an acceptable range. In order to
minimize all the cost functions jointly, we formulate a convex
optimization problem as

arg min
∆ω∈Cp×1

max
i=1,...,NT

∣∣∣∣∣∣∣∣( 1

Gi
ỹi − x)−ΨT

x ∆ω

∣∣∣∣∣∣∣∣2
F

, (10)

where the model coefficient residuals, ∆ω is the variable to
optimize. A careful reader must notice that this optimization
problem does not imply minimization of one cost function
related to the most nonlinear PA. Instead, (10) performs an
optimization where the maximum joint error is minimized.
Introducing an auxiliary variable d representing the minimum

Euclidean distance, the optimization problem in (10) can be
equivalently written as

minimize
∆ω∈Cp×1,d∈R

d

subject to
∣∣∣∣∣∣∣∣( 1

Gi
ỹi − x)−ΨT

x ∆ω

∣∣∣∣∣∣∣∣2
F

≤ d, i = 1, ..., NT .

(11)

It can be seen that in the above formulation the quadratic con-
straints that represent the minimum Frobenius norm squared,
are convex with respect to ω. Also, the object d is convex with
respect to ω. Thus, the above standard optimization problem
can be efficiently solved using standard techniques [13]. We
used CVX to specify and solve the convex problem in (11)
[14], [15].

IV. SIMULATION RESULTS AND ANALYSIS

As a proof of concept, we perform quantitative performance
analysis. The system level simulation for a sub-array with
four transmit antennas in a uniform linear array (ULA) with
the spacing of half wavelength is implemented in Matlab.
In all experiments, the PAs are modeled with a memoryless
complex polynomial. First, the PA models for a 3rd and
5th order polynomials are estimated. Then, we obtain the
models for the PAs in the adjacent branches by adding a small
perturbation to the 3rd and 5th order nonlinearity coefficients
such that different PA behaviors are obtained while retaining
the similar input-output nonlinear characteristics and linear
gain for all PAs. Orthogonal frequency-division multiplexing
(OFDM) signal with 5 MHz bandwidth is used where clipping
is applied to the input signal to obtain peak-to-average power
ratio (PAPR) of 8.5 dB before linearization. To evaluate the
performances, the adjacent channel leakage ratio (ACLR) is
used to calculate the out-of-band radiation of the distortion in
the adjacent channels due to the nonlinearity in the system.
The ACLR for a signal x(n) is formulated as

ACPR = max
m=L,U

{∑
f(adj)m

|X(f)|2∑
fch. |X(f)|2

}
, (12)

where X(f) denotes the power spectrum of x(n) and f(adj)m
represents the frequencies in lower (L) and upper (U) adjacent
channels. The fch represents the inband frequencies. The
results for the DPD training of N = 12500 samples with SNR
of 40 dB are presented. The combined far-field response of
array is studied when three different DPDs are implemented
and trained for the sub-array when the steering angle is set
to 30◦. In Fig. 2a and Fig. 2b the power spectral densities
(PSD) of the overall array are depicted for 3rd and 5th
order nonlinearity with three different DPDs. Clearly, MinMax
DPD outperforms Combined Feedback and Sum of Errors
DPDs. To quantitatively study the performances, the ACLR
results are presented in Table I. For 3rd order polynomial,
the MinMax performs on average 2.82 dB better in ACLR
measurements. However, as the polynomial order increases
to 5, MinMAx DPD outperforms two other DPD by 11 dB
on average. Comparing 3rd and 5th order nonlinear models,

Authorized licensed use limited to: Maynooth University Library. Downloaded on March 22,2021 at 16:21:22 UTC from IEEE Xplore.  Restrictions apply. 



TABLE I: ACLR (dB) evaluation of three different DPD methods
for different PA models.

DPD method 3rd Order
PA model

5th Order
PA model

Sum of Errors -39.91 -27.58
Combined Feedback -41.65 -33.56

MinMax -43.65 -41.66
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Fig. 2: Spectra of the combined array response in the far-field for
different DPD methods with PA models of (a) 3rd (b) 5th order
polynomial.

MinMax performance does not degrade more than 2 dB while
the ACLR for Combined Feedback DPD worsens by 8 dB
and Sum of Errors DPD by 12.33 dB. The reason that the
MinMax DPD performance does not degrade considerably
by increasing the nonlinearity order of the PAs is the fact
that MinMax DPD does not depend on the superposition
of signals. Rather, the MinMax consider each error signal
individually. However, in the Sum of Errors DPD, as the
nonlinearity increases the superposition of error signals results
in performance degradation. In Combined Feedback DPD, the
combined far-field signal deviates further from the input signal
as the nonlinearity of the PAs increases.

In Fig. 3, the AM/AM response of individual PAs and the
combined effect of the three different DPD approaches are
presented. It is evident that the combined effect of the MinMax
results in considerably more linear combined behavior. In the
simulations, it was observed that for the 3rd order PA model
when no DPD is applied, the combined response of the array
shows significant linearity. This is because the nonlinearities
in different PAs can cancel each other out in the far-field.
However, when no DPD is applied, the linear gain of the array
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Fig. 3: AM/AM plots for combined array far-field responses without
DPD and with three different DPD methods with 3rd order PA
models.

degrades as it is shown in Fig. 3. By implementing the DPD,
the combined response of the signal retains the linear gain thus
improving the efficiency. In this sense, MinMax DPD achieves
best linearization while sustaining the linear gain of the array.

V. CONCLUSION

In this paper, we proposed a new technique for training a
single DPD for linearization of a phased array. The proposed
DPD implements a joint minimization of cost functions
corresponding to individual PAs which is an effective
method to obtain a linear combined response of an array.
Our numerical results demonstrated that the proposed DPD
technique is highly effective when there is a significant
deviation in PA behaviors. With simulations, we showed that
as the nonlinearity order in PAs increases, the proposed DPD
sustains its linearization while the other methods undergo
significant performance degradation. Our numerical results
demonstrated that by using the proposed DPD technique, for
the 5th order PA models, the MinMax DPD outperforms the
state-of-the-art solutions. We showed that in comparison to
Combined Feedback DPD, the MinMax DPD has a better
performance of 8.1 dB in the ACLR measurements and
outperforms Sum of Errors DPD by 14 dB. For the 3rd order
PA models, the combined far-field signal without DPD shows
linear performance where the nonlinearities cancel each out
other but the linear gain of the array drops by combining
the linear PAs with heavily nonlinear PAs. We showed that
the MinMax DPD performs linearization while it retains
the linear gain of the array. The effect of memory is not
considered in this study. The memory effect is well studied
in the literature, and by updating the polynomial model used
in this study to a memory polynomial, our approach can be
considered for wideband signals.
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