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Abstract— During the design process and evaluation of en-
ergy maximising control systems (EMCSs) for wave energy con-
verters (WECs), control techniques rely heavily on numerical
modelling. For fast computation, these numerical models are
mostly based on low-fidelity boundary element method (BEM)
codes and linear hydrodynamic models. However, to ensure
optimal performance in a physical environment, more realistic,
high-fidelity numerical frameworks, such as Computational
Fluid Dynamics (CFD) based numerical wave tanks (CNWTs),
should be considered during the evaluation of EMCSs. This pa-
per investigates the influence of different numerical evaluation
frameworks on the performance evaluation of EMCSs. The
Wavestar WEC, subject to three different EMCSs with varying
aggressiveness, i.e. resistive, reactive and moment-based control,
is chosen as the case study. Results show that more aggressive
EMCSs require high-fidelity numerical modelling to correctly
evaluate their performance.

I. INTRODUCTION

To moderate global warming and reduce the emission of
greenhouse gases, renewable energies are vital to satisfy the
increasing global energy demand. Amongst others, WECs
have a strong potential to contribute to the energy supply [1].
To be commercially viable, it is well known that devices
(a) have to be installed in arrays of multiple WECs [2]
(b) should be equipped with EMCSs [3].
The development of EMCSs can be split into two con-
secutive parts: design and evaluation. During the design
the fundamental concept and the mathematical model are
conceived. During the evaluation process the performance
of the controller is assessed. For both steps researchers rely
heavily on numerical modelling.

In classical control applications, the mathematical models,
used for the design stage, are often linearised around a
desired operational point, according to the process under
analysis. The controller is subsequently synthesised to drive
the system towards this point and, thus, in the neighborhood
of this operational point, the linearising assumption for
the controller evaluation is also a valid approach, deliv-
ering trustworthy results. During the design of controllers
for wave energy converters, linear hydrodynamic models
are also widely applied. For example, linear BEM based
models are well established, delivering results at acceptable
computational cost. These models assume small amplitude
device motion but lose fidelity under large WEC motion.
The objective of WEC device control is to drive the system
towards resonance with the incoming wave field and, thus,
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increase the device motion and power production. By way
of example, Fig. 1 shows the operational space for a generic
WEC without and with (latching) control applied [4]. A
clear increase of the operational space can be observed when
considering a controlled WEC. The large amplitude motions
may result in viscous drag, flow separation, vortex shedding
and other non-linear hydrodynamic effects. Contrary to the
aforementioned classical control applications, the energy-
maximising operating conditions do not comply with the
linear assumption in the hydrodynamic model.

Linear BEM-based numerical wave tanks (BNWTs) have
been extended to included non-linear Froude-Krylov forces
[5] and viscous (drag) effects [6]. While the former can be
determined, for some devices, through analytical solutions,
viscous drag effects are usually based on empirical models
for the drag coefficient. Inherently considering viscous drag
and turbulence effects, CFD-based numerical wave tanks
(CNWTs) deliver higher hydrodynamic fidelity but come
at significantly increased computational cost, limiting their
application to specific case studies.

Recently, a number of studies have begun to incorporate
EMCSs into CNWT experiments to allow more realistic
performance evaluation. Giorgi et al. [4] describe the im-
plementation of latching control in a CNWT, which is used
to evaluate the optimal latching duration for a heaving point
absorber. Davidson et al. [7] implement proportional-integral
control, where the parameters are selected using system iden-
tification techniques. Comparing the CNWT results against
BNWT experiments shows an overestimation of the WEC
motion and power absorption in the BNWT. In [8], an
adaptive EMCS, based on a receding-horizon pseudospectral
optimal control formulation, is implemented and evaluated
in a CNWT. Dolguntseva et al. [9] include stroke length
control within the mathematical power take-off (PTO) model
by the means of end stop spring forces. In [10], passive
control is realised by replicating a pressurised pneumatic
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Fig. 1: Operational space for a WEC with and without control
applied (adapted from [4])
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cylinder, i.e. air spring, in the numerical model providing
a negative spring force on the PTO system. Penalba et
al. [11] implement passive and reactive controllers in a
verification and evaluation study of a high-fidelity wave-to-
wire simulation platform. Most recently, Windt et al. [12]
highlight the challenges arising from the implementation of
EMCSs in CNWTs, based on the case study of a reactively
controlled moored point-absorber type WEC.

Although some implementations of EMCSs in CNWTs
can be found in the literature, for the design of EMCSs, these
models are still computationally too costly and are infeasible
for real-time control. Thus, development of EMCSs relies
mainly on BNWTs. This poses the concern that EMCSs
are optimised in a hydrodynamically low-fidelity modelling
framework and indicate optimal power output when evalu-
ated in BNWTs, but do not necessarily perform well when
evaluated in a more realistic, high-fidelity framework, such
as a CNWT and, ultimately, in the physical world. It has
been reported in [13] that the majority of the EMCS are not
evaluated in realistic evaluation frameworks. In fact, they are
usually tested using similar (linear) models as the ones used
during the design process and thus distort the results obtained
from the evaluation.

In this paper, a CNWT and linear BNWT model of
the Wavestar device are employed to investigate the influ-
ence of different numerical evaluation frameworks on the
performance evaluation of EMCSs for WEC devices. The
performance of the EMCSs will be evaluated by comparing
the device dynamics of the Wavestar WEC subject to three
different EMCSs:

1) moment-based energy-maximising control [14]
2) reactive output feedback (displacement and velocity)

control with a spring-damper
3) resistive output feedback (velocity) control with a

damper.
To different extends, the three EMCSs will drive the WEC
away from the linear assumption in hydrodynamic model,
dependent on the aggressiveness of the controller, with
the resistive controller being the least aggressive and the
moment-based control the most aggressive.

The remainder of the paper is organised as follows. Section
II presents the case study considered herein. Section III
details the numerical wave tank setups. Following, Section
IV describes the employed EMCSs. Section V then presents
and discusses the results. Finally, conclusions are drawn in
Section VI.

II. CASE STUDY

The Wavestar WEC (see Fig. 2) is considered as case
study. The device consists of a hemispherical hull with an
operational degree of freedom (DoF) in heave. The hydraulic
power take-off (PTO) system consists of a hydraulic cyl-
inder, pumping hydraulic fluid through a hydraulic motor.
The device depicted in Fig. 2 was deployed at Hanstholm,
Denmark. The rated power of the full scale device with 20
floats is 500[kW] [15].

In the experimental tank test campaign documented in
[16], a 1/5th scale device has been tested. The physical
prototype in the ocean basin at Plymouth University and
a schematic of this device, including the main dimensions,
are depicted in Figs. 4 and 3, respectively. Validation of the
CNWT model used in this study is based upon the 1/5th scale
tests and is documented in [17].

In this study, a single, irregular JONSWAP sea state with
a characteristic wave height Hs = 0.15[m] and period
Tp = 1.4[s] is tested. These characteristics are based
upon the experimental tank tests documented in [16]. The
simulation duration is tsim. = 140[s] (= 100Tp). Plots of the
free surface elevation (FSE) and spectral density distribution
(SDF), measured at the device location during preliminary
empty tank simulations, are shown in Figure 5. PTO cylinder
displacement, velocity and force are extracted from the
simulations and used for the comparison of the evaluation
frameworks.

Fig. 2: Full scale Wave-
star device deployed at Han-
stholm, Denmark (adapted
from [15])

Fig. 3: 1:5 scale Wavestar
device in the ocean basin at
Plymouth University (adap-
ted from [18])
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Fig. 4: Schematic of the 1/5th scale Wavestar device: all
dimensions in [mm] (adapted from [17])

III. NUMERICAL WAVE TANKS
A. Linear BNWT

In linear time-domain hydrodynamic BNWT models, the
dynamics of the device respond to the classic linear hydro-
dynamic formulation [19], based upon Cummins equation
[20]
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Fig. 5: FSE and SDF of the irregular JONSWAP sea state with Hs = 0.15[m] and Tp = 1.4[s], measured at the device
location during preliminary empty-tank simulations

mẍ(t) = −shx(t) + Fexc(t)− µ∞ẍ(t)

−
∫ ∞
−∞

ζ(t− τ)ẋ(τ)dτ−u(t) , (1)

where x(t), ẋ(t) and ẍ(t) denote the device excursion,
velocity and acceleration of the WEC, respectively, m is the
mass of the WEC, sh the hydrostatic stiffness, Fexc(t) the
excitation force, µ∞ the added-mass at infinite frequency,
ζ(t) the radiation impulse response function, and u(t) the
control law (PTO force).

For a linear hydrodynamic model, as used herein, all
nonlinear effects such as nonlinear Froude Krylov forces or
viscous drag are omitted.

B. CNWT

The CNWT simulations are performed using the open
source CFD toolbox OpenFOAM, specifically version 2.3.1
of the OpenFOAM Foundation fork [21]. In OpenFOAM, the
incompressible Reynolds Averaged Navier-Stokes (RANS)
equations (2) and (3) together with the Volumen-of-Fluid
(VOF) method for water wave advection (see Equations (4)
and (5)) are solved using the Finite-Volume Method (FVM).

∇ · ρU = 0 (2)

∂(ρU)

∂t
+∇ · (ρUU) = −∇p+∇ ·T + ρfb (3)

∂ α

∂ t
+∇ · (Uα) +∇ · [Urα(1− α)] = 0 (4)

Φ = αΦwater + (1− α)Φair (5)

In Equations (2) and (3) U denotes the fluid velocity, p the
fluid pressure, ρ the fluid density, T the stress tensor, and fb
external forces such as gravity or PTO forces. In the transport
Equation (4), α is the water volume fraction and Ur is the
compression velocity [22]. In Equation (5), Φ is a specific
fluid property, such as density. Throughout this study, laminar
flow conditions are assumed for all CNWT simulations. The
body motion is solved via Newton’s 2nd law of motion.

For wave generation and absorption, the relaxation zone
method [23], is employed. This method blends a target

solution, Φtarget, with the computed solution, Φcomputed, for
the values of the velocity field, Φ = U, and fluid volume
fraction, Φ = α, within defined relaxation zone regions
(see Fig. 6 a)). A weighting function is zero at the CNWT
boundary, unity at the interface with the simulation zone, and
should vary smoothly along the relaxation zone to ensure a
gradual transition in the blending of the target and computed
solutions (see Fig. 6 b)). For wave generation, to define the
target solutions, analytical solutions are obtained from wave
theories for the fluid velocity and free surface elevation. For
wave absorption the target velocity field is zero, and the free
surface location is defined at still water level.

Convergence studies were performed to determine the
required wave generation (Lg) and wave absorption (La)
relaxation zone lengths. The spatial and temporal discret-
isations were similarly determined. The dimensions of the
generation and absorption relaxation zone lengths, and the
spatial and temporal discretisations, are listed in Table I.
The overall spatial dimensions of the CNWT are 7.75 [m] x
24.92 [m] x 6 [m] (WxLxH). The numerical domain is
depicted in Fig. 6. For further details on the numerical setup
and model validation, the interested reader is referred to [17].

TABLE I: Relaxations zone lengths and domain discretisa-
tion

Generation relaxation zone length (Lg) 3λ
Absorption relaxation zone length (La) 3λ
Spatial discretisation:

dx 200CPLs
dy 50CPLs
dz 10CPHs

Temporal discretisation 1400∆t/T

To realise resistive and reactive controllers in the CNWT,
damper respectively spring-damper systems can be em-
ployed, which are readily available in OpenFOAM as part
of the sixDoFRigidBodyMotionSolver.

Note that in both, the BNWT and CNWT, the control
law u(t) directly represents the PTO force. No losses or
nonlinear effects in the PTO components are considered. In
future work, EMCSs will be evaluated using a high-fidelity
simulation platform such as the HiFiWEC, presented in [11].
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Fig. 6: Visualisation of the CNWT domain including relaxation strengths, still water level and device hull

IV. EMCS

Throughout the control design, the hydrodynamic model
described in Section III-A is considered. The main objective
of a wave energy device is to harvest energy from the in-
coming wave field.1 Therefore, the optimal control objective
is to maximise the absorbed energy over a time interval
[t, t+ T ] ⊂ R+, given by

J =
1

T

∫ t+T

t

u(τ)ẋ(τ) dτ. (6)

while respecting the physical limitations of the device on
excursion x(t) and PTO force u(t), i.e. state and input con-
straints. Note that this energy-maximising control objective
does not fit into a traditional (reference tracking) control
problem, i.e. the performance objective is strictly related to
energy absorption. State and input constraints can be written
in compact form as{
|x(t)| ≤ Xmax,

|u(t)| ≤ Umax,
∀t ∈ R, (Xmax, Umax) ∈ R+2

. (7)

Consequently, the optimal control objective can be formu-
lated as

umax(t) = arg max
u(t)∈U

J

subject to

{
system dynamics Eqn. (1),
state and input constraints Eqn. (7).

(8)

where U represents the set of admissible inputs. Specific-
ally, for this study, constraints for the stroke length of the
hydraulic cylinder (Xmax) and the maximum PTO force
(Umax) are considered during the control design. The PTO
cylinder stroke length is set to a maximum of 0.7[m], while
the maximum PTO force is constrained to 2800[N].

A. Moment-based constrained optimal control

This constrained optimal control technique relies on the
so-called moment-based WEC formulation [14], which al-
lows for an efficient computation of the optimal control law

1Note, the incoming wave field is measured in an empty CNWT, i.e. no
device present, at the device position. It is then assumed that the incoming
wave field is not influenced when placing the device in the NWT. This
approach bears some inherent errors, however, is common practice.

umax in real-time based on the solution of the following
inequality constrained quadratic program:

Lmax
u = arg max

Lu

−1

2
LuΦR

ϕ L
ᵀ
u +

1

2
LexcΦ

R
ϕ L

ᵀ
u,

subject to:
Lu∆ ≤ Umax11×2Nc ,

Lu(−ΦR
ϕ )S−1∆ ≤ Xmax11×2Nc

− LexcΦ
R
ϕ S
−1∆.

(9)

The reader is referred to [14] for the formal definition (and
corresponding proofs) of the matrices involved in the QP
problem of (9). Note that, differently from [14], where the
optimal control input is of a feedforward type, this study uses
an equivalent output feedback (displacement and velocity)
realisation of the moment-based control input given by umax,
which can be readily obtained from Lmax

u using well-known
algebraic identities.

B. Reactive Control

Additionally to the moment-based controller, less ag-
gressive EMCS, i.e. reactive and resistive controllers, are
considered herein as reference cases. For the reactive control
case, the PTO force follows

u(t) = Koptx(t) +Boptẋ(t), (10)

where Bopt is the optimal damping coefficient and ẋ(t)
the linear velocity of the hydraulic PTO cylinder, Kopt is
the optimal spring stiffness, and x(t) the linear motion of
the hydraulic PTO cylinder. The optimal PTO coefficients
have been determined through exhaustive search optimisation
using the BNWT model, resulting in Kopt = −33750[N m−1]
and Bopt = 4666[N s m−1]. Results of the optimisation are
shown in Fig. 7.

C. Resistive Control

For the resistive control case, the PTO force follows

u(t) = Boptẋ(t). (11)

As in the case of reactive control, the optimal damping
coefficient has been determined through exhaustive search
optimisation using the BNWT model, resulting in Bopt =
8081[N s m−1]. The results of the optimisation are shown in
Fig. 8.
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Fig. 7: Contour plot of absorbed power as function of the
PTO damping coefficient and spring stiffness for the case of
reactive control

0 1 2 3 4 5 6 7 8 9 10

·104

0
1
2
3
4
5
6
7
8

Damping Coefficient [N s m−1]

A
b

so
rb

ed
P

ow
er

[W
]

Fig. 8: Absorbed power as function of the PTO damping
coefficient for the case of resistive control

V. RESULTS & DISCUSSION

For each EMCS, simulations were performed in both the
BNWT and CNWT, resulting in a total of six simulations.
Extracting the PTO cylinder displacement, velocity, and the
PTO cylinder force, the normalised root mean squared error
(nRMSE), as defined in Equation (12), can be calculated.
yBNWT denotes the results from the BNWT experiment,
yCNWT results from the CNWT experiment and N is the
length of the signal.

nRMSE =

√∑
(yCNWT−yBNWT)2

N

max(yBNWT)−min(yBNWT)
(12)

For qualitative comparison of the three different EMCSs
Fig. 9 shows the PTO cylinder displacement, velocity and
force extracted from the BNWT experiment. In Fig. 9, a
clear trend can be observed. The moment-based and the
reactive controller controller increases all three quantities,
compared to the resistive controller, driving the WEC furthest
away from the assumption of small amplitude motion in the
linear hydrodynamic model. The smaller amplitude motion
and smallest PTO force can be observed for the case of the
resistive controller, since the device effectively acts as a wave
follower.

The resulting nRMSE for each PTO quantity for the

TABLE II: nRMSE between the results for PTO cylinder
displacement, velocity and PTO force from the BNWT and
CNWT for the different EMCSs

nRMSE [·10−2] Moment-based Reactive Resistive

PTO cylinder displacement x 4.53 4.50 3.20
PTO cylinder velocity ẋ 3.79 3.76 2.47
PTO cylinder Force u(t) 4.33 4.3 2.47

different EMCSs are listed in Table II. Overall smallest
values of the nRMSE between the BNWT and CNWT results
can be observed for the case of a resistively controlled
device. For the PTO cylinder displacement, velocity and
force the nRMSEs are, respectively, 3.2 · 10−2, 2.47 · 10−2

and 2.47 · 10−2. For this control strategy, smallest errors are
indeed expected, since the device effectively acts as a wave
follower, reducing the influence of non-linear hydrodynamic
effects, such such as non-linear Froude-Krylov forces or
viscous drag effects.

For the cases with reactive and moment-based control, the
values for the nRMSE in all PTO quantities increase. For the
PTO cylinder displacement, the nRMSEs are, respectively,
4.50 · 10−2 and 4.53 · 10−2, for the reactive and moment-
based controller. For the PTO cylinder velocity, the nRMSEs
are 3.76 ·10−2 for the reactive controller and 3.76 ·10−2 for
the moment-based controller. For the PTO cylinder force,
the nRMSEs are 4.50 ·10−2 and 4.53 ·10−2, for the reactive
and moment-based controller, respectively. From the time
traces shown in Fig. 9, it can be seen that the differences
between the PTO quantities for the two different controllers
are negligible. This can be attributed to the fact that both
state (displacement) and input (PTO force) constraints are
inactive for this particular input wave, i.e. both controllers ef-
fectively reflect the unconstrained optimal energy-absorption
conditions. That said, it is expected that also the differences
between the BNWT and CNWT are similar.

Furthermore, the larger errors for the cases with react-
ive and moment-based control, compared to the case with
resistive control, underlining that more aggressive control
strategies lead to larger deviations between BNWT and
CNWT experiments. The larger deviations can be reasoned
with the increased WEC motion amplitude and PTO forces
(see Fig. 9), driving the system further away from the
assumptions in the linear hydrodynamic model, resulting in
a larger mismatch between BNWT and CNWT results.

VI. CONCLUSIONS

This paper studied the influence of two different numerical
frameworks, i.e. a linear BNWT and a CNWT, on the
evaluation of three different EMCSs. Discrepancies in the
performance, by means of PTO cylinder displacement, velo-
city and force, were observed when using different modelling
environments for the evaluation. A correlation between ag-
gressiveness of the EMCS and the deviations between linear
BNWT and CNWT can be seen. More aggressive control
strategies lead to increased device motion, driving the WEC
further away from the assumption of the linear hydrodynamic
model and thus show larger deviations between BNWT and
CNWT experiments. It can be concluded, that the choice
of the numerical modelling framework for both design and
evaluation of EMCSs has a significant influence on the
performance of the controller and should be chosen carefully.
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Fig. 9: Time traces of the PTO cylinder displacement x(t), velocity ẋ(t), and the PTO cylinder force u(t) from the BNWT
experiment
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