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A B S T R A C T

This paper presents a pioneering attempt to evaluate the impact of long-term seasonal wave energy trends on
hydrodynamic capture by wave energy converters (WECs) over the 20th century. The ERA20c reanalysis gen-
erated by the European Centre for Medium-Range Weather Forecasts is calibrated against the ERA-Interim re-
analysis via the quantile matching technique, and validated against buoy measurements across the Northeast
Atlantic Ocean. The study focus is the seasonal variation of wave resources over the 20th century, so the cali-
bration is performed using seasonally classified reanalysis and measured data. Results show that wave energy
flux increased to 3 and 2 kW/m per decade in winter and spring/autumn, respectively, and that the frequency of
off-limit events, defined as sea-states with significant wave height of over 5 m, has doubled over the 20th
century. The impact of such wave energy trends is analysed in this paper using an oscillating wave surge con-
verter, which shows steadily increasing power absorption over the 20th century. However, as a result of higher
decadal trends and the increase in off-limit events, the hydrodynamic efficiency of the WEC, referred to as the
capture width ratio, decreases up to 20%.

1. Introduction

Due to the necessity to reduce greenhouse emissions, the im-
portance of renewable energy sources, mainly wind and solar energy,
has significantly increased over recent decades. The untapped potential
of ocean waves, estimated to be about 32.000 TWh/year [1], is also
expected to significantly contribute to the future energy mix, where
renewable energy sources will surely play a crucial role.

There are several different wave energy converters (WECs) based on
different working principles [2], but none of these prototypes has yet
demonstrated commercial viability. As a matter of fact, very few cases
have contributed to the national electricity grids. The Mutriku Wave
Energy Plant, located in the Bay of Biscay, is one of the exceptions,
which uses the oscillating water column technology to absorb power
from ocean waves and deliver electricity to the national grid [3].

The main challenge for the development of successful WECs is re-
ducing the levelized cost of energy (LCOE), which should be reduced, at
least, by a factor of 2, according to Ref. [4]. In this respect, several

different aspects are essential, such as energy maximising control
strategies [5], power take-off (PTO) systems [6], survivability of WECs
[7], and construction, deployment and maintenance costs [8]. In ad-
dition, precise characterisation of the wave energy resource is crucial
for accurately designing WECs and minimising the LCOE.

Traditionally, the wave resource of a given location is characterised
utilising:

1. The wave energy flux and its inter-annual variability (analysing the
seasonal cycle),

2. The bi-dimensional probability density function, or scatter diagram,
given by the wave period and the wave height, and

3. The probability of occurrence of off-limit events, where the WEC
needs to activate its survival mode.

In general, wave data from previous one, two or three decades are
used for assessing the resource and power production capabilities of
WECs in a given location [9–15]. However, by only considering data
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from recent decade(s), historical variations and trends of the resource
are not taken into account, which in certain regions could constitute an
important issue due to the effects of climatic change or other synoptic
causes. This means that the resource characteristics employed in WEC
design, including all the different components (such as the PTO system,
mooring lines and transmission electricity cables), and the real ocean
conditions where the WEC actually absorbs energy, may be significantly
different.

In previous studies by the authors, a fourth aspect was demonstrated
to be important: historical wave energy trends. In this respect, as de-
monstrated in Refs. [16–18], developers should not only consider past
data to characterise the wave energy resource of a given location, but
should also understand the wave trends and predict the future wave
resource where the WEC will actually be deployed. The longer the
period of past data, the better the understanding of the resource, and
the more precisely can the future resource be predicted. However,
seasonal analysis, which includes these resource variations over the
20th century for each of the seasons (summer, autumn, winter and
spring), is yet to be completed. Thus, the main objective of this paper is
to extend the previous papers in Chile, Gulf of Biscay and Ireland by the
authors [17,18] in two ways. First, the study area is extended, in-
corporating areas such as Northern areas from the Bay of Biscay and
new buoys (Bilbao-Vizcaya, Britanny and M1). Additionally, the study
is extended by performing the analysis stratifying the data seasonally.
This is relevant, since previous studies [3,19] have shown that there
exist differences in the wave climate over the area at different seasons.

To make reliable estimations of the distribution of climate variables
in a given region, the World Meteorological Organization [20,21]
proposes using a minimum of 30 years of data. The present study in-
cludes data from the past 100 years, divided into five periods referred to
as do-decades in the following report. In fact, a do-decade is considered
the standard lifespan of WECs. Therefore, several periods or lifespans
are considered to evaluate the historical evolution of the wave energy
resource, identify trends, and compute the energetic differences be-
tween these lifespans. Shifts in wave height and wave period combi-
nations leading to these changes are also considered. The authors think
that the study of these five do-decades of the 20th century can offer a
good account of variation of the wave energy available in the Northeast
Atlantic Ocean.

Thus, this analysis does not only include the historical trends of the
average wave energy flow, but also the trends of the inter-annual
variability of this wave energy resource, focusing in particular on dif-
ferences between the mildest (summer) and most powerful (winter)
seasons. This is because the difference between these seasons limits the
profitability threshold of WECs [22]. Proper characterisation of the
existing sea-states and their frequency of occurrence is needed to cor-
rectly select a WEC that will maximize the overall electricity output in a
given location. This involves the use of the power matrices of realistic
WEC devices.

The remainder of the paper is organised as follows: Section 2 pre-
sents a comprehensive literature review of the different studies where
wave resource variations have been analysed. Section 3 describes the
data and the methodology used in the study. Section 4 introduces the
mathematical model used to assess the power production capabilities,
the WEC selected for the analysis, and the capture width ratio to
evaluate the hydrodynamic efficiency of the selected WEC. Section 5
presents the results and Section 6 offers discussion of the results. Sec-
tion 7 draws the final conclusions.

2. Literature review

Although the importance of the estimation of these energy trends is
clear for the future of the wave energy industry, previous studies in the
literature have been focused mainly on trends of the wave height. These
studies can use in situ measurements from buoys [23], wave observa-
tions from ships [13,24–27], satellite altimeters [28,29], and model and

reanalysis datasets [30–39]. However, these studies estimate decadal or
yearly trends without analysing the seasonal trends separately. As the
authors will show, the main seasonal contribution to the decadal po-
sitive trend of wave energy in the last century over the Northeast
Atlantic is made by data from winter and autumn, while summer data
show very small increments.

Regarding the data sources from models and reanalyses, although
the seasonal trends are not computed, one recent work that is similar to
the one presented here, is a global study on wave energy resources by
Zheng et al. [30,32]. Zheng used a swell index and, instead of the whole
20th century, analysed only 45 years via the reanalysis ERA40 (pre-
vious to ERA-Interim-WAM), which is used in the present study as the
basis for calibrating the ERA20c (see Section 3). In the global maps
presented in Refs. [30,32] on the trends in wave energy flux, wind
waves and swell are separated, and historical trends off the Portuguese
coast, North coast of the Iberian Peninsula, and west coast of France are
not presented, because the results are not ‘statistically significant’. In
any case, off the west coast of Ireland and south of Iceland, Zheng
identifies a significant hot spot with an increment of 9 kW/m/decade.

In a similar study in the North Atlantic, Bertin et al. [33] have also
used the ERA20c reanalysis for the estimation of the wave height linear
trend, and its correlation with the North Atlantic Oscillation. They have
found a positive trend between 2.5 cm/decade and 5 cm/decade in the
interior waters west of France and north of the Iberian peninsula, and
7.5 cm/decade in a zonal line towards the area west of Ireland.

Another important recent global study using satellite altimetry
covers a period of 23 years (1985–2008), and considered wave and
wind trends [29]. According to them, in the study area of this paper the
trends are generally neutral, with a weak positive trend between 0 and
0.25% per year west of Ireland, that is, up to 5 cm increase per decade
considering a typical 2 m mean wave height [29, Fig. 1]. On the other
hand, considering visual observations of waves from ships, Gulev et al.
[24–26] computed positive trends of 4–8 cm/decade over the study
area. In any case, the seasonality is not mentioned in these works and
wave height is the only parameter studied. The evolution of the energy
was not computed, because most previous studies have not examined
the trends of wave periods, which is vital for the analysis of the wave
energy resource.

There are some atmospheric teleconnection patterns that affect the

Fig. 1. The area of study and the three buoys.
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North Atlantic region. The most important pattern in the study area, the
North Atlantic Oscillation (NAO), consists of a North-South dipole in
the pressure field which, in its positive phases, produces increased
westerly winds and, therefore, increased wave power over the northern
regions of the Bay of Biscay [40–42]. However, other teleconnection
patterns over the area have also shown their relevance in the Atlantic
pressure field and Atlantic cyclone-tracks [43,44]. These variations
produce significant impact on precipitation and temperature [45], but
also on wave climate over the area.

In this way, Reguero et al. [31] study the monthly correlation of
wave energy using climate indexes: the NAO, the Scandinavian index
(SCA) and the East Atlantic Pattern (EA) present the strongest influence
on the Atlantic wave power. In fact, the influence of the NAO in the
northeast Atlantic has long been associated with swell variations ac-
cording to ship data [25]. In their decadal study (2003–2012), Neill
et al. [12] also show the relevance of the NAO pattern to understand the
temporal behaviour of the wave energy resource in Orkney (Scotland)
and the need to properly estimate this resource using longer periods.
This emphasizes the importance of our previous contributions, which
are analyses of the historical wave energy trends within the context of
energy production [16–18].

Other authors [13–15,46] also present recent seasonal studies on
wave energy in different locations in the world (Tartous, Spitsbergen,
Baltic Sea, and Indian seas during the southwest monsoon season), but
they do not implement a specific device as done in this case or the case
of [12,22,47] to estimate the practical energy production using specific
WECs or even arrays of WECs. However, their periods of analysis were
three or four decades at most, and the question about the trends is
therefore obviated.

In the studies where the performance of one or more WECs is
evaluated, the resource is, in general, considered static, that is, histor-
ical wave trends are neglected. Although only one decade is used [12],
estimates the seasonal wave energy production in Orkney using a spe-
cific device (practical production), as done in the present study. They
use the power matrix of the 750 kW Pelamis WEC to estimate and
compare the variability of practical energy production versus the the-
oretical resource during winter. Obviously, the variability of the prac-
tical resource is less than the variability of the theoretical resource,
because the Pelamis device shifts into survival mode during extreme sea
events. In Ref. [48], these considerations about the doubtful perfor-
mance of very energetic sites elicited the remarks: less energetic wave
sites should also be considered, since such environments offer the
benefit of a more consistent wave resource, partly offsetting the sig-
nificant inter-annual variability that characterises high energy wave
sites.

This comparison between practical production and theoretical re-
source will also be an essential idea in this study, although variability
analysis is not the main objective. Unfortunately, due to the lack of
electricity generation data, the capacity factor cannot be used in this
study, and a ratio between the theoretical power stored in ocean waves
and the hydrodynamic power absorbed by the WEC, is used instead.
This ratio is known as the capture width ratio (CWR) and is further
described in Section 4.2.

In Ref. [49], the CWR is calculated using the final electric power
yielded by a hypothetical WEC (instead of the mechanical power) and
this indicator is calculated for 20 locations near European islands. In
this study, authors give their results both for winter season alone, and
also for the average of the seasons. In other studies, such as that by Ref.
[50], the CWR for different devices and locations is calculated under
the assumption of a static image of the wave energy resource in the
selected location.

3. Data and methodology

3.1. Data

3.1.1. ERA-20C and ERA-Interim
Two reanalyses of the European Centre for Medium-Range Weather

Forecasts (ECMWF) are used with an intersection period of 32 years
(1979–2010):

• ERA20c (henceforth ERA20) [51]. This reanalysis is ECMWF’s first
atmospheric reanalysis spanning the whole 20th Century and it as-
similates observations of surface pressure and surface marine winds
from ISPDv3.2.6 and ICOADSv2.5.1 [52] by means of a 4D-Var
analysis with coupled atmospheric, land-surface and ocean-waves
models, as described in ECMWF’s IFS version Cy38r1 assimilation
system. The quality of ERA20 data is affected, particularly in regions
of sparse observational coverage [51], so it is better in the Northern
Hemisphere than in the Southern Hemisphere. However, ERA20 has
been used globally in the study of historical wave and coastal evo-
lution [53–55]. ERA20’s spatial resolution is approximately 125 km
and wave parameters can be obtained 3-hourly.

• ERA-Interim (henceforth ERAI) [56]. This is a global reanalysis from
1979 until now. The data assimilation method is 12-h 4D-Var and is
based on a fixed version of a numerical weather prediction (NWP)
system (IFS - Cy31r2). The fixed version ensures that no spurious
trends are caused by changes in the assimilation system. However,
changes in the observation system can create such trends [57,58],
whilst this problem has been reduced in the shorter time covered by
ERAI [59]. The wave model is based on the Wave Modelling Project
(WAM) approach [60], and, as a relevant contribution to the au-
thors' purpose (wave energy that is proportional to wave period),
the new version has reduced error in the wave period against buoy
data compared with previous ERA40 error [61]. The spatial re-
solution is approximately 75 km and wave parameters can be ob-
tained 6-hourly.

The observations assimilated by ERAI and ERA20 differ both in type
of observations (satellite radiances, for instance, are not assimilated by
ERA20) and also in the physical magnitudes that are being assimilated
(temperatures or vertical soundings are not assimilated in ERA20, but
they are assimilated in ERAI). Thus, there exist substantial biases be-
tween analysis fields from both reanalyses or ERA20 and in situ ob-
servations [62]. The fact that climate models show substantial biases in
fields (such as precipitation) that must be removed before the effective
use of precipitation fields in impact studies, has long been recognized.
See, for instance Ref. [63], and references therein. Studies applying
quantile-matching techniques to seasonal subsamples have also de-
monstrated robustness at that scale [64] for daily precipitation. As
explained below in Section 2.2, this is the technique selected in this
paper.

Therefore, in order to have the same time resolution in the data
series, 6-hourly data have been chosen for ERA20 in the calibration,
and also for the buoys in the validation procedure.

3.1.2. Buoy data
Fig. 1 presents the study area and the three buoys chosen from the

resources offered by the Spanish Port Authority [65] (Cabo Silleiros in
Galicia), the MetOffice UK [66] (Brittany) and the Irish Marine Institute
[67] (in Galway Bay). As can be seen in Fig. 1, these buoys have been
strategically selected to obtain extended representation of the Northeast
Atlantic shore. Thus, this area includes the Bay of Biscay, the Celtic Sea,
the Irish Sea, the Inner Seas and part of the English Channel.

Table 1 presents the buoy positions and the distance to the nearest
ERA20 grid point, from which validations considering the seasons have
been performed independently. In the last column the period of vali-
dation between the data in the reanalysis and those from the three
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buoys is shown.

3.2. Methodology

3.2.1. Wave energy flux
To obtain the WEF time series from the series of Significant Wave

Height (Hs) and Mean Wave Period (Tm) data of buoys and reanalyses, a
well-known equation has been applied with corrections for Peak Period
(Tp), as explained in authors’ previous work, by means of the Wave
Period Ratio [16]:

=WEF H T0.49 ;s m
2 (1)

3.2.2. Seasonally classified calibration
The calibration or bias correction method used in this seasonal

study is usually called ‘classified quantile-matching’. This general
method compares models and reanalyses to observations, or different
models at different spatial and temporal scales. It is well-known in
meteorology and climatology for its use to calibrate temperature, pre-
cipitation, wind speed or other parameters [68–72]. In the particular
case of quantile-matching, several other names for it can be found in the
literature, such as ‘probability mapping’ [73], ‘quantile-quantile map-
ping’ [74,75], ‘statistical downscaling’ [76] and ‘histogram equaliza-
tion’ [77].

The idea of classification is also used to achieve more sophisticated
calibrations. For example, in the case of temperature and precipitation
the events are classified according to their intensity (rainy days, storms
or heat waves would be extreme events), and it is typical to establish an
order of four or five classification intervals from low intensity events to
high intensity ones. In this way, instead of a unique transfer function for
the time series, the authors have one transfer function for each interval
of the classification. In the case of wind speed this classification can be
directional (i.e. four quadrants: NE, SE, SW and NW), to obtain a proper
transfer function for each direction interval (four functions), instead of
only one. This is called ‘wind rose bias correction’ [78].

In this paper, this classification is seasonal, so four transfer functions
are obtained for winter, spring, summer and autumn. In the previous
works [16–18], the authors did not use any kind of classification, and
consequently, it can be said that an improved quantile-matching cali-
bration is applied in this case. In any case, comparison of the quality of
these calibrations (with and without intrinsic classifications) is beyond
the scope of this work. However, the authors will show that the vali-
dations in the seasons of the calibrated data (cERA20) against the buoy
data are significantly improved with respect to the non-calibrated ori-
ginal data of ERA20.

In Ref. [71] this procedure is also developed for wind speed without
classification between the two reanalyses, ERA20 and ERAI. As far as
we know, it is the first work about the implications of long-period
trends on renewable energies (wind industry in this case). Fig. 2 illus-
trates the steps of the calibration procedure:

1. The same probability at the Cumulated Density Function (CFD)
vertical axis cuts the curves of ERA20 and ERAI at the same level;

2. For that probability, two values of the wave energy flux (horizontal
axis) are obtained, one for ERA20, and the other for ERAI;

3. So, a transfer is created from the ERA20’s non-calibrated value (ncv)
towards the ERAI’s calibrated value (cv), that is, the base of the

calibration;
4. This is established for all the distribution of probabilities generating

a transfer function;
5. If this transfer function is applied to all the values of ERA20 the

calibrated curve cERA20 can be represented;
6. Finally, the authors can verify if the calibrated new curve is nearer

the observation curve of the buoy.

In the same Fig. 2, there is a flow chart illustrating the time periods
of each reanalysis, the calibration process between ERA20 and ERAI to
obtain the calibrated cERA20 100-year data, and the validation of the
three datasets versus the buoys.

3.2.3. Validation against buoys
Seven statistical indexes are used for the validation of the calibra-

tion procedure against the three buoys during the seasons, that is, to
compare the non-calibrated data of ERA20 with the calibrated cERA20
data and the calibration base of ERAI:

1. The Pearson’s correlation of the wave energy flux WEF (see 4.2);
2. The bias of the WEF with respect to the buoys' counterpart. The

authors have seen that in this case, that bias is more significant than
the root mean square error or other absolute errors. This is because
it allows measurement of underestimation or overestimation, if they
occur.

3. The 95% percentile, the median, and the 5% percentile are used to
compare the adjustment of the quantiles and the values of the ex-
treme cases for the WEF.

4. Finally, the probability of occurrence of significant wave heights
above 5 and 7m is used ( >PrH m5s , >PrH m7s ). Although the WEF
numbers are too high, this reference is usually used for the adoption
of survival mode by the wave energy converter. So the authors have
introduced this upper limit for the validation, although it is not
computed in terms of the WEF.

3.2.4. Seasonal trend maps
After the validation, the seasonal WEF trend maps in kW/m per

decade in winter, spring, summer and autumn were drawn over the
study area, calibrating monthly data of ERA20 at each grid point
against the monthly data from the nearest ERAI grid point. As men-
tioned, a proper transfer function was obtained for each season for
classifying the time series in four categories. Before computing the
trends, historical monthly averages were subtracted from the series to
produce monthly anomalies. The trends are computed using the non-

Table 1
Buoys on the bay of biscay.

Buoy, abbreviation Position (lon,lat) Nearest gridpoint Validation Period

1. Brittany, BT (-8.47, 47.55) 51.9 km 1998–2010
2. Cabo Silleiro, CS (-9.43, 42.12) 65.5 km 1998–2010
3. Galway, M1 (-11.2, 53.1) 27 km 2003–2010

Fig. 2. Schema of the quantile-matching procedure and validation versus
buoys.
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parametric Theil-Sen [79,80] method, which fits a line through a series
of points using the median of the slopes of all lines through pairs of
points. The significance of the trend at each grid point was evaluated at
a 95% confidence level using bootstrap resampling with 1000 samples.

4. Wave-structure hydrodynamic interaction modelling

Wave-structure hydrodynamic interactions (WSHIs) of WECs can be
modelled via several different approaches, including linear and non-
linear representations of WSHIs, as described in Ref. [81]. Precise hy-
drodynamic models are essential to predict adequately the behaviour
and power absorption of WECs; however, the optimum modelling ap-
proach varies with the type of WEC. The impact of long-term seasonal
wave trends are presented in this paper for an oscillating wave surge
converter (OWSC), described in detail in Section 4.1. Following the
suggestions presented in Ref. [81], the WSHIs of OWSCs can be re-
presented with reasonable accuracy using a mathematical model based
on linear potential theory, and then adding viscous effects externally.

Hence, using the methodological background of [17] but introdu-
cing new relevant aspects, the power absorption capabilities of the
OWSC are analysed via a time-domain hydrodynamic model based on
Cummins’ equation [82], as follows.

∫+ = − − − +

+ +

∞M μ x t F t K x K t τ x τ dt F t

F t F t

( ) ¨ ( ) ( ) ( ) ˙ ( ) ( )

( ) ( ),

ex H
t

rad visc

PTO EndStop

0

(2)

where M is the device mass and ∞μ is the added-mass at infinite fre-
quency, and x t( ), x t˙ ( ) and x t¨ ( ) the displacement, velocity and accel-
eration of the device, respectively. F t( )ex is the excitation force, KH the
hydrostatic stiffness, Krad the radiation impulse response, Fvisc the vis-
cous force, FPTO the power take off (PTO) force, and FEndStop the force
that reproduces the end-stop effect of the PTO mechanism. The hy-
drodynamic coefficients ∞μ , Fex, KH and Krad are obtained from the
boundary element method code NEMOH [83].

Viscous effects are especially relevant for OWSCs and are modelled,
in the vast majority of cases, using Morison’s equation [84], with a

quadratic damping term known as the drag coefficient (CD). The value
of the drag coefficient for the OWSC device is determined to be =C 8D
based on different literature studies that use similar models for power
production assessment, e.g. Ref. [85].

= − −F t ρ C A x V x V( ) 1
2

( ˙ ) ˙visc D D 0 0 (3)

where ρ is the water density, AD the characteristic area of the WEC and
V0 the velocity of the undisturbed flow.

Finally, the PTO is modelled as a spring-damper system, neglecting
the dynamics and losses of the different components in the PTO system.
Although these dynamics and losses are shown to be vital to accurate
prediction of generated power [86,87], the present paper is focused
more on the impact of resource variation on the energy absorption
capabilities of WECs. Therefore, the dynamics and losses of the PTO
system can be neglected, by representing the PTO force as follows,

= − −F t K x B x( ) ˙PTO PTO PTO (4)

where BPTO and KPTO are the linear PTO damping and stiffness. The
damping term is the dissipative term that absorbs energy from ocean
waves, while the stiffness is required to increase absorbed power by
bringing the device closer to resonance. This linear PTO model is also
known as reactive control. Coefficients BPTO and KPTO have been opti-
mised for each sea-state to maximize the energy absorption. The opti-
mization is carried out via the exhaustive search algorithm, ensuring
that the optimal value is always the global maximum.

Although dynamics and losses of the PTO system are irrelevant for
absorbed power assessment, the constraints of the PTO system, such as
displacement or PTO force constraints, can significantly affect the
power absorption of WECs. Therefore, both displacement and PTO force
constraints, are implemented in the mathematical model, similarly to
that by Ref. [85].

4.1. Oscillating wave surge converter

The WEC selected to evaluate the impact of seasonal wave trends on
the power absorption of WECs is an OWSC inspired in the Oyster device

Fig. 3. The Oyster OWSC by Aquamarine Ltd. (a) and its power matrix (b).

Table 2
Validation at the three buoys in winter.

Winter Cabo Silleiro Britanny M1

ERAI ERA20 cERA20 Obs. ERAI ERA20 cERA20 Obs. ERAI ERA20 cERA20 Obs.

Correlation 0.94 0.93* 0.93* – 0.82 0.82* 0.82* – 0.94 0.93* 0.93* –
Bias (kW/m) −3.3 −15.6 −3.4 – 2.0 −18.0 2.4 – 1.4 −16.9 1.2 –
95% perc. (kW/m) 101.6 62.1 100.7 120.5 259.0 192.0 251.5 278.9 217.6 158.3 217.5 221.8
Median (kW/m) 16.5 8.7 16.3 15.2 53.7 40.3 54.0 46.0 32.3 21.9 32.3 31.6
5% perc. (kW/m) 3.4 1.7 3.5 2.4 10.9 8.7 11.7 7.2 5.6 3.8 5.6 4.5

>PrHs m5 (%) 1.26 0.35 1.31 2.06 4.37 3.07 4.40 3.07 7.18 4.97 7.23 6.15

>PrHs m7 (%) 0.08 0.00 0.08 0.44 0.86 0.50 0.83 0.60 0.78 0.33 0.78 1.53
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designed by Aquamarine Power Ltd. [88], as illustrated in Fig. 3 (a).
Here the authors present a schematic summary and further details,
including geometrical characteristics and other properties of the device
(drag and damping coefficients, etc), can be found in Ref. [17].

An estimation of the annual mean power production (AMPP) of the
OWSC in a given location can be calculated by combining the power
matrix of the device and the scatter diagram or probability density
function (PDF) of the selected location. Fig. 3(b) illustrates the power
matrix of the OWSC. The scatter diagrams for the different locations
presented in Table 1 are shown in Fig. 6 for the 1980–2000 do-decade.

4.2. Capture width ratio

An alternative to the AMPP measure for evaluating power absorp-
tion capabilities of a device is the capture width (CW), that is, the ratio
between the absorbed energy and the energy available in ocean waves:

=CW P
J
abs

(5)

where J is the mean WEF given in power per wave-front (kW/m). The
CW measure was first introduced in Ref. [89] and has a dimension
analogous to length or width. In fact, CW is interpreted as the wave-
front width completely absorbed by the WEC from the incoming wave.

A variation of the CW is the capture width ratio (CWR), which re-
flects the efficiency of the hydrodynamic absorption of a WEC. The
capture width ratio is defined as the ratio between CW and the char-
acteristic length of the WEC (B), and is given as

= × = ×CWR CW
B

P
JB

[%] 100 100.abs
(6)

Hence, CWR represents the fraction of wave energy that is absorbed
by a WEC from the energy available within the extension of the WEC.
Although it is considered hydrodynamic efficiency, it should be noted
that, due to the antenna effect, the CWR can be greater than 100% [4].

The characteristic length B, which is commonly used in the calcu-
lation of the CWR of a WEC is, in general, the width of the WEC, which
in the case of the present paper is the width of the OWSC: B=26m. A
classification of different devices based on their CWR is presented in
Ref. [50].

The objective of the present paper was to study the variation of the
CWR measure over the 20th century for summer and winter wave cli-
mates. To that end, the CWR is analysed under realistic conditions (i.e.
for irregular wave conditions) and for a WEC with displacement and
force constraints. Hence, the annual average capture width ratio
(CWRAMPP) is used, as suggested in Ref. [4]. It is given as

= ×CWR AMPP
JB

[%] 100.AMPP (7)

5. Results

5.1. Seasonal validation versus buoys

Results for the ERA20, ERAI and the calibrated ERA20 reanalyses
are shown in Tables 3 and 2, compared to the three measurement buoys
for the winter and summer seasons. Seven different statistical indexes
are used to compare the different results: Pearson’s correlation, bias, the
95% percentile, the median, the 5% percentile and the probability of
occurrence of waves with height above 5m and 7m ( >PrH m5s ,

>PrH m7s ). Results for spring and autumn are analogous, but are not
shown in Tables 3 and 2 This is because the focus of the paper is on the
upper and lower limits.

In summer and winter, correlation is not improved significantly by
the calibration method at a 95% confidence level (marked with an as-
terisk, ‘*’). However, there is important improvement of the bias after
the calibration in every case, an additional indication that ERA20 un-
derestimates the wave energy. The calibration process corrects sig-
nificantly this underestimation in cERA20, achieving values similar to
those in ERAI. The quantiles also show this underestimation of ERA20,
as does the following correction in cERA20, mainly for extreme cases
represented by the 95% percentile. This is an important factor for us,
because the computation of the capture width of the device can re-
produce important errors if intense events are not properly considered
across the implementation of the power matrix. Finally, and related to
off-limit events considering wave height instead of wave energy,

>PrH m7s also shows an improvement via the calibration, although this
is not as good as with the previous indicators. ERA20 again under-
estimates the probability of occurrence of waves above 7m, registering
no extreme ( ≥H m7s ) event at the grid point nearest to Cabo Silleiro,
both in winter and summer, while such events were identified after
calibration.

5.2. Wave energy trend maps

The results of the four trend maps show a clear and expected sea-
sonality. Winter shows the maximum positive trend (3 kW/m/decade)
off the west coast of Ireland, while summer shows small trends that are
almost negligible in the interior of the Bay of Biscay, the British
channel, and the Irish Sea.

If the authors plot the time series of WEF in the grid points nearest
to the three buoys, positive trends are evident at the three locations. As
expected for the wave trend maps, M1 in winter shows the most sig-
nificant increase, followed by the buoy at Brittany and, eventually, at
Cabo Silleiro. The upper and lower limits of the historical trends are
established by winter and summer seasons, with intermediate values
observed in spring and autumn. Apart from the historical trends, the
evolution of the resource in each season over the last century also
shows strong inter-annual variations that can oscillate between 40 and
100 kW/m in winter. The summer-winter slopes are 0.17–0.95 kW/m/
decade for Cabo Silleiro, 0.26–1.86 kW/m/decade for Brittany, and
0.44–2.45 kW/m/decade for Galway. These results are totally

Table 3
Validation at the three buoys in summer.

Summer Cabo Silleiro Britanny M1

ERAI ERA20 cERA20 Obs. ERAI ERA20 cERA20 Obs. ERAI ERA20 cERA20 Obs.

Correlation 0.90 0.87* 0.87* – 0.75 0.76* 0.76* – 0.92 0.91* 0.91* –
Bias (kW/m) 0.0 −5.6 −0.4 – −0.5 −5.5 −1.4 – −1.8 −8.7 −1.3 –
95% perc. (kW/m) 34.0 18.4 31.9 36.6 50.6 36.1 48.4 59.3 77.2 53.6 77.6 87.6
Median (kW/m) 7.7 3.8 7.6 6.9 10.3 7.5 10.0 9.9 15.0 9.8 14.8 12.5
5% perc. (kW/m) 2.4 1.2 2.5 1.5 3.1 2.2 3.1 2.1 4.2 2.6 4.0 2.3

>PrHs m5 (%) 0.02 0.00 0.02 0.08 0.16 0.09 0.14 0.09 0.29 0.13 0.28 0.44

>PrHs m7 (%) 0.00 0.00 0.00 0.00 0.04 0.02 0.04 0.00 0.01 0.00 0.01 0.03
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consistent with the seasonal maps previously depicted in Fig. 4.

5.3. Historical evolution of off-limit events

Variations of the average resource over the 20th century are re-
ported in Ref. [17], where wave trends show a significant increase of
off-limit events. Assuming that OWSCs shift to survival mode in off-
limit events, the increase in frequency of off-limit events is demon-
strated to affect considerably the power absorption of WECs: up to 60%
less energy from ocean waves in the case of an OWSC [17]. Thus, the
operational space of the OWSC is also limited in the present study.

Accurately defining the operational space of a WEC is a very challen-
ging task, where different aspects, such as the design of the PTO system
and the mooring lines, can play an important role. Because these as-
pects are neglected in the present paper, the operational space is limited
to the two aforementioned limits: Hs

MAX =5m and Hs
MAX =7m.

Table 4 shows the frequency of our two kinds of off-limit events as
percentages over the five do-decades of the 20th century. Only the non-
zero (significant) values of off-limit events are shown in Table 4, ne-
glecting the locations and seasons where the frequency is zero. The
most significant increase is observed in Galway and Brittany in the
winter season for >PrH m5s , where off-limit events doubled over the

Fig. 4. Seasonal trends of WEF (kW/m/dec) during the last century in the four seasons.
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century. These results are consistent with the validation results against
buoy measurements in the periods of Table 1.

5.4. Hydrodynamic performance of the OWSC

The annual (non-seasonal) hydrodynamic performance of the OWSC
is analysed first for the three locations presented in Table 5. For these,
scatter diagrams are illustrated in Fig. 6 covering the last do-decade of
the 20th century, for analysing the AMPP and the CWR of the device.
Table 5 presents the wave power flux, AMPP, CW and CWR in each
location for the last do-decade of the 20th century. Only this do-decade
is used to compare these results with the results previously published in
the literature.

The AMPP results presented in Table 5 vary significantly with the
WEF of the location, where absorbed mean power varies from 200 to
800 kW. Similar results are presented in Ref. [85] for an OWSC of
comparable dimensions and locations with analogous WEF. In addition,
the CWR measures shown in Table 5 lie within a relatively narrow
range (48–53%). Likewise, in the CWR results presented in Ref. [50],
bottom fixed OWSCs of similar dimensions show CWR measures of
49–72%, depending on the wave power resource. Therefore, pre-
liminary results of the OWSC are demonstrated to be consistent with
other results in the literature.

Hence, AMPP and CWR measures are evaluated over the whole 20th
century at the three locations described in Table 1, considering the
resource in winter and summer to study variations of the hydrodynamic
performance of the OWSC. Fig. 7 (a), (b) and (c) show these results for
Cabo Silleiro, Brittany and Galway, respectively.

For all the different locations, the average power production in
winter is significantly higher (over 100% higher) than in summer. This
is to be expected due to the remarkably higher frequency of higher-
energy sea-states in winter. However, when evaluating the hydro-
dynamic efficiency of the OWSC by means of the CWR, efficiency is
considerably higher in summer, with CWR measures of up to 95%. It
should be noted that CWR measures are calculated via Equation (6),
using the wave power resource specifically calculated for the season
under analysis.

Finally, the frequency of off-limit events increases over the course of
the 20th century, particularly in winter, as shown in Fig. 5. This results
in slightly higher AMPP estimations, but poorer hydrodynamic effi-
ciencies of the WEC at all the locations, as shown in Fig. 7.

Table 4
Occurrence values in percentage for the sea-states beyond the threshold =H m5s

MAX and =H m7s
MAX .

Cabo Silleiro, CS 1900–1920 1920–1940 1940–1960 1960–1980 1980–2000

>PrHs m Winter5 , 0.16 0.32 0.16 0.48 0.40
Brittany, BT 1900–1920 1920–1940 1940–1960 1960–1980 1980–2000

>PrHs m Winter5 , 1.92 1.12 1.76 2.60 3.52

>PrHs m Winter7 , 0.00 0.12 0.04 0.16 0.36
Galway, M1 1900–1920 1920–1940 1940–1960 1960–1980 1980–2000

>PrHs m Summer5 , 0.00 0.00 0.08 0.16 0.15

>PrHs m Winter5 , 3.56 2.44 2.40 3.56 6.92

>PrHs m Winter7 , 0.16 0.12 0.12 0.40 0.64

Table 5
Hydrodynamic performance of the OWSC measured via the AMPP and the CWR
at the three locations described in Table 1, considering =B m26 .

Locations WEF [kW/m] AMPP [kW] CW [m] CWR [%]

1. Cabo Silleiro, CS 16 207 12 47
2. Brittany, BT 26 348 14 53
3. Galway, M1 65 823 13 48

Fig. 5. Yearly evolution of WEF (kW/m) during the last century at the three
grid points nearest the buoys.
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6. Discussion

This paper shows that study of the consistency of the wave energy
resource should be performed from a long-term perspective, including
the influence of wave energy trends. To the best of the authors
knowledge, this is an innovative perspective within studies of con-
sistency published in the literature, which have commonly been focused
on short or medium term analyses [4,90,91].

In comparison with the authors’ previous works on wave energy
trends [16–18], the study area in the Atlantic Ocean has been sig-
nificantly extended, from Ireland to the Gulf of Biscay. Therefore, the
validation has been developed against three buoys in this wider area
(Bilbao-Vizcaya in the Basque coast, Britanny in the French coast, and
M1 in the Irish coast). Furthermore, a new calibration technique is used
to obtain the historical wave energy flux series (with periods and
heights), creating one transfer function for each season via quantile-
matching. Therefore, this seasonal calibration is the main novelty, and
the consequent computation of wave energy trends for winter, spring,
summer and autumn during the last century, together with the sea-
sonally classified validation against the buoy data. To the best of our
knowledge, this is the first time trends are seasonally classified and
verified. Finally, the influence of these trends is studied not only ac-
cording to wave energy production of the selected device, but also ac-
cording to its capacity width. This is a novelty, since it has been studied
for short periods until now, and the authors show that the variations of
CW during the decades of the last century are significant, mainly for the
trends found for winter.

Thus, as mentioned before, a calibration technique that categorises
time series within the four seasons, to obtain a proper transfer function
for each season, is used in this paper. A strong positive trend is iden-
tified in winter (almost 3 kW/m/decade west of Ireland), while the
wave trend is slightly weaker in spring/autumn (around 2 kW/m/
decade in the strongest case) and negligible in summer. This is con-
sistent with the wave height trends mentioned in previous studies
[29,33]: if an average wave period of 10 s (see the most frequent sea-
states in the scatter plots shown in Fig. 6) is considered and using the
WEF results shown in this paper, Equation (1) gives a value of 10 cm/
decade for the strongest wave trend off the west coast of Ireland and
south of Iceland. This extreme value of 10 cm/decade is also consistent
with Gulev’s measurements [24–26], where a positive trend of 4–8 cm/
decade was observed in the area of study used in this paper.

Apart from the annual positive wave energy trends shown in the
three locations, the difference between the summer and winter re-
sources is shown to increase significantly over the 20th century in the
Northeast Atlantic ocean. Therefore, the variability of the resource in-
creases substantially. Additionally, the frequency of off-limit events has
also increased substantially, doubling the number of off-limit events in
winter in Galway and Brittany. This increase of off-limit events partly
explains the results shown in Fig. 7, which presents a representative
behaviour at each location. To obtain an integral explanation of the
results shown in Fig. 7, a linear regression was applied to the AMPP
values shown in Table 4, with the aim to identify the approximate trend
of the AMPP evolution and compare it to the wave resource’s trend at
different locations.

1. In Brittany, the increase of AMPP over the 20th century is con-
siderable, increasing 6.3 and 4.5 kW/decade in winter and summer,
respectively. In addition, the occurrence of off-limit events increases
substantially, almost doubling over the whole century and in-
creasing over 25% in the last do-decade. On the contrary, the CWR
in Brittany decrease over the 20th century, with a particularly
strong reduction in winter (over 20% during the whole century and
almost 10% in the last do-decade) According to CWR, Brittany is the
location with the highest value, summer the season with the highest
performance and 1900–1920 the highest do-decade. The device
performance was almost 100%. For summer, the increments of the

Fig. 6. Average annual scatter plots of hydrodynamic performance in the last
do-decade.
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WEF (taking into account the width of the OWSC (B = 26 m), using
an estimative computation to study the qualitative relationships) are
nine times stronger than the increment of AMMP (1.86*26 = 48.3
versus 4.5 kW/decade, approximately nine times higher), and

therefore, CWR diminishes throughout the century.
2. Cabo Silleiro shows the weakest positive trends of AMPP in winter

(3.4 kW/decade) and summer (0.8 kW/decade). The occurrence of
off-limit events is also negligible, which is the reason why Table 4

Fig. 7. Historical evolution of the device’s AMPP and CW for summer and winter at the three locations.
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shows no results for Cabo Silleiro. Although the CWR in summer is
lower than in Brittany, the reduction of the CWR is similar to the
reduction shown for Brittany (about 20%). Therefore, in relative
terms, it constitutes a stronger loss of performance. This is because
the resource trend for the device of 26m width is also

≈0.26*26/0.8 9 times higher.
3. The strongest increments of AMMP appear in Galway, with a sig-

nificant increase in both winter (8.1 kW/decade)and summer (3.5
kW/decade). Similarly, the occurrence of off-limit events increase
significantly in Galway, which results in substantial differences for
the AMPP and CWR in winter, between the cases =H m5s

MAX and
=H m7s

MAX . Galway is the location with the highest inter-annual
(up to 130% difference between the AMPP in winter and summer),
and the highest long-term variation (about 25% increase of the
AMPP). In contrast, the reduction of the CWR is the lowest among
the three locations analysed in this paper (about 10% reduction over
the 20th)century. This is because for summer, the resource slope for
B=26m is only 3 times higher: ≈0.44*26/3.5 3. Although CWR
offers only a partial view of the device performance, this long-term
consistency of CWR should be noted. This is because Ireland is often
considered an inconsistent location for wave energy production due
to its high inter-seasonal variability of parameters such as WEF and
AMMP [90].

Overall, the wave energy resource in winter is shown to be re-
markably higher than in summer. Accordingly, the power absorption
corresponding to the winter resource is significantly higher. However,
the hydrodynamic efficiency is higher in summer, meaning that a large
part of the resource is wasted in winter because WECs must often shift
to survival mode (and stop generating power) to protect from critical
structural damage. It must be taken into account that the power matrix
shown in Fig. 3(b) illustrates the theoretical power absorption cap-
ability of the device for all the different sea-states, including those
beyond the survival mode limit (set as Hs =5m). However, once the
survivability mode limit is incorporated to the power matrix, theore-
tical absorbed power values beyond that limit default to 0.

Resource variability is identified as an important cost driver for
WECs, because a more consistent wave climate allows for the design of
a WEC that can operate close to its optimal operating conditions and
maximize the efficiency of the system. Results shown in this paper,
where significant differences in WEC hydrodynamic performance are
found between summer and winter seasons (based on the measure of
CWR), highlight the problem of designing a WEC that can efficiently
absorb the energy stored in ocean waves over the whole year.
Therefore, it is demonstrated that, using average wave power resource
or other short-term referential values based only on past measurements,
to design WECs can be misleading, if annual and even seasonal wave
energy trends are ignored, and can result in inefficient WEC designs. In
addition, the impact of long-term seasonal wave trends shown in this
paper suggest that the selection of ideal locations to install WECs or
WEC farms, should not be made based on average wave power mea-
sures alone.

This is a study about the past history of wave energy (focusing on
the last century), and long-term forecasting is not included, although
the general positive trends found after the calibration are coherent with
future scenarios of coastal dynamics due to climate change that predicts
an increase of both the number and severity of extreme events for wind
and waves [37,92].

Regarding WECs, the most extensive estimation of WEC perfor-
mance so far (only simulations, not on actual devices), indicates that
the same technology –for example OWC devices– tends to perform
better the more energetic the ocean conditions are. In Ref. [49], authors
compare, season by season, the power performance in Iceland and
Canary Islands for the same technology and a (simulated) OWC device
is almost twice as efficient in Iceland where the WEF is significantly
higher in all seasons.

For the Oyster device, according to its designers [93], captured
power can be maximized by obstructing the wave with the flap, moving
the hinge point close to the seabed, moving the device into shallower
water to avoid wave breaking losses and, the most important for this
study, optimizing the device’s capture width. The authors have de-
monstrated that this optimization of the capture width should consider
annual, and also seasonal, wave energy trends if a lifetime of decades is
expected for the device. Average wave power and variability measured
over a few decades is not enough to take into account these trends and
the consequent optimization.

In summary, the way a WEC is designed should follow decisive
economic aspects, since extracting energy from more powerful sea-
states requires a more resistant device structure and a larger power
take-off system, among other characteristics such as mooring lines.
However, in this paper, the limitation of the survival mode has been set
according to other published literature, without studying its appro-
priateness for summer or winter resources. The objective of this paper is
to highlight the importance of considering this limit when analysing the
power assessment of a device especially when the resource, and parti-
cularly the magnitude and frequency of extreme events, are demon-
strated to increase considerably over the decades. An adequate de-
termination of such a limit requires a more in-depth study, where
economical aspects must also be considered.

7. Conclusions

The importance of the consistency of the wave energy resource is
emphasized in this paper, but from a totally new perspective: the in-
fluence of long-term seasonal wave energy trends during the 20th
century. Results show a significant reduction of the CWR, in the context
of positive wave energy trends, which can have substantial con-
sequences when designing a wave energy converter. The steadily in-
creasing differences between the resource for the mildest and strongest
seasons, summer and winter, respectively, suggest that the variability of
the Northeast Atlantic Ocean increases. In addition, it has been de-
monstrated that increase of the wave energy resource corresponds, in
large part, to increase of off-limit events.

Although the authors have shown the consequences for only a
specific device, results are expected to be similar for different type of
devices. This is because the main physical reason for the reduction of
CWR and consequent performance, is the important positive trend of
wave energy during recent decades.

In any case, future work should focus on the analysis of other types
of wave energy converters and locations. An example of a new location
where a similar analysis could be interesting is Chile (or other Southeast
Pacific location), where the wave energy resource has been demon-
strated to be more consistent [90].
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