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SUMMARY

Motivated by delay-sensitive information transmission applications, we solve an optimal power allocation
problem with a K-block delay constraint on data transmission using a cooperative relay network assuming
a block fading channel model. Channel information is fed back to the transmitter only in a causal fashion,
so that the optimal power allocation strategy is only based on the current and past channel gains. We
consider the two simplest schemes for information transmission using a three node (a source, a relay and a
destination) relay network, namely the amplify and forward (AF) and decode and forward (DF) protocols.
We use a dynamic programming (DP) based methodology to solve a (K-block delay constrained) general
expected cost optimisation problem with a short term (over K blocks) sum power (total transmission power
of the source and the relay) constraint. By specialising the cost function appropriately, we solve the delay
constrained outage minimisation problem in this paper. We also propose a simple but sub-optimal power
allocation scheme based on a high signal to noise ratio (SNR) approximation, which is computationally much
less demanding than the DP-based optimal method. Extensive numerical results are presented for Rayleigh
and Rician fading channels, including results demonstrating the performance gain obtained by optimally
allocating the (sum of source and relay) power to the different blocks as opposed to equally distributing the
total power across all blocks. The accuracy of the high SNR approximation based power allocation scheme
is also illustrated. Copyright © 2009 John Wiley & Sons, Ltd.

1. INTRODUCTION

Relay networks were first proposed in Reference [2], and
capacity bounds for such networks were extensively stud-
ied by Cover et al. [3] in the 1970s. Fostered by the
increasing importance of ad hoc and wireless sensor net-
works, of late a great amount of exciting research has
gone into relay networks. Data transmission with relay(s)
not only raises the achievable rate of information trans-
mission but also provides alternative routes when direct
transmission is resource-consuming or totally infeasible.
For wireless networks, the outage performance, defined
as the probability of the instantaneous mutual informa-
tion falling below a basic rate threshold, has been shown
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to improve dramatically due to the diversity gain offered
by relay networks. This type of diversity has been named
as cooperative diversity [4], which, as the term implies, is
provided by the cooperation among various communication
units. The authors of Reference [4] suggested (amongst oth-
ers) two simple relay schemes: amplify and forward (AF)
and decode and forward (DF). Various other protocols such
as compress-and-forward, estimate-and-forward etc. have
been suggested in the literature as well. For a survey of these
and other possible relaying protocols and their capacity
results, see Reference [5]. There has been a significant num-
ber of studies on optimal power allocation in wireless relay
networks over fading channels. Optimal power allocation
for information theoretic achievable rate maximisation has
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been studied in detail in Reference [6] (see also references
therein), whereas Reference [7] has studied the problem of
optimal power allocation for outage probability minimisa-
tion in relay networks. There have been parallel studies on
optimal power allocation for signal-to-noise ratio maximi-
sation for single and multiple relay networks in Reference
[8] amongst many others.

While optimal power allocation can maximise achievable
rates or minimise outage probabilities specially with chan-
nel state information (CSI) at the transmitter (and receiver),
it is also critical to consider other important quality-of-
service (QoS) criteria such as delay in designing a reliable
wireless system, specially for voice/video communication
as well as delay sensitive data communication applications
in wireless ad hoc/sensor networks. In these applications,
using lengthy codewords to capture the ergodicity of the fad-
ing channel and achieve the maximum expected throughput
is not a useful approach. This has led researchers to con-
sider various different notions of capacity of fading channels
other than ergodic capacity—such as outage capacity and
delay-limited capacity etc. A comprehensive survey on var-
ious capacity notions for fading channels can be found in
Reference [9]. Delay constrained capacity optimisation for
wireless channels has also been a fruitful area of research.
Following the seminal work of Reference [10] where the
average queuing delay was minimised by optimal power
and rate control for data transmission over wireless fad-
ing channels, there have been further advances on optimal
power and rate control for minimal average delay in Refer-
ence [11]. Similarly, optimal power allocation for capacity
maximisation with coding delay using causal channel infor-
mation was investigated using dynamic programming (DP)
techniques in Reference [12], and throughput maximisation
with both coding and queuing delay constraints has been
studied in Reference [13]. More recently, a stochastic power
allocation method for expected capacity maximisation with
a finite coding delay constraint has been investigated in
Reference [14]. See also references within these papers.

While there is a rich literature on optimal power control
and scheduling with delay or deadline constraints for
traditional wireless networks, the same cannot be said for
cooperative wireless networks. Delay constraints have been
considered as embedded in the concept of ‘effective capac-
ity’ for cooperative networks and optimal power allocation
for such problems has been derived in Reference [15]. Some
preliminary investigations into cooperative transmission
with queuing delay constraints have been made in Refer-
ence [16]. However, there has been no in-depth study on
power allocation for cooperative transmission with coding
delay constraints where data transmission takes place over

a finite number of blocks. This is indeed the focus of our
current paper. Similar to Reference [12], we also impose the
practical constraint that only causal channel information is
available to the transmitting nodes. In a companion paper
[1], we have studied optimal power allocation for delay
constrained expected achievable sum rate maximisation
for a three node relay network with causal channel
information using DP-based methods. Motivated by the
high computational demands of the DP-based methods, in
Reference [1], we have also derived computationally
simple but sub-optimal power allocation laws using high
and low signal to noise ratio (SNR) approximations. In the
current paper, we focus our attention to the corresponding
outage minimisation problem. This is motivated by the
fact that for delay limited applications, where the sum of
instantaneous mutual information over K fading blocks
can be treated as a random variable, outage probability (or
the related notion of outage capacity or capacity versus
outage) becomes an important metric, as opposed to the
expected achievable rate. Note that the outage probability
here is defined as the probability that the achievable sum
rate over the number of coding blocks falls below a basic
required rate. In particular, the main contribution of this
paper is to address an optimal power allocation algorithm
to minimise the outage probability for a three node relay
network with a pre-specified delay constraint (i.e. number
of coding blocks) and a short-term (also known as peak)
constraint on the total power (sum of source and relay
power) over all blocks where only causal CSI is available.

In summary, the main novel contributions of the paper
are as following:

� We provide explicit expressions for the outage minimis-
ing optimal power allocation results for the special case
of a single fading block (K = 1) for both AF and DF
protocols with peak power constraints. In particular, we
provide explicit expressions for the optimal power allo-
cation law in the AF case using the exact (non-concave)
expression for the mutual information rather than using
the moderate-to-high-SNR approximation which is often
used to make the optimisation problem convex. To the
best of our knowledge, this complete characterisation of
the outage minimising power allocation law has not been
appeared before in the literature.

� In the multi-block case (K > 1), the optimal outage min-
imising power allocation law needs to be derived by
using DP-based techniques. Note that DP is an important
optimisation tool that has been used by many authors
including those of Reference [12], where a delay con-
strained capacity optimisation problem was studied for
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the direct transmission case. The novelty of our contri-
bution does not lie in the mere use of DP-based methods
(in the same sense that the mere use of a convex opti-
misation tool for solving convex optimisation problems
does not constitute anything novel), but the readers are
reminded that the results obtained by employing the DP
methods serve an important purpose. In particular, they
provide a benchmark for the outage performances of
the AF and DF schemes under delay and causality con-
straints, which are then compared with the performance
of the standard direct transmission scheme under simi-
lar constraints. We illustrate via simulation results that
cooperative transmission offers significant advantages
over the direct transmission even with finite coding delay.
The relative performances of the AF and DF schemes
are also illustrated for varying available power levels
and number of coding blocks. Furthermore, the compu-
tational complexity of implementing the DP algorithm
in discrete time is particularly high due to the increased
dimensionality of the channel space in the cooperative
case. This fact also highlights the difficulty we faced in
obtaining these DP-based simulation results, which itself
posed a non-trivial challenge.

� We also illustrate the benefits from using the optimal
power allocation technique using DP methodologies in
comparison with a sub-optimal technique that uses equal
(sum of source and relay) power for all blocks. It is seen
that in the low power regime, these benefits are really
substantial whereas in the high power regime, they are
not so substantial. The effect of moving the relay from
close to the source to close to the destination is also
illustrated.

� Motivated by the high computational demands of the
discrete time DP- based schemes (incurred due to dis-
cretisation of continuous variables in implementation
of the DP algorithm), we provide simple but novel
sub-optimal power allocation schemes for outage min-
imisation in the high SNR regime, which are seen to be
reasonably accurate (as compared against the benchmark
provided by the DP-based performance) via simulation
studies.

The rest of the paper is organised as follows. Section 2
describes the general background and the network model
and underlying assumptions used through the paper. In
Section 3, we study a case where there is only one block
available for the transmission and present a summary of the
relevant results of optimal power allocation for the single
block case, some of which exist in various forms in the liter-
ature. DP-based algorithms are then introduced to solve the

Figure 1. A relay network with random fading channels.

multiple-block outage minimisation problem in Section 4.
We propose a high SNR approximation based simple sub-
optimal power allocation method for outage minimisation
in Section 5. Extensive numerical results are provided in
Section 6 to illustrate the performance of these various
algorithms, followed by concluding remarks in Section 7.

2. PROBLEM FORMULATION

We consider a three node cooperative relay network where
the source sends data to the destination with the help of a
relay node, as shown in Figure 1, and the relay does not pro-
duce its own data. It is assumed that the channel gains for all
the three links—Source–Destination (S–D), Source–Relay
(S–R), and, Relay–Destination (R–D)—follow a typical
block fading model. In this model, time is divided into
blocks where each block spans a codeword of a large number
of transmitted symbols. Within each such block, the chan-
nels are constant but they change from one block to another
in an independent and identically distributed fashion. We
assume that the links are statistically mutually independent
but not necessarily identically distributed.

In this paper, we consider the (coding) delay constrained
case where data transmission takes place over a finite num-
ber (K) of such fading blocks. It is assumed that the delay
constraint K is known a priori, depending on the specific
nature of the application scenario. We consider the three
simple transmission schemes: direct transmission (DT), AF
and DF. In the DT scheme, obviously the source transmits
only directly to the destination, while in the AF and DF
schemes, the source also uses the relay for data transmis-
sion. We assume a half-duplex time division transmission
scheme where every transmission block (or fading block)
is divided into two halves. During the first half, the source
transmits to the relay and the destination. During the sec-
ond half, the relay transmits to the destination and the source
does not transmit. As assumed in Reference [4], in the AF
scheme, the relay only amplifies and forwards its received
data to the destination. In the DF scheme, the relay first
decodes and then forwards the decoded data to the desti-
nation. We also assume that there is no queue at the relay
node.

Copyright © 2009 John Wiley & Sons, Ltd. Eur. Trans. Telecomms. 2010; 21:251–265
DOI: 10.1002/ett



254 J. C. F. LI AND S. DEY

We use γk
1 , γk

2 and γk
3 to denote the channel states of the

S–D, S–R and R–D links respectively, during the kth block
of data transmission. We use the notations γk = (γk

1 , γk
2 , γk

3 )
and γ (k) = {γ1, γ2, . . . , γk}. Clearly, γ (k) represents the
causal channel state vector including all the CSI until block
k (inclusive). It is assumed that the destination node has
exact knowledge of γ (k) and feeds this information back to
the source and the relay nodes through error free feedback
channels with negligible delay. Since the source and relay
transmission powers in the kth block are allocated based on
this causal CSI, we denote them by Pk

s (γ (k)) and Pk
r (γ (k)),

respectively.
The objective of this paper is to minimise the expecta-

tion of a cost function µ(x) under a short term sum power
(sum of source and relay) constraint over K blocks, where x
denotes the sum of the achievable rates over these K blocks.
Therefore, if the cost function is chosen to be µ(x) = −x,
then the optimisation problem boils down to an expected
sum (over K blocks) achievable rate maximisation problem
under a short term power constraint. On the other hand, if
µ(x) is chosen to be an indicator function which takes value
1 if x falls below a predetermined threshold, the optimisa-
tion problem is transformed into an outage minimisation
problem. To be precise, this general delay constrained cost
minimisation problem with causal feedback is given as

min Eγ

[
µ

(
K∑

k=1

C∗
(
Pk

s

(
γ (k)

)
, Pk

r

(
γ (k)

)
, γk

))]

s.t. Pk
s

(
γ (k)

)
, Pk

r

(
γ (k)

)
� 0, ∀k,

K∑
k=1

(
Pk

s

(
γ (k)

)
+ Pk

r

(
γ (k)

))
� KP0 (1)

where P0 can be thought of as an average power constraint
per block, and the function C∗(Ps, Pr, γ) denotes either the
instantaneous mutual information (for the DT case) or the
achievable rate (for the AF or the DF case), which are given
below:

CDT = log(1 + γ1ps)

CAF = 1

2
log

(
1 + 2γ1ps + 4γ2psγ3pr

1 + 2γ2ps + 2γ3pr

)
(2)

CDF = 1

2
min{log(1 + 2γ2ps), log(1 + 2γ1ps + 2γ3pr)}

Note that these various mutual information/achievable
rate expressions for the DT, AF and DF cases presented

above Equation (2) assume that the relay is operating in the
half-duplex mode and in the case of direct transmission,
the source transmits during both halves of the transmission
slot, as also assumed in Reference [4]. Here Eγ denotes the
expectation operator with respect to the joint probability
density function of the random variables {γ1, γ2, . . . , γK}.
In Reference [1], we studied the delay constrained expected
sum (over K blocks) achievable rate maximisation problem.
Therefore, in what follows, we focus on the delay con-
strained information outage minimisation problem under
a short term sum power constraint, where the above prob-
lem formulation (1) is specialised to the choice of the cost
function µ(x) = 1x<KR0 , where 1A is the indicator function
taking value 1 if the event A is true, otherwise taking the
value 0. Here R0 can be thought of as the average (per block)
basic rate requirement, which the relay network tries to meet
in order to support data transmission in a delay constrained
situation. A table containing a list of the major notations
used in this paper has been provided on page 14 for the
convenience of readers.

Remark 1. Note that although we focus on a peak power
constraint (summed over the K blocks), one can easily
extend the techniques of this paper to the case expected
(or average) power constraints, where the peak power con-
straint in (refequ:CostMinFormulation) is replaced by an
expected (over the channel fading process) sum power con-
straint. Note also that even with the expected sum power
constraint, the number of codewords K remains finite, as
opposed to the case where K → ∞ and standard outage
capacity with long term average power constraints based
results can be applied. As a result, the computational com-
plexity of the DP-based methods increases prohibitively
(more so than the case of direct transmission studied in
Reference [12] due to the increased dimensionality of the
channel space) and it is for this reason that we do not
study the expected sum power constraints in this paper. We
believe that these constraints warrant the use of approxi-
mate reduced-complexity DP techniques [17] and will be
investigated in future work.

Remark 2. We do not also consider optimising over the
time durations of the two half slots in the half-duplex relay
protocols. We simply assume that they are equal.

3. SINGLE-BLOCK TRANSMISSION

Before we attempt to solve the above outage minimisation
problem mentioned above, it is instructive to look at a simple
case when there is only one block available for transmission,
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that is, K = 1. Furthermore, the optimum power alloca-
tion results for the single-block case will be also useful in
the later sections. Considering the specific choice of the
cost function µ(x) = 1x<KR0 as described in the previous
section, the problem (for K = 1) translates to the follow-
ing typical outage probability minimisation problem with a
short term power constraint:

min
Ps,Pr

P(C∗(Ps(γ), Pr(γ), γ) < R0)

s.t. Ps(γ) + Pr(γ) � P0

Ps(γ), Pr(γ) � 0 (3)

where due to the fact that K = 1 and the fading variables are
i.i.d, the dependence of the variables on k has been removed,
and C∗(Ps(γ), Pr(γ), γ) can denote any of the instantaneous
mutual information/achievable rates for the DT, AF or DF
schemes as stated in Equation (2).

It is obvious that the optimal direct transmission policy
is to use the full power P0 in the single block, and the cor-
responding outage probability is Fγ1 ( eR0 −1

P0
) where Fγ1 is

the cumulative distribution function of γ1.
For the AF and DF schemes, the basic idea behind solving

the outage minimisation problem is discussed in References
[7, 18] and is based on the outage minimisation for block
fading channels as presented in Reference [19]. Adapting
Proposition 3 of Reference [19], the outage minimising
power allocation with a short term power constraint for the
cooperative case is given by

{P∗
s (γ), P∗

r (γ)} =
{

{Psh
s (γ), Psh

r (γ)} γ /∈ U(R0, P0)

{gs(γ), gr(γ)} γ ∈ U(R0, P0)

(4)

where gs(γ) and gr(γ) are arbitrary functions such that
gs(γ) + gr(γ) � P0 with probability 1, {Psh

s (γ), Psh
r (γ)}

are the solutions to the instantaneous mutual information
maximisation with a peak power constraint problem

max C∗(Ps(γ), Pr(γ), γ)

s.t. Ps(γ) + Pr(γ) � P0

Ps(γ), Pr(γ) � 0,

and U(R0, P0) is the outage region given by {γ :
C∗(Ps(γ), Pr(γ), γ) < R0}. Note that the solution may not
be unique due to the arbitrary nature of gs(γ) and gr(γ).
Although these optimal power allocation policies for out-

age minimisation with short term power constraints have
been solved for in References [7, 18] for various relaying
protocols, the explicit expressions for the power allocation
policies are not provided. Therefore we provide them below
for the DF and AF cases, for the benefit of the reader.

3.1. DF protocol

It is easy to derive an optimal policy (again, note that it
can be non-unique due to the arbitrary nature of the pol-
icy within the outage set as mentioned above Equation (4))
for the DF protocol due to the fact that CDF(ps, pr, γ) is
jointly concave in ps, pr, thus rendering the peak power
constrained instantaneous mutual information maximisa-
tion problem a convex optimisation problem. The optimal
peak power constrained instantaneous mutual information
maximising allocation policy in this case is given by

(P∗
s , P∗

r )DF =




(P0, 0) γ1 > γ2

(P0, 0) γ1 � γ2 and γ1 > γ3(
γ3

γ2+γ3−γ1
P0,

γ2−γ1

γ2+γ3−γ1
P0

)
γ1 � γ2 and γ1 � γ3

(5)

The maximum achievable rate over a single block under
the short term power constraint is then given as

RDF =




1
2 log(1 + 2γ2P0) γ1 > γ2
1
2 log(1 + 2γ1P0) γ1 � γ2 and γ1 > γ3

1
2 log

(
1 + 2γ2γ3

γ2+γ3−γ1
P0

)
γ1 � γ2 and γ1 � γ3

(6)

3.2. AF protocol

Due to the non-concavity of the AF mutual information
expression CAF(ps, pr, γ), it is more complicated to com-
pute the optimal policy in this case. We can reformulate the
optimisation problem for the AF case as the following:

max γ1Ps + γ2Psγ3Pr

1
2 + γ2Ps + γ3Pr

s.t. Ps + Pr � P0, Ps, Pr � 0 (7)

The corresponding Lagrangian function is

L(Ps, Pr, λ) = γ1Ps + γ2Psγ3Pr

1
2 + γ2Ps + γ3Pr

−λ(Ps + Pr − P0)
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and

∂L

∂Ps

= γ1 +
γ2γ3Pr

(
1
2 + γ3Pr

)
(

1
2 + γ2Ps + γ3Pr

)2 − λ (8)

∂L

∂Pr

=
γ2γ3Ps

(
1
2 + γ2Ps

)
(

1
2 + γ2Ps + γ3Pr

)2 − λ (9)

Note that we could categorise the optimal power alloca-
tion policy into two situations: direct transmission (P∗

s AF >

0, P∗
r AF = 0); and relay transmission (P∗

s AF, P∗
r AF > 0)

which are described below:

� Direct Transmission:
In this case, by using the Karush–Kuhn–Tucker (KKT)
necessary conditions, we obtain

λ = γ1 � γ2γ3P
∗
s AF

1
2 + γ2P∗

s AF

⇒ (γ3 − γ1)γ2P
∗
s AF � γ1

2

This condition holds only when either γ1 � γ3, or, γ1 <

γ3 and P0 � γ1
2γ2(γ3−γ1) . The corresponding capacity in

this case is 1
2 log(1 + 2γ1P0).

� Relay Transmission:
Using the KKT conditions, it can be derived from Equa-
tions (8) and (9) that for this case,

λ = γ1 +
γ2γ3P

∗
r AF

(
1
2 + γ3P

∗
r AF

)
(

1
2 + γ2P∗

s AF + γ3P∗
r AF

)2

=
γ2γ3P

∗
s AF

(
1
2 + γ2P

∗
s AF

)
(

1
2 + γ2P∗

s AF + γ3P∗
r AF

)2 also (10)

In order for the second equality to hold, γ1 has to be less
than γ3, otherwise

LHS = γ1 +
γ2γ3P

∗
r AF

(
1
2 + γ3P

∗
r AF

)
(

1
2 + γ2P∗

s AF + γ3P∗
r AF

)2

> γ1

= γ1

(
1
2 + γ2P

∗
s AF + γ3P

∗
r AF

)2

(
1
2 + γ2P∗

s AF + γ3P∗
r AF

)2

> γ1

γ2P
∗
s AF

(
1
2 + γ2P

∗
s AF

)
(

1
2 + γ2P∗

s AF + γ3P∗
r AF

)2

�
γ3γ2P

∗
s AF

(
1
2 + γ2P

∗
s AF

)
(

1
2 + γ2P∗

s AF + γ3P∗
r AF

)2 = RHS

which is not possible when P∗
s AF, P∗

r AF > 0. Rearrang-
ing Equation (10), (since P∗

s AF, P∗
r AF > 0 in this case)

P∗
s AF can be expressed as a function of P∗

r AF:

P∗
s AF = f (P∗

r AF)

=
−b(P∗

r AF) +
√

b(P∗
r AF)2 − 4ac(P∗

r AF)

2a

where

a = (γ3 − γ1)γ2
2 > 0

b(Pr) = −
(

2γ1γ2γ3Pr + γ1γ2 − 1

2
γ2γ3

)

c(Pr) = −
[

(γ1 + γ2)γ2
3 P2

r +
(

γ1γ3 + 1

2
γ2γ3

)
Pr

+ γ1

4

]
< 0

It can be shown that the function f (Pr) is monotonically
increasing in Pr. Therefore, the minimum sum power
necessary is given by

inf
Pr

(Ps + Pr) = inf
Pr

(f (Pr) + Pr)

= f (0) + 0 = γ1

2(γ3 − γ1)γ2

If the above minimum power necessary is greater than
P0, there will be no solution for this relay transmission
case, and the relay node will be shut down. Otherwise,
we can use a suitable nonlinear equation solver to find
P∗

r AF as the unique solution of f (P∗
r AF) + P∗

r AF = P0.
The corresponding achievable rate in this case is

C̃AF(P∗
r , γ) = 1

2
log

(
1 + 2γ1f (P∗

r AF)

+ 4γ2f (P∗
r AF)γ3P

∗
r AF

1 + 2γ2f (P∗
r AF) + 2γ3P∗

r AF

)
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In summary, the corresponding maximum achievable
rate is

RAF =
{

C̃AF(P∗
r AF, γ) γ1 < γ3 & P0 >

γ1
2γ2(γ3−γ1)

1
2 log(1 + 2γ1P0) otherwise

(11)

Clearly, the above solution is quite complicated and an
explicit expression for the optimal power allocation or
the maximum achievable rate is not available. A popular
approximation (valid in the moderate to high signal-to-noise
ratio (SNR) regime) is given by

1 + 2γ2Ps + 2γ3Pr ≈ 2γ2Ps + 2γ3Pr (12)

This approximation is widely used due to the fact that
the resulting achievable rate expression for the AF case
becomes concave jointly in Ps and Pr (see for example
Reference [15] amongst many others). It can be shown that
the maximum achievable rate for the AF scheme with this
approximation is

R̃AF =



1
2 log(1 + 2γ1P0) γ1 > γ3

1
2 log

(
1 + 2uP0

1+u
(γ1 + γ2γ3

γ2u+γ3
)
)

γ1 � γ3

(13)

where u = γ3(γ1+√
γ1γ3−γ1γ2+γ2γ3)

(γ3−γ1)γ2
.

Given the above optimal power allocation policies for
an instantaneous channel realisation, one can calculate the
minimum outage probability of a single block transmission
system by numerical methods or via Monte Carlo sim-
ulations, by averaging over a large number of simulated
channel realisations. While exact expressions of the outage
probability are rare, there are high SNR approximations to
the outage probability available in various papers such as
References [4, 20] etc.

4. OPTIMAL POWER ALLOCATION FOR
K(> 1) BLOCK DELAY CONSTRAINT

In this section, we solve the original dynamic power allo-
cation problems as proposed in Equation (1) for the outage
probability minimisation based on causal CSI, that is, based
on past and current channel gains only. It should be obvi-
ous that for a given finite K, it is not possible to obtain the
optimal power allocation for each block in closed form as

in the case for K = 1. In fact, even if all the channel states
(including the future ones) are available, it is still quite dif-
ficult to calculate the outage minimising power allocation
for AF and DF cases (whereas the DT case can be solved by
the well known channel inversion based power allocation
algorithm [19]) using constrained optimisation techniques.
This is simply because evaluating all possible combina-
tions of conditions on channel triple γk, as in Equations
(6), (11) and (13) and obtaining the corresponding opti-
mal power allocation is computationally prohibitive even
for moderate values of K. This motivates us to use the DP
methodology as also used in Reference [12] for solving
a delay constrained capacity optimisation problem for the
DT case over fading channels. Using DP techniques, the
dynamic power allocation problem can be solved in K + 1
stages. Starting at stage K + 1, a three-Dimensional (3D)
array {Sk} (which is a function of the transmission power as
well as the achieved sum rate) needs to be derived in a back-
ward fashion. An algorithmic description of this method is
described below in Algorithm 1 in terms of the general cost
function µ(x).

Algorithm 1 Power co-op

Initialization SK+1(R, P) = µ(R)
for i = K to 1 do

Si(R, P) = Eγ

[
min0�ps+pr�P Si+1(R +

C∗(ps, pr, γ), P − ps − pr)
]

end for
Optimal Cost = S1(R = 0, P = KP0).

As discussed before, one can substitute µ(x) by the indi-
cator function1x�KR0 in order to achieve the optimal outage
probability.

Recall that in these algorithms, C∗ can possibly symbol-
ise CDT, CAF, or, CDF as shown in Equation (2).

Adapting Theorem II.1 in Reference [12] to the cooper-
ative case, the optimal solution to Problem (1) is given by
S1(0, KP0) for the outage probability minimisation case.
It is straightforward to conclude this for the AF and DF
cases when the achievable rates are modified accordingly.
We can now compute all the values of Si(R, P) where
i = 1, . . . , K + 1 and 0 � P � KP0 and 0 � R � KR0,
using Algorithm 1. In a practical system, such computa-
tions can be carried out at the destination node (before the
nodes start communicating data) which is assumed to have
the knowledge of all the channel gains. This S-array can
then be fed back to the source and relay nodes and stored at
these nodes. When the nodes start transmitting, upon feed-
back of causal CSI data, the source and the relay can then use
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another Algorithm 2 (described below) to allocate dynami-
cally the powers for their current transmission block where
R(i) and P (i) denote the sum rate achieved before trans-
mitting block i and the remaining power for blocks i – K,
respectively.

Algorithm 2 Outage co-op allocation

Initialization R(1) = 0 and P (1) = KP0
for i = 1 to K do

(Pi
s, P

i
r) = argmin0�pi

s+pi
r�P (i) Si+1

(
R(i) +

C∗(pi
s, p

i
r, γ

i), P (i) − pi
s − pi

r

)
R(i+1) = R(i) + C∗(Pi

s, P
i
r, γ

i), P (i+1) =
P (i) − Pi

s − Pi
r

end for
if R(K+1) < KR0 then

Outage
else

Successful Transmission
end if

In order to implement the DP-based Algorithm 1 in the
destination node, in principle, the 3D array S needs to
be computed for all possible values of R and P within the
appropriate range. This is clearly impossible since they are
both continuous valued variables. Therefore one needs to
carry out an appropriate discretisation of the rate R and
the power P according to the computational capability of
the destination node and the storage capability of the source
and relay nodes. The 3D array S is then computed and
stored at the destination and forwarded to and stored in the
source and relay nodes. When the system is online, as long
as the current CSI is available at the source and relay nodes
(via feedback from the destination node), the system can
allocate the transmit power to the source and the relay by
using Algorithm 2 instead. Since the CSI is assumed to be
i.i.d. over all blocks (for each individual links), the outage
probability averaged over a large number of channel state
instances is expected to be a ‘good’ estimate of S1(0, KP0),
as long as S1(0, KP0) is also relatively accurate, which can
be achieved by a sufficiently high number of discretisation
levels for the rate, power and the channel gains. A few
words on the computational complexity of the DP-based
algorithm are now in order. The bulk of the computation
arises due to the computation of the array S. While imple-
menting the DP-based algorithm, we adopt the following
discretisation strategy: the number of discretisation levels
for the available power KP0 and required sum rate KR0
are taken to be proportional to the number of blocks K.

We divide the intervals [0, P0] and [0, R0] into NP and NR

discretised bins respectively, and each of the three channel
gains is discretised into Nγ levels (by uniformly dividing
the interval (0, 10 ∗ E[γi])) where E[γi] denotes the mean
of channel γi, i = 1, 2, 3. Other types of discretisation
schemes such as logarithmic [12] are also possible. It is
then easy to show that the complexity of the procedure for
calculating the S-array is O(K5NRN3

PN3
γ ). It is clearly seen

that even for moderate values of the parameters K, NR, NP

and Nγ the number of computations can quickly become
prohibitively high. This is the main disadvantage of the
DP-based algorithm from a computational point of view. In
Section 6, we will provide further details on these parame-
ters that will be used in the implementation of the DP-based
algorithm.

5. APPROXIMATE POWER ALLOCATION
SCHEMES FOR HIGH SNR

In the last section, we solved the original problem with a
multi-block coding delay by a DP-based algorithm. How-
ever, this algorithm is computationally highly complex due
to computation of the 3D array S. Therefore, in this section,
a simplified power allocation scheme to compute the out-
age probability is introduced, which is based on a high SNR
approximation of the instantaneous mutual information for
AF and DF protocols.

Remark 3. Note that in Reference [1], we provided sim-
ple approximate power allocation schemes for maximising
the delay constrained expected achievable rate for both the
high and the low SNR regimes. For the outage minimi-
sation problem however, we have noticed that in the low
SNR regime, the outage probabilities are inherently high
unless the basic rate requirement is made extremely small.
Furthermore, it was shown in Reference [21] through an
outage capacity analysis in the low SNR regime (with no
constraints on the coding delay) that the optimal protocol is a
bursty amplify and forward (BAF) rather than the usual AF,
while the DF scheme is strictly sub-optimal. This analysis
was also carried out under an assumption of a low outage
probability. This warrants a detailed study of the (BAF)
protocol in the low SNR regime in the context of coding
delay constraints and causality restrictions of the current
paper, rendering the pursuit of sub-optimal power alloca-
tion policies in the low SNR case beyond the scope of this
paper.
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To proceed, we adopt a reasonable assumption: when the
CSI is only known for the current block and unknown for all
the future blocks (which are i.i.d), after assigning the sum
(source and relay) power to the current block, we equally
distribute the remaining power to the rest of the blocks [14].
As a result, we may assume that the total available power
(for use in blocks i, i + 1, . . . , K) P (i) defined in Algorithm
2 is divided into two parts: (1) the power allocated to the
current block Pi which is the sum of transmit power on the
source Pi

s and the relay Pi
r , and (2) the (sum of source and

relay) powers equally distributed to the rest of the blocks

which are equal to Pk = P (i)−Pi

K−i
where i = 1, . . . , K − 1

and k = i + 1, . . . , K. This assumption essentially implies
that the optimisation in Algorithm 2 can be substituted by
the maximisation of the sum of the rate of the current block
and the expected achievable sum rate of the future blocks.
Therefore, the DP-based algorithm is now simplified by
reaching a tradeoff between those two parts, the details of
which are given below.

5.1. High SNR approximation for the AF protocol

With a high SNR approximation for the AF protocol, we can
approximate the achievable rate for future blocks (assuming
the current block is the ith block) as follows:

Ĉi+1∼K
AF (P (i) − Pi) (14)

� Eγ

[
K∑

k=i+1

CAF

(
Pk

s , Pk
r , γk

)]

= (K − i)Eγ

[
1

2
log

(
1 + 2γk

1 Pk
s + 4γk

2 Pk
s γk

3 Pk
r

1 + 2γk
2 Pk

s + 2γk
3 Pk

r

)]

≈ (K − i)Eγ

[
1

2
log

(
1 + 2γk

1 Pk
s + 2γk

2 Pk
s γk

3 Pk
r

γk
2 Pk

s + γk
3 Pk

r

)]

� (K − i)

2
log

(
1 + 2E[γk

1 ]Pk
s + 2E[γk

2 ]Pk
s E[γk

3 ]Pk
r

E[γk
2 ]Pk

s + E[γk
3 ]Pk

r

)

� (K − i)

2
log(1 + c̄AFP

k)

= (K − i)

2
log

(
1 + c̄AF

P (i) − Pi

K − i

)
(15)

The first inequality follows from Jensen’s inequality
and the constant c̄AF in the last two lines can be derived
from Equation (13) by substituting γ1, γ2, γ3 with their

expected values—γ̄1 = E[γ1], γ̄2 = E[γ2] and γ̄3 = E[γ3],
respectively. Note that here we have suppressed the time
index for the channel gains because of the (assumed)
i.i.d. property of the block fading channel. We also make
the reasonable assumption that the channel state of the
relay-destination link is, with high probability, better than
the one of the S–D link resulting in γ̄3 > γ̄1 (other-
wise we may simply prefer direct transmission). This
allows us to write c̄AF = 2ū

1+ū
(γ̄1 + γ̄2γ̄3

γ̄2ū+γ̄3
) where ū =

γ̄3(γ̄1+√
γ̄1γ̄3−γ̄1γ̄2+γ̄2γ̄3)

(γ̄3−γ̄1)γ̄2
. Therefore, the approximation of the

achievable sum rate ĈK
i+1(P (i) − Pi) does not depend on any

further CSI but only the three averages of channel gains,
which means an approximate power allocation scheme can
now be derived in a causal fashion. If we rewrite the optimi-
sation problem in Algorithm 2 through this approximation,
the new optimisation problem is given by

max
Pi

Ci
AF(Pi, γi) + Ĉi+1∼K

AF (P (i) − Pi) (16)

s.t. 0 � Pi � P (i) (17)

where the objective function is the sum of the achievable
rate in the current block and the approximate estimated sum
rate for all the future blocks. Furthermore, Ci

AF(Pi, γi) =
1
2 log(1 + ci

AFPi), in which

ci
AF =




2ui

1+ui

(
γi

1 + γi
2γ

i
3

γi
2u

i+γi
3

)
γi

1 � γi
3

2γi
1 γi

1 > γi
3

and ui = γi
3(γi

1+
√

γi
1γ

i
3−γi

1γ
i
2+γi

2γ
i
3)

(γi
3−γi

1)γi
2

. This is a convex optimi-

sation problem over the single variable Pi. Hence, using
KKT conditions, it is easy to derive the optimal value

Pi∗
AF(H) = min




ci

AF + ci
AF c̄AFP (i)

K−i
− c̄AF

ci
AFc̄AF

(
1

K−i
+ 1

)



+

, P (i)




(18)

Note that once the optimal power for the current (ith)
block Pi∗ is computed, one can use the solution to the single
block achievable rate optimisation problem (7) (with P0
replaced by Pi∗

AF(H)) to compute the optimal source and
relay transmission powers for the current block.

5.2. High SNR approximation for the DF protocol

A high SNR approximate power allocation scheme can also
be derived similarly for the DF protocol:
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Ĉi+1∼K
DF (P (i) − Pi)

� Eγ

[
K∑

k=i+1

CDF

(
Pk

s , Pk
r , γk

)]

= (K − i)Eγ

[
1

2
min

{
log

(
1 + 2γk

2Pk
s

)
,

log
(
1 + 2γk

1Pk
s + 2γk

3Pk
r

)}]

� K − i

2
min

{
E

[
log

(
1 + 2γk

2Pk
s

)]
,

E

[
log

(
1 + 2γk

1Pk
s + 2γk

3Pk
r

)]}

� K − i

2
min

{
log

(
1 + 2E[γk

2 ]Pk
s

)
,

log
(
1 + 2E[γk

1 ]Pk
s + 2E[γk

3 ]Pk
r

)}

= (K − i)

2
log

(
1 + c̄DF

P (i) − Pi

K − i

)
(19)

where c̄DF can be derived from Equation (6) i.e.

c̄DF =




2γ̄2 γ̄1 > γ̄2

2γ̄1 γ̄1 � γ̄2 and γ̄1 > γ̄3
2γ̄2γ̄3

γ̄2+γ̄3−γ̄1
γ̄1 � γ̄2 and γ̄1 � γ̄3

(20)

and k = i + 1, . . . , K. The first inequality in Equation (19)
follows from Jensen’s inequality and the second is simply
due to a nice approximation in the high SNR regime [22].
Therefore, we can formulate a similar optimisation problem
to Equation (17) for the DF case, which produces the sub-
optimal power allocation scheme

Pi∗
DF(H) = min




ci

DF + ci
DF c̄DFP (i)

K−i
− c̄DF

ci
DFc̄DF( 1

K−i
+ 1)




+

, P (i)




(21)

where ci
DF is computed based on the current CSIs (i.e,

by replacing γ̄1, γ̄2, γ̄3 in Equation (20) by γi
1, γ

i
2 and

γi
3, respectively). The optimal source and relay transmis-

sion powers for the current block are then found by using
Equation (5) (with a short term power constraint of P0 =
Pi∗

DF(H)), which is the solution to the single block achiev-
able rate maximisation problem for the DF case. Once the

power allocation for the ith block is decided, the system
simply uses Algorithm 2 to record the achieved sum rate
in R(i+1) and the remaining power. If this achieved sum
rate is greater than the required rate threshold (KR0 in
our case), it means that an outage is avoided even if we
do not allocate power to the rest of the blocks; otherwise,
the system keeps solving the maximisation problem (17)
(for the AF case) or an equivalent one for the DF case
for each block. If all the power is used up before reach-
ing the Kth block and the rate threshold is still not achieved
or all the K blocks are exhausted without achieving the
rate threshold, an outage happens. The resulting outage
probability can be estimated via Monte Carlo simulations
over a large number of channel realisations by averaging
the indicator function 1R(K+1)<KR0

. Clearly, this scheme is
less computationally demanding than the DP-based method
simply because it does not have to rely on computing the S-
array first in order to obtain the power allocation policy. We
will illustrate the performance of these sub-optimal algo-
rithms based on high SNR approximations and compare
them with the performance of the DP-based algorithms in
Section 6 next.

6. NUMERICAL RESULTS

In this section, we will provide a range of simulation results
on the delay-constrained outage minimisation (see Ref-
erence [1] for results on the delay-constrained expected
achievable rate maximisation) for the three node relay
network using AF and DF schemes and compare their per-
formances against the no cooperation (DT) scheme. We will
present results in three subsections: A) in the first part, all
links have no direct line of sight and undergo statistically
independent Rayleigh fading (albeit with different means);
B) in the second part, the S–D link has no direct line of sight
(Rayleigh fading) but the S–R and the R–D links have direct
lines of sight (modelled by independent Rician fading); C)
finally, the results demonstrating the accuracy of the high
SNR approximation based methods are illustrated. For sim-
plicity, all the simulations are based on a network where
the relay node is located on the straight line between the
source and destination nodes. For Subsections 6.1 and 6.2,
we use the discretisation parameters NR = 10, NP = 10,
Nγ = 100.

6.1. Rayleigh fading

We assume that the channel triple γ = (γ1, γ2, γ3) in the
Figure 1 are exponentially distributed with means given by
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inverse of the S–D, S–R and R–D distances with a path
loss factor of 4. For computational simplicity, the S–D dis-
tance is normalised to 1 and, furthermore, the relay node is
assumed to be at a distance ofdS−−R = 0.4 unless otherwise
stated. In the outage probability calculations for a K-block
decoding delay, the required rate threshold is denoted by
KR0, where R0 = 0.1 nats/Hz/Transmission. Obviously,
this ensures a fair comparison between single and multi-
block transmissions. Wherever applicable, the results are
averaged over 100 000 channel realisations.

First of all, it should be obvious that in the case of coop-
erative transmission, the number of discretisation levels
required for reasonably accurate calculations of the rele-
vant S function is much higher (than the DT case) due to
the increased dimensionality of the CSI space. Thus the
inaccuracy of the S function inevitable due to limited com-
putational resources is more apparent in the cooperative
transmission case which is illustrated below in Figure 2 for
the simple case of K = 1. The ‘OM Avg’ lines represent
the solution achieved by the outage minimisation approach
in Section 3 followed by averaging over a large number
of channel realisations and the ‘Avg’ lines represent the
results obtained by averaging the power allocation obtained
by using the S-array over a large number channel realisa-
tions. Figure 2 shows that in all the three cases—DT, AF,
and, DF, averaging over a large number of channel real-
isations achieves similar results with DT having the best
consistency (due to the single dimension of the CSI space)
as expected. On the other hand, the inaccuracy of the S-array
based calculations, while being negligible at low power (P0)
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Figure 2. Optimal outage probabilities achieved by the S function,
averaging of the S function , and averaging of the optimal single
block outage minimisation.

levels, is exposed at high power levels. However, the outage
probability results obtained by averaging provide relatively
more accurate solutions. For this reason, unless otherwise
mentioned, we will be using the method of averaging of
the power allocation obtained by computing the S-array as
the preferred method for computing outage probabilities for
the multi-block (K > 1) case. It was also illustrated (graph
excluded due to the space limitation) that the high SNR
approximation for the AF scheme (12) resulted in outage
probabilities that were close to the optimal solution at the
high SNR range but were substantially lower in the low SNR
(less than 17 dBm) range. Therefore while this approxima-
tion can be used as a lower bound on the optimal outage
probability for the single block AF transmission scenario
in general, it may not be a good approximation in the low
SNR range. Consequently, wherever applicable, we use the
exact optimal solution (see Equation (11)) to the AF single
block transmission case.

Using the DP-based solution technique in Section 4, now
we present some results for the multiple block case (K > 1)
in Figures 3 and 4. Figure 3 plots the outage probability
obtained by S1(0, KP0) (solid line) and by averaging over
the S function (dashed line) for K = 1, 3, 5 for varying S–
R distances for the AF and the DF relaying schemes. We
see that the results obtained by S1(0, KP0) and by averaging
over the S function are quite close to each other for all values
of K for both transmission schemes.

We also compare the minimum outage probabilities
achieved by the DT, AF and DF schemes for various
power levels in Figure 4(a) and (b) for K = 3 and K =
5, respectively. All the dashed lines (labelled by ‘ED’
for ‘equally distributed’) symbolise the results achieved
by equally distributing the total power among all blocks
(i.e, by constraining the sum of source and relay pow-
ers for each block to P0). The improvement obtained
by using the DP algorithm is evident in these figures. It
can also be illustrated that the cooperative transmission
schemes (AF and DF) achieve better performances than
the direct transmission scheme regardless of the position
of the relay node (figures not included due to limited
space).

6.2. Rician fading

Relay networks are often useful when the source and the
destination nodes are far away from each other, or an unsur-
mountable obstacle prevents the two nodes having a line of
sight (LOS) communication, whereas the Source-to-Relay
and Relay-to-Destination links have LOS instead. In this
case, it is more accurate to model the S–D channel as
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Figure 3. Optimal outage achieved by S function and averaging
when P0 = 0.05 W (17 dBm): (a) AF and (b) DF.

Rayleigh faded, and the S–R and the R–D channels as Rician
faded channels [23].

In this section, we provide some numerical results for the
above scenario where the average channel gains for the S–D
and the R–D channels are still functions of the respective
distances as in the earlier section, but the power attenuation
is divided into two parts—due to LOS and due to multipath
fading. The relationship between them is represented by the

parameter Krice � A2

2σ2 , where A symbolises the amplitude

of LOS component and σ2 is the total power attenuation
from multipath. It is well known that Krice = 0 is equiv-
alent to Rayleigh fading, and if Krice = +∞, there is no
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Figure 4. Minimum outage probabilities for DT, AF and DF ver-
sus those obtained by equally distributing powers to all blocks.
Various power limitations for (a) K = 3 and (b) K = 5.

uncertainty and the channel is deterministic (γ = A2

2 with
probability one). The S–D channel is modelled as Rayleigh
distributed as described in Section 6.1.

Figure 5 unveils the outage performance for different
Krice parameters. For both the AF and DF protocols, the
outage probability with LOS communication on S–R and
R–D links is lower than that obtained when all links
undergo Rayleigh fading (Krice = 0). The outage proba-
bility obtained in the Rician scenario for the cooperative
schemes is clearly also lower than that obtained by direct
transmission. In addition, for a fixed Rician fading param-
eter, we compare the performances of the AF and the DF
schemes in Figure 6. It is seen that when the power level (P0)
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Figure 5. Outage minimisation for KRice = 0, 1, 5: (a) AF and
(b) DF in rician fading.

exceeds 22 dBm, the outage probabilities for K = 3 and 5
seem to be quite close as shown in Figure 6(a). Furthermore,
Figure 6(b) illustrates that there is a possibility that a larger
coding delay does not necessarily guarantee better outage
performance when the power is greater than 20 dBm. This
observation demonstrates that there is no strong correlation
between the total power KP0 and the outage threshold KR0
when the system operates in the high power regime for the
Rician fading case. This is possibly due to the fact that the
improvement obtained due to the LOS links outperforms
that obtained by time diversity using multiple blocks.

10 15 20 25 30
10

−4

10
−3

10
−2

10
−1

10
0

Power Limitation (dBm)

O
ut

ag
e 

P
ro

ba
bi

lit
y

AF K=1
DF K=1
AF K=3
DF K=3
AF K=5
DF K=5

10 15 20 25 30

10
−4

10
−3

10
−2

10
−1

10
0

Power Limitation (dBm)

O
ut

ag
e 

P
ro

ba
bi

lit
y

AF K=1
DF K=1
AF K=3
DF K=3
AF K=5
DF K=5

(a)

(b)

Figure 6. Outage minimisation for AF and DF in Rician fading:
(a) KRice = 1 and (b) KRice = 5.

6.3. High SNR approximation based power
allocation schemes

The results in this section are obtained for the same relay
network configuration and Rayleigh faded channel statistics
as described in Section 6.1. As opposed to the simulations
in Sections 6.1 and 6.2, which are based on the computa-
tionally demanding DP algorithm, the results for this section
are computed using the high SNR approximation of Section
5, whereby the complexity of the power allocation schemes
are reduced dramatically. Figure 7 shows how the high SNR
approximation power allocation scheme works. The nor-
malised rate threshold R0 is 0.5 for these simulations. It is
clear from Figure 7 that these approximate methods provide
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Figure 7. Sub-optimal outage probability in high SNR regime
with the high SNR approximations: (a) AF and (b) DF.

results quite close to the optimal solutions achieved by DP
algorithm for both the AF and DF protocols.

7. CONCLUSIONS

In this paper, we have focused on an outage minimisation
problem in a three node relay network with a finite coding
delay and peak power constraints, where only causal
channel information is available. AF and DF are the two
cooperative transmission schemes that we have considered.
In the single block case the optimal transmission power for
the source and relay can be allocated explicitly based on the
available CSI for all three links by using standard convex

Table 1. List of symbols.

S Source node
R Relay node
D Destination sink node
k Block index
K Total number of blocks
γk

1 CSI of S–D link in kth block
γk

2 CSI of S–R link in kth block
γk

3 CSI of R–D link in kth block
γk All 3 CSIs in kth block
γ (k) Causal CSIs before and in kth block
Pk

s Tx power on source node in kth block
Pk

r Tx Power on relay node in kth block
µ(x) Cost function
P0 Power constraint for a single block
C∗ Achievable rate *∈ {AF, DF, DT}
1A Indicator function
R0 Rate requirement for a single block
Fγ CDF function of γ
U(R0, P0) Outage region
u Power control parameter Ps = uPr

P∗
s Optimal power for source node

P∗
r Optimal power for relay node

λ Lagrangian multiplier
R∗ Achievable rate *∈ {AF, DF, DT}
S DP array (3D)
R Rate variable
P Power variable
R(i) Sum rate before Tx ith block
P (i) Remaining power for i–Kth block
NR No. of levels discretising rate
NP No. of levels discretising power
Nγ No. of levels discretising CSI
γ̄1 Expectation of γ1

γ̄2 Expectation of γ2

γ̄3 Expectation of γ3

Krice Rician K-factor
A Amplitude of LOS attenuation
σ2 Power from multipath

optimisation methods. In the multi-block transmission
scenario (where the coding delay K > 1), a DP-based
technique is used to find the optimal power allocation for
the outage minimisation problem. Due to the high com-
putational demands of the DP-based technique, we have
also proposed a simple but sub-optimal power allocation
scheme based on a high SNR approximation. Simulation
results demonstrate the improvements obtained by using
the DP algorithm over equally distributing total power to all
blocks and the effectiveness of the high SNR approximation
based sub-optimal outage minimising power allocation
policies. Extensions of this work involving derivation of
power allocation policies based on quantised or limited
causal channel feedback are currently in progress.
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