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Abstract: This work discusses rejection of disturbances with known directions in multivariable
motion systems. It is shown how frequency domain tradeoffs in multivariable control motivate
a design based on disturbance directions. A multivariable design method is presented to design
centralized controllers that reject disturbances only in relevant directions. A model of an
industrial motion system is used to demonstrate the theory. It is shown how the proposed
design method resembles the solution of a competing H∞design and offers the ability to interpret
H∞centralized control solutions, and understand the tradeoffs inherent in such a design.

1. INTRODUCTION

Multivariable control design problems pose complexity
issues as gain, phase and directions in different closed
loop transfer functions are strongly interrelated. There-
fore, interpretation and development of multivariable con-
trol strategies is a challenging problem. In many cases,
the structure of the plant can be exploited to reduce this
complexity. In Freudenberg [1996], Freudenberg [1999] it
is discussed how MIMO control problems can reduce to
SIMO or MISO control problems in certain frequency
regions or as an effect of certain bandwidth limitations.
In Hovd [1997] a class of plants is studied where the
input and output directions do not vary with frequency,
hence decoupling methods can be applied to reduce the
MIMO control problem to a set of SISO control problems.
However, in some cases, disturbance have specific direc-
tional structure that can give rise to full complexity MIMO
control issues, even when plant dynamics are decoupled.
This was recognized by some authors, Freudenberg [1988],
Maciejowski [1989][page. 85] but there has been little dis-
cussion on how this may be exploited in multivariable
control design.

In many practical applications, the directions of distur-
bances are constant (fixed) for all frequencies. Typical
examples are disturbances that originate from causes that
have a fixed location, e.g., floor vibrations, pumps, fans.
Also, the control system architecture can give rise to fixed
direction disturbances, see, e.g., Skogestad [1997]. In Boer-
lage [2007b] a method is discussed to identify the direction
and cause of such disturbances. A design that exploits
this information for a TITO control system was shown
in Boerlage [2007a]. It is of great interest to investigate
if the structure of fixed direction disturbances allows the
development of insightful MIMO design strategies.

In this work, it is shown that exploiting directions of
disturbances is motivated from design limitations induced

by integral relations such as the Bode sensitivity integral.
Using the structure of a class of electromechanical motion
systems, a method is proposed to design controllers that
reject fixed direction disturbances only in relevant direc-
tions. This method allows frequency wise tradeoffs to be
made in each disturbance direction independently, leading
to transparent design of a centralized MIMO controller.
The method is demonstrated on a design problem of an
industrial high performance positioning system. A compet-
ing controller is designed using H∞synthesis. It is shown
that the proposed design method can be used to reverse
engineer, hence interpret, the MIMO H∞controller.

The paper is organized as follows. The next section shows
how design limitations motivate the study of disturbance
directions in multivariable control design. Section 3 dis-
cusses structural properties of electromechanical motion
systems that can be exploited in multivariable control
design. The proposed design method to reject disturbances
in fixed directions is presented in Section 4. The theory is
illustrated by application to an industrial control design
problem in Section 5. The last section closes with conclu-
sions.

2. DESIGN LIMITATIONS

A feedback control architecture is considered as depicted
in Fig. 1. Herein, di, do, n, denote the input disturbance,
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Fig. 1. Control system architecture.

output disturbance and sensor noise respectively. Further-
more, we define the performance variable z, plant input u
and the plant output y. It follows that,



z = GSodi + Sodo − Ton (1)

where So = (I + GK)−1 is the output sensitivity function
and To = GKSo the output complementary sensitivity
function. Both are algebraically related as So + To = I.
The objective is to keep z as small as possible in presence of
di, do and n. Say that only a disturbance do with direction
ud is present at the output of the plant,

do(s) = udvd(s). (2)

And at a single frequency p, the singular value decom-
position of So(p) is So(p) = VSoΣSoU

H
So. Then, z(p) is

small if the last column of USo is aligned with ud, so
that vd(p) is amplified with the smallest singular value
of So. Apart from alignment, high gain feedback helps to
reject disturbances in multivariable systems. However, as
analytic design limitations hold, use of high gain feedback
for all frequencies and in all directions is restricted in
certain situations, Freudenberg [1988].

Consider a stable, non-minimum phase, n × n multivari-
able output sensitivity function, So(s), resulting from a
feedback system with stable open loop with relative degree
more than two. Then, by pre and post multiplication with
vectors v, u ∈ C

n, vHu 6= 0 the following scalar transfer
function is obtained,

Svu(s) = vHSo(s)u. (3)

The response to a disturbance entering the system in a
direction spanned by u is given by So(s)u. Then, vHSo(s)u
is the component of that disturbance that appears in the
output direction spanned by v.

Theorem 1. From Freudenberg [1985]. For Svy and u, v
defined above, the following integral relation applies,

∫

∞

0

log |Svu(jω)| dω =
π

2
log |vHu| + π

Nz
∑

i=1

zi (4)

with zi, i = {1, . . . , Nz} the CRHP zeros of Svu.

Proof 1. As So is stable, the scalar transfer function Svu

is stable, and has at most the relative degree of So(s). So
that at high frequencies, it holds that,

lim
s→∞

vHSo(jω)u = |vHu|. (5)

Even if So is minimum phase, Svu can become non-
minimum phase, hence introduce zeros in the closed right
half plane. Hence, scalar integral relations apply, Freuden-
berg [1985].

This implies that an area where |Svu(jω)| is small, must
be balanced by an equal area where |Svu(jω)| is large.

In practical applications, the bandwidth of the feedback
system is limited, e.g., by plant uncertainty at high fre-
quencies. Hence, the frequency range with large |Svu(jω)|
is constrained. Then, Theorem 1, shows that rejection of
disturbances at other frequencies, where |Svu(jω)| must
be small, has to be compromised. This may imply perfor-
mance limiting tradeoffs. Specific choices of v, u illustrate
how these frequency wise tradeoffs dictate multivariable
control design.

Corollary 2. When v, u are chosen to be elementary vec-
tors ei, Svu(s) = So,ii(s) equals the ithdiagonal element
of the sensitivity transfer function matrix. As eT

i ei = 1,
Theorem 1 reduces to the bode integral relation for scalar
systems. Hence, for each scalar loop in a multivariable

system, the scalar bode integral relation must be satisfied,
even if a centralized linear time invariant controller is
applied.

Corollary 3. To study non-diagonal terms of the sensitiv-
ity transfer function matrix, v, u can be chosen to approach
orthogonal elementary vectors, eH

i ej = ǫ, 0 < ǫ ≪ 1 ,
Svu(s) = eT

i So(s)ej . Then,

lim
ǫ→0

log(|eH
i ej |) = −∞. (6)

This shows that a single non-diagonal term of a sensitivity
function matrix can be made arbitrarily small, even in
cases where the open loop is non-diagonal. However, as will
be shown later, it may be desired to increase non-diagonal
terms of a sensitivity function for the sake of disturbance
rejection.

Corollary 4. By choosing ui = vj ∈ R
n, vT

i vj = 0 and
M = Span{v1, v2, . . . , vn} an orthogonal transformation
So,M (s) = MT So(s)M can be made. As this is a non-
singular input output transformation, So,M is minimum
phase if So is minimum phase. Then on each new base
Theorem 1 holds with Nz = 0.

If the direction of a disturbance is constant for all frequen-
cies, and the performance is defined as a constant linear
combination of z, see (1), rejection of that disturbance at
one frequency implies that the sensitivity function has to
be increased at other frequencies in that same direction.
Hence, as specifications become tighter, it is crucial for
design to reject disturbances only at frequencies and in di-
rections that are relevant. This may imply that centralized
controllers (with non-diagonal terms) are to be designed,
even in cases where the plant is decoupled.

3. ELECTROMECHANICAL MOTION SYSTEMS

We first show that the multivariable plants we consider
have a specific structure. Here, we focus on the control
of linear time invariant electromechanical motion systems
that have the same number of actuators and sensors as
rigid body modes. Typical applications are high perfor-
mance positioning stages used in semiconductor manu-
facturing, electron microscopy or component placement
machines. The dynamics of such systems are often domi-
nated by the mechanics, which are therefore constructed
to be light and stiff, so that resonance modes due to flex-
ible dynamics appear only at high frequencies. Typically,
flexible dynamics have low internal damping, so that it
is justified to assume proportional damping. Then, the
following model can be used to describe the dynamics of
the plant, Gawronski [2004],

Gm(s) =

Nrb
∑

i=1

cib
T
i

s2
+

N
∑

i=Nrb+1

cib
T
i

s2 + 2ζiωis + ω2
i

(7)

Herein, Nrb denotes the number of rigid body modes. The
parameters ζi, ωi are the relative damping and resonance
frequency of the flexible modes. The vectors ci, bi span the
directions of the ith mode shapes and are constant for all
frequencies. The resonance frequencies ωi are high, hence
the plant can be approximately decoupled using static
input (and/or output) transformations, Tu, Ty respectively
so that,



Gyu(s) = TyGm(s)Tu

= G(s) + Gflex(s), G(s) =
1

ms2
I (8)

where m ∈ R
1 and Gflex(s) contains the flexible dy-

namics of the plant and is often non-diagonal. In many
applications, the frequencies and damping of the resonance
modes changes in the life cycle of the plant and is sensitive
to changes in operating point. Hence, inversion of these
dynamics leads to robustness problems. The objective is
to control the rigid body behavior of the plant with high
fidelity. The influence of the flexible dynamics can then
modeled as a multiplicative perturbation at the output of
the plant G(s),

Gyu(s) = (I + E(s))G(s) (9)

with E(s) = Gflex(s)G−1(s), see also Fig. 2. With a
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Fig. 2. Multiplicative perturbation at the output of the
plant to model influence of flexible dynamics.

multivariable controller K(s), the plant G(s) = 1

ms2 I, and

stable sensitivity function So = (I + GK)−1, the closed
loop system is stable when ρ(E(jω)To(jω)) < 1,∀ω,
Grosdidier [1986]. A sufficient condition for this is,

σ(To(jω)) < σ(E(jω)−1,∀ω. (10)

As E(jω) is large at high frequencies, this shows that the
flexible dynamics limit the bandwidth of the closed loop
system. Hence, one is forced to make frequency wise trade-
offs if disturbances are to be rejected in electromechanical
motion systems.

4. DESIGN FOR FIXED DIRECTION
DISTURBANCES

A method is presented to design a controller that re-
jects disturbances with a fixed direction for the class of
electromechanical motion systems discussed earlier. We
focus on the rejection of output disturbances that can be
represented by the following model,

do(s) = UVd(s). (11)

Herein, Vs(s) is a square diagonal transfer function matrix
and U is a non-singular matrix with constant elements for
all frequencies. In the following, we restrict ourselves to
the case where U is an orthogonal matrix. The theory is
not limited to this, a few remarks on more general choices
of U will be given at the end of this section.

Originally, the plant is defined in the control coordi-
nates. A coordinate transformation yd = UT y so that,
UT do(s) = Vd(s), can be used to express the variables in
disturbance coordinates. This is equivalent to choosing a
controller K(s) = UKd(s)U

T , with U ∈ R
n×n, UT U = I

and Kd(s) a diagonal matrix with scalar transfer func-
tions. For the class of plants considered here holds that,
G(s) = g(s)I. Hence, the transfer functions at the right
hand side of (1), become,

So = USd
o (s)UT

To = Ug(s)Kd(s)S
d
o (s)UT

SoG = USd
o (s)g(s)UT (12)

where Sd
o (s) = (I + g(s)Kd(s))

−1, is the (diagonal) sen-
sitivity function in disturbance coordinates. Therefore, all
relevant closed loop transfer functions are decoupled in the
disturbance coordinates. This means that a disturbance
with direction aligned to a column of UT , is only affected
by a single controller on the diagonal of Kd(s). Also, by
Corollary 4, the frequency domain tradeoff, implied by
rejecting such a disturbance, only manifests itself in the
diagonal element of Sd

o (s) corresponding to the diagonal
element of Kd(s). At the same time, a single element of
Kd(s) can change more elements of So(s), which is in
control coordinates.

Considering the influence of the flexible dynamics, mod-
eled as a multiplicative perturbation E(s), Fig. 2, the
transformation implies that the multiplicative perturba-
tion in disturbance coordinates equals, Ed(s) = UT E(s)U .
As U is orthogonal, σ(Ed) = σ(E) and the same upper
bound as shown in (10) has to be satisfied for all elements
of the diagonal complementary sensitivity function in dis-
turbance coordinates, T d

o (s).

The same coordinate transformation can be performed
with any invertible matrix U , so that K(s) = UKd(s)U

−1.
However, the consequence is that the bound on T d

o (s)
induced by E, can be conservative if the condition num-
ber of U increases as σ(UEU−1) ≤ σ(E)κ(U), where
κ(U) = σ(U)/σ(U) is the condition number. Likewise,
specifications as the peak value of the sensitivity functions
are difficult to carry over to disturbance coordinates if
κ(U) is large.

As the rejection of fixed direction disturbances is studied
in coordinates where the disturbances are decoupled, fre-
quency domain tradeoffs are more transparent. Because
the controller and all closed loop transfer functions in
disturbance coordinates are diagonal, scalar design tech-
niques, such as manual loopshaping see e.g. Steinbuch
[1998], can be facilitated. The resulting controller in con-
trol coordinates, K(s), will in general be non-diagonal as
the input directions of the sensitivity function in control
coordinates So(s) will be aligned to the disturbance direc-
tions (that can be non-canonical). The following example
will show how the proposed method can be used in a
practical design problem.

5. APPLICATION EXAMPLE

As a demonstration of the theory, a model of a high preci-
sion positioning stage is studied. A detailed description of
the plant can be found in van de Wal [2002]. The objective
is to regulate the position of this stage in presence of envi-
ronmental disturbances, e.g. floor vibrations, machine os-
cillations, pumps, etc. As the location of the origin of these
disturbance is fixed, the directions of these disturbances
are fixed. Identification of the direction and the origin of
such disturbances is discussed in Boerlage [2007b]. The
stage has six degrees of freedom, here only the cartesian
axis x, y, z (and interaction in between) are studied. It is a



design requirement that the plant is expressed in these
cartesian coordinates. The Bode magnitude diagram of
the Gyu(s) is shown in Fig. 3. Note that the index of
the frequency axis is removed for commercially sensitive
reasons, frequencies that are discussed in this work are
indicated by numbers. Following the approach in Section
3, the plant to be controlled equals,

G(s) =
1

ms2
I (13)

where m ∈ R
1, Fig. 4. Flexible dynamics Gflex(s), Fig. 4,

limit the achievable bandwidth as the inverse of the max-
imum singular value of E(s) upper bounds the allowable
complementary sensitivity, see Fig. 8. For robustness pur-
poses it is required that σ(So) < 6dB. The rejection
of three harmonics in orthogonal directions is studied.
Each harmonic is described by a scalar model Vdi(s), i =
{1, 2, 3}, representing the harmonic at frequency 1, 2, 3[−]
respectively. The disturbance at the output of the plant
then equals,

do(s) = UVd(s) (14)

where Vd(s) = diag{Vd1(s), Vd2(s), Vd3(s)} and U is a
constant orthogonal matrix,

U =
1

3

[

2 −2 1
1 2 2
2 1 −2

]

(15)

which columns span the directions of the disturbances. In
the next subsections, three design approaches are consid-
ered that are designed to have the same level of rejection
of these disturbances.
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Fig. 3. Bode magnitude diagram of the high precision
positioning stage.

5.1 Multiloop SISO design in control coordinates

This case illustrates how a conventional decentralized
control approach handles rejection of disturbances in a
multivariable system. As the plant is decoupled, a typical
approach is to design a multiloop SISO controller (lead lag,
second order lowpass) and extend each SISO controller
with a collection of inverted notches (bandpass filters)
tuned at the components of the disturbances at the output
of the plant, Fig. 5. As in this approach, the directions
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Fig. 4. Bode magnitude diagram of G and Gflex.
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Fig. 5. Bode magnitude diagram of the diagonal terms
of the multiloop SISO controller (in control coordi-
nates).

of the disturbances are not taken into account explicitly,
the disturbances at each jth output of the plant are then
modeled as,

do,j(s) =
3

∑

i=1

Uj,iVdi(s) (16)

where Uj,i denotes the j, ith element of U . It turns out
to be very difficult to reject these disturbances while at
the same time satisfing the other design requirements,
σ(So) < 6[dB], σ(To) < σ(E)−1. Rejection of the distur-
bances is only possible if either the sensitivity peak in-
creases, or the complementary sensitivity function crosses
the bound induced by the flexible dynamics, Fig. 8. This
typical limitation can be explained as in Fig. 9 it is visible
that the sensitivity function is reduced in directions that
are not relevant for this design case. Hence the sensitivity
function should be large at more frequencies then neces-
sary. This design approach does not result in a satisfactory
solution for this problem.

5.2 Design in disturbance coordinates

A 3×3 MIMO controller is designed in disturbance coordi-
nates, following the approach in Section 4. Each element of
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Fig. 6. Bode magnitude diagram of the controller in control
coordinates, Khinf and K.
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Fig. 7. Bode magnitude diagram of the controller in
disturbance coordinates, Khinf and K.

the (diagonal) controller in disturbance coordinates affects
a single (diagonal) term of Sd

o (s), that has to be small
at frequencies where Vdi(s) is large. A lead lag controller
with second order low pass filter is designed for each loop.
The harmonic disturbance is rejected using a single in-
verted notch (band pass) filter, tuned to a single frequency,
1, 2, 3 [−], for each loop respectively. The bandwidth is
limited by σ(E), Fig. 8, which was shown to be invariant
under orthogonal coordinate transformation. The bode
magnitude diagram of the controller, Kd(s), is depicted
in Fig. 7. The controller in control coordinates equals
UKd(s)UT and is shown in Fig. 6. In Fig. 9 it is visible
that each principal gain is small at only one frequency
of the disturbance. Hence, the sensitivity function is small
only in the directions that are relevant for this disturbance
model.
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Fig. 8. Maximum singular value of complementary sensi-
tivity for H∞design, SISO design and design in dis-
turbance coordinates compared to the bound induced
by E(jω).
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Fig. 9. Principal gains of the output sensitivity function.
Multiloop SISO design (left) and design in distur-
bance coordinates (right).

5.3 H∞design in control coordinates

The objective is to design a 3 × 3 MIMO controller using
H∞-synthesis, that takes into account the directions of
the disturbances. The design is formulated in control
coordinates. Synthesis of the H∞controller is based on the
following mixed sensitivity formulation,

min
stab.Khinf

∥

∥

∥

∥

WsSoV
WksKSoV

∥

∥

∥

∥

∞

. (17)

Herein, Ws(s) and Wks(s) are chosen diagonal, see Fig.
10, see van de Wal [2002] for guidelines. The weight V (s)
models the disturbances at the output of the plant and
equals,

V (s) = UVd(s) (18)

where Vd(s) is the diagonal transfer function matrix
from (14). Note that as V (s) is non-diagonal, the gen-
eralized plant becomes coupled, and there is no reason
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Fig. 10. Weighting filters used in H∞design.

why the resulting H∞controller should be diagonal. The
resulting H∞controller indeed turns out to have large
non-diagonal terms, see Fig. 6. However, if the same
H∞controller is transformed to disturbance coordinates
using, UT Khinf (s)U , it is visible, Fig. 7, that H∞synthesis
comes up with the same solution as our manual design in
disturbance coordinates, at least in the frequency region
of the disturbances. The H∞controller has a different roll
off at higher frequencies. This leads to better roll off of the
singular values of To, but seems to result in slightly larger
cross-terms of the complementary sensitivity function at
these frequencies.

5.4 Discussion

Only the H∞control and the manual control design in
disturbance coordinates are shown to provide feasible so-
lutions to this disturbance rejection problem. This is ex-
plained as these approaches allow the designer to exploit
specific directional properties of disturbances. Hence, the
sensitivity function is reduced only in those directions that
are relevant. A conventional multiloop design approach
was shown to be overly conservative and hence dictates
frequency domain tradeoffs that made it impossible to sat-
isfy the design requirements. For comparison, each SISO
controller in the multiloop approach was designed using
H∞-synthesis (results not shown here). As these designs
still have to face the same frequency domain tradeoffs, no
feasible control design could be obtained.

The spectral radius equals ρ(E(jω)To(ω)) = 0.70 for the
design in disturbances coordinates, achieved at frequency
4[−], see also Fig. 8. And ρ = 0.19,ρ = 3.13 for the
H∞controller and multiloop respectively. This again shows
that the multiloop design is not able to satisfy the design
requirements. The order of the H∞controller is 42. The
SISO design must duplicate notches in each loop and has
order 27. The order of the controller designed in distur-
bance coordinates is 15. Aside from this advantage, the
design in disturbance coordinates is more transparent as a
controller can be designed for each harmonic disturbance
independently. Also, this approach resulted in approxi-
mately the same controller as the H∞design. A possible,
more refined, design strategy is to choose different band-
widths for the controllers in each disturbance direction so
that robustness margins or roll off can be increased in those
directions.

Although the manual design in disturbance coordinates
is only applicable for a limited class of plants, it does
illustrate how rejection of fixed direction disturbances can
be achieved in a transparant way. It is of great practical
value to be able to interpret MIMO controllers that result
from H∞synthesis in this class of problems.

6. CONCLUSIONS

It is discussed and illustrated that rejection of disturbances
in only the relevant directions is important in design
problems with tight specifications. This is motivated by
a scalar integral relation, describing the disturbance re-
sponse per direction. Exploiting the structure of a class
of electromechanical systems, a coordinate transformation
can be applied that allows to transparently, even manu-
ally, design centralized multivariable controllers that reject
disturbances only in the relevant directions. If the same
problem is approached with H∞design, and the resulting
MIMO H∞controller is transformed to the same coordi-
nates, the H∞controller is shown to do exactly the same.
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