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Abstract This paper presents the results of a computer

simulation which, combined a small network of spiking

neurons with linear quadratic regulator (LQR) control to

solve the acrobot swing-up and balance task. To our

knowledge, this task has not been previously solved with

spiking neural networks. Input to the network was drawn

from the state of the acrobot, and output was torque, either

directly applied to the actuated joint, or via the switching

of an LQR controller designed for balance. The neural

network’s weights were tuned using a (l + k)-evolution

strategy without recombination, and neurons’ parameters,

were chosen to roughly approximate biological neurons.

Keywords Spiking neural networks � Acrobot �
LQR � Evolution

1 Introduction

We are studying the applicability of spiking neural net-

works (SNNs) to the control of robots with complex

nonlinear morphologies that lead to unstable states

requiring constant active feedback control. This is difficult

using conventional control due to the effort required in

modeling the robot’s equations of motion and deriving a

robust control scheme on the basis of that model.

Theoretical results of Maass [14] have shown that SNNs

(third generation NNs) are computationally more powerful

than standard sigmoid NNs (second generation NNs) or

networks of threshold units (perceptrons or first generation

NNs) provided certain conditions hold. Such conditions

require a delay-coded input which linearly maps an analog

input signal to the neuron’s fire time. As a first step we

chose not to implement these conditions since they are

biologically less plausible; but they will be considered for

future studies. In the present study we use rate-coded input

which maps an analog input signal to the rate at which the

neuron fires.

Additional motivation to investigate SNNs is that they

are better models to represent the spiking nature of bio-

logical neurons, which are used in the mechanical control

of biological systems. Recently, networks of 10,000

spiking neurons have been used in the large-scale imple-

mentations of the blue brain project [16] to model cortical

columns of the brain. However, spiking neurons not only

occur in the massive networks of the brain but also in

relatively small networks of the peripheral regions of the

nervous system such as reflex networks in the limbs [11],

which can be modeled with small networks in the order of

tens of neurons. It is an open question whether small net-

works of spiking neurons can successfully be employed to

control limb movement and reflexes of unstable robots,

such as for example, bi-ped robots. The aim of the present

paper is to shed light on these questions by applying small

SNNs to the control of an underactuated, simulated robot.

Primary work has been initiated on implementing SNNs

as controllers for robots governed by simple dynamics,

such as two wheeled robot cars, rather than underactuated

unstable robots governed by highly nonlinear dynamics.

Joshi and Maass [10] successfully used a SNN as the

‘‘liquid’’ of a liquid state machine to control a fully actu-

ated two-link robot arm in the horizontal plane. The

controller was created by learning a filter which trans-

formed the state of the network to a control signal for the

robot’s motors, while the neurons and synaptic weights
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remained constant throughout the learning process. Flor-

eano et al. [6] evolved only the structure of a SNN with ten

hidden neurons, while keeping the synaptic weights con-

stant. Even with their greatly simplified model of spiking

neurons, customized to fit the microcontroller on a small

sugar cube sized two-wheeled robot, the robot was able to

successfully navigate an oval track avoiding walls. French

and Damper [7] assembled a SNN out of two network

components, each evolved to achieve the particular subtask

‘‘frequency discrimination’’ of an overall objective to

control a two-wheeled robot to drive towards flashing lights

of distinct frequencies. Their evolution strategy allowed for

networks of arbitrary cardinality, and neurons and synapses

of various models. Federici [5] created a novel algorithm,

which evolved the rules of development of a SNN that was

used to grow the network from a single cell to its final

structure. The technique was applied to a wall-avoidance

task for a two-wheel robot with infrared sensors.

Rather than applying SNNs to stable robotic platforms

such as the ones mentioned previously, we instead apply

them to an unstable robot with highly nonlinear dynamics.

The acrobot [19] is a two-link non-linear underactuated

robotic platform, commonly used as a benchmark for new

artificial intelligence approaches targeted at dynamics

control. A drawing of the acrobot is shown in Fig. 1. Its

motion resembles that of a gymnast swinging on a hori-

zontal bar, the difference being that unlike the gymnast the

acrobot can spin its q2 joint ‘‘hip’’ through complete rev-

olutions. The object of the task is to swing the acrobot from

a hanging-down position to a standing-up position. This is

quite difficult as only the q2 joint is actuated. A more

formal description of the acrobot and the swing-up task is

given in Sect. 2.

One of the first to approach the acrobot swing-up control

problem was Spong [19]. He created two swing-up strate-

gies based on the partial feedback linearization of the

acrobot dynamics, one for each joint. He applied each

strategy with a linear quadratic regulator (LQR) to balance

the acrobot in the standing position, and both strategies

produced a successful swing-up and balance. Boone [3]

used an N-step lookahead search to select the appropriate

torque which first added the required amount of energy to

the acrobot which would allow it to reach its standing-up

position. Once this was achieved, the search objective was

changed to find a trajectory which would get the acrobot

close to the standing-up state. Torque output was only one

of two possible extreme values, either positive or negative

1 Nm, which is known as bang-bang control. Allowing

only two possible output values, and limiting the amount of

switching between these values reduced the search to a

practical size. Yoshimoto et al. [21] successfully applied

reinforcement learning to the task, which switched between

one of five conventional controllers.

The area of acrobot swing-up control is quite advanced

with many other existing successful techniques in addition

to those mentioned previously, including sigmoid NN

function approximation for reinforcement learning [4, 20],

evolving a non-feedback vector of torque values [12], a

fuzzy controller used to increase the acrobot’s energy [13],

output zeroing based on angular momentum and rotation

angle of center-of-mass [17]. Although the primary focus

of this study is the application of SNNs as control models

for complex robotic platforms, it has given some specific

insights into the techniques which may be used to improve

acrobot swing-up solutions.

This paper is organized as follows. Section 2 describes

the acrobot and the swing-up task used in this study. Sec-

tion 3 describes SNNs and the discrete time model that was

used for simulations. Section 4 describes the network

configuration and the LQR controller used in simulations.

Section 5 presents the evolution and simulation setup. A

discussion of the results is given in Sect. 6, with conclu-

sions following in Sect. 7.

2 The acrobot

The acrobot is composed of two links, an inner and outer

link connected together by an actuated hinge joint, with

their relative angle given by q2. The inner link is anchored

with an unactuated hinge joint, and subtends an angle of q1

to the horizontal. The torque applied at the actuated hinge

is given by s2, which is limited to js2j � s2max
: Angular

velocities of joints q1 and q2 are _q1 and _q2: The state of the

acrobot at time t is given by the vector xðtÞ ¼
ðq1ðtÞ q2ðtÞ _q1ðtÞ _q2ðtÞÞT: There are two notable equilibria,

an unstable one at qu ¼ ðp2 0 0 0ÞT; the other stable at

qs ¼ ð� p
2

0 0 0ÞT.

Acrobot Task: Given the initial state x(0) = qs, find a

control strategy which will get the acrobot to the final state

x(T) = qu, and keep it there as t ? ?.
Fig. 1 The acrobot showing directions for gravity, torque and joint

angles
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In this study T = 20 s was chosen, after a series of pilot

experiments which showed this value to induce a favorable

learning rate without excessive computation time. The

acrobot task is considered a difficult control problem

because the acrobot is underactuated and has highly non-

linear dynamics.

The equations of motion governing the dynamics of the

acrobot are presented in [19]. Masses of the links are given

by mi, lengths li, and inertia tensors Ii, where i = 1,2 for the

inner and outer links, respectively. Acceleration due to

gravity is given by g. The parameters used for simulation

are listed in Table 1.

The acrobot is simulated using a fourth-order Runge-

Kutta integrator [18] with a time step of 1 millisecond.

3 Spiking networks

This section gives an introduction to SNNs, including the

models used in our simulations. The word ‘‘spiking’’ will

often be omitted here when mentioning spiking neurons or

networks.

Neurons and synapses in a SNN are arranged as nodes and

edges of a directed graph, respectively. Neurons send and

receive data via the timing of spike events which are sent

across synapses from a source neuron to a destination neu-

ron. Each neuron i contains its own state ui representing the

exponentially decaying membrane potential of biological

neurons. When a spike reaches a neuron then that neuron’s

membrane potential is momentarily raised (or lowered) in

proportion to the postsynaptic potential function �. If the

membrane potential rises above the threshold h then the

neuron fires a spike to its destination neurons, and the neu-

ron’s membrane potential is decreased by g for a refraction

period, thereby preventing more immediate firings.

In biological NNs spikes require a short amount of time to

travel from their source neuron to the destination neurons.

However, in this study, spikes are not subjected to an explicit

synaptic delay. Synapses have a ‘‘weight’’ value wij, which

determines the amount a spike from a source neuron j

increases a destination neuron’s membrane potential ui. It is

these weights which are tuned during learning. In future

studies tunable delays will also be used since they have the

potential to increase the computational power of SNNs [14].

The leaky integrate-and-fire model for neurons [8, 9] is

used in our simulations since it is concise, simple to

implement and fast to simulate. To reduce the number of

parameters that need tuning during learning all of the

neurons are made homogeneous. The precise neuron model

is shown in Eqs. (1)–(4).

uiðtÞ ¼
X

ti2F iðtÞ
gðt � tiÞ þ

X

j

X

tj2F jðtÞ
wij�ðt � tjÞ ð1Þ

F iðtÞ ¼ ti j uiðtiÞ[ h; ti\tf g ð2Þ

gðsÞ ¼ �m exp
�s

sq

� �
ð3Þ

�ðsÞ ¼ exp
�s

sl

� �
� exp

�s

sr

� �
ð4Þ

where F iðtÞ contains all firing times for any neuron i that

occur before time t, and m, sq, sl, sr are constants which

specify the size and shape of the refraction function g and

the postsynaptic potential function �. This neuron model is

approximated in discrete time to simplify implementation

and allow for easy integration with the discrete time sim-

ulation of the acrobot.

We use a discrete-time model governing the dynamics

of a neuron i, given by Eqs. (5)–(8).

viðt þ DtÞ ¼ AviðtÞ þ BuiðtÞ ð5Þ

A ¼
dl 0 0

0 dr 0

0 0 dq

0

@

1

A B ¼
1 0

1 0

0 m

0

@

1

A

uiðtÞ ¼
jiðtÞ
fiðtÞ

� � ð6Þ

fiðtÞ ¼
1; if ð1� 1� 1ÞviðtÞ[ h
0; otherwise

�
ð7Þ

jiðtÞ ¼
X

j

wijfjðtÞ ð8Þ

where dl, dr, dq [ (0, 1), m[ 0, and h C 0. The values

dl = 0.9, dr = 0.8, dq = 0.9, m = 1, and h = 1 are used in

the simulations presented in this study. Also, a time step of

Dt = 1 ms is used, and t is an integer multiple of Dt. These

values were chosen by hand so that the neurons imitate

(quite roughly) dynamics such as firing rates and post-

synaptic potential durations of biological neurons [11].

The values dl, dr and dq can be derived from sl, sr and

sq in Eqs. (3) and (4) with the following relation

da ¼ exp
�Dt

sa

� �
; for a 2 fl; r; qg: ð9Þ

The state of neuron i is given by the time-varying vector

vi ¼ ðv1 v2 v3ÞT; where vi(0) = 0. The value of the inner

product (1 -1 -1) vi in Eq. (7) represents the membrane

potential of neuron i, and h is the threshold. When the

membrane potential rises above the threshold then the

neuron fires by setting fi to 1, and the membrane potential

is consequently reduced by the refraction constant m in the

Table 1 Acrobot parameters, where all units are in SI

m1 m2 l1 l2 I1 I2 g s2max

1 1 1 1 1/12 1/12 9.8 10
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next step. The fi term can be thought of as the spiking

‘‘output’’ of neuron i.

The ji term in Eq. (8) is the ‘‘input’’ to neuron i. The

sum is over all source neurons of neuron i, and wij is the

synaptic weight from neuron j to neuron i. If wij [ 0 then a

spike arriving at a neuron increases the neuron’s membrane

potential (with delayed onset since dl [ dr [ 0). This

represents an excitatory post-synaptic potential and its

practical purpose is to increase the chance of the neuron

firing. If wij \ 0 then an incoming spike reduces the

membrane potential, which represents an inhibitory post-

synaptic potential and decreases the chance of the neuron

firing.

This model is used for the hidden neurons of the net-

work, that is, neurons that are connected only to other

neurons. Sensor and motor neurons used in our simulations

have a slightly different model as they must also receive

input from and send output to the environment.

3.1 Motor and sensor neurons

A hidden neuron can be used to model a motor neuron,

where the motor neuron’s analog output is given by

ð1 � 1 0ÞviðtÞ: ð10Þ

However this is a verbose way to model a motor neuron,

since the dq and m parameters are no longer used because

the neuron is never required to fire spikes.

A sensor neuron can be modeled by replacing A, B and

ui in Eqs. (5) and (6) with As, Bs and usi
respectively

As ¼
0 0 0

0 0 0

0 0 dq

0
@

1
A Bs ¼

1 0

0 0

0 m

0
@

1
A

usi
ðtÞ ¼ jsi

ðtÞ
fiðtÞ

� � ð11Þ

where the analog input to a sensor neuron is set to jsi
;

eliminating equation (8). For brevity the time-varying

analog input to a sensor neuron will be referred to as j. In

simulations the constraint j C 0 is applied. A value of

h = 0 is used for all sensor neurons, since setting h[ 0

results in a dead-zone for inputs Bh. This form of encoding

analog input into spikes is commonly known as rate

encoding, where the firing rate of a sensor neuron is pro-

portional to the input. Another method for encoding is

called delay encoding where the average firing rate remains

constant and the precise time at which the neuron fires is

proportional to the input.

A notable property of modeling sensor neurons this way

is that their output scales either logarithmicaly or linearly,

depending on the magnitude of the input. Assuming a

constant input j to a sensor neuron, the spiking rate of the

neuron can be calculated by finding the time between

spikes. The state of the sensor neuron is initialized as if it

had just spiked, and the time it takes for the v3 component

of the state v to decay to the next spike is calculated using

the equation dq
y(m + j) = j, where y is the number of

milliseconds between spikes. Therefore, the spike rate r

(spikes per millisecond) of a sensor neuron for a constant

input j[ 0 is given by the formula

rðjÞ ¼ 1

logdq

j
mþj

� � ð12Þ

noting that dq [ (0,1) and m[ 0. For large values of j the

approximation r(j) & kj is observed, where the constant

k [ 0, since

lim
j!1

rðmjÞ
rðjÞ ¼ m ð13Þ

and for small values of j the approximation rðjÞ �
1

logdq ðj=mÞ
is observed. This allows a sensor neuron to remain

sensitive to tiny inputs by having a spiking rate that is

inversely proportional to the log of the input, without an

exponential increase in sensitivity between large inputs.

Although these properties are derived for extreme values of

j, in practice we notice logarithmic proportions for j as

large as 0.01, and linear proportions for j as small as 1,

since dq = 0.9 and m = 1 in our simulations. However, this

property of sensor neurons may be disadvantageous

resulting in excessive output given small inputs. Such

overly sensitive control is visible in the results, particularly

during the acrobot’s balance period (after approx.

3,300 ms) in the bottom plot of Fig. 5b.

4 Controller

A combined SNN and LQR [1] controller was used in this

study to solve the acrobot task. A picture of the network

topology is shown in Fig. 2.

The network contains eight sensor neurons, two for each

element xi [ x of the acrobot state. Each element xi is split

into a positive and negative sensor neuron, whose inputs are

j = xi and j = -xi, respectively. Without this treatment

there would be no sensor information to the network about

negative state values. Sensor neurons in Fig. 2 are labeled

with the acrobot state variable which supplies the input to

that neuron, appended with a ‘‘ + ’’ or ‘‘-’’ symbol to

discern between positive and negative input signing.

The network contains two motor neurons. The torque

motor neuron sends its output directly to the torque s2, and

is modeled as mentioned in Sect. 3.1. The LQR controller

is activated when it receives positive input (j[ 0) and

deactivated when it receives negative input (j\ 0). Also,

when the LQR neuron is active the torque motor neuron is
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disabled, and the LQR neuron takes control by setting its

own value for s2.

There are also four hidden neurons which are com-

pletely connected with each other, without loop-back

connections as shown in Fig. 2. They bridge the sensor and

motor neurons and their recursive connections allow for

complex dynamics.

4.1 LQR controller

When the acrobot is near the unstable equilibrium state qu

it can be kept there using a LQR [1]. To create the LQR the

acrobot’s equations of motion are linearized about the state

qu and the control law s2(t) = -Kx(t) is optimized by

minimizing the quadratic cost

J ¼
Z1

0

jjxðtÞ � qujj2 þ s2
2

� �
dt: ð14Þ

The approximate value of the gain matrix becomes K ¼
ð269:522 67:522 98:966 29:047Þ for the parameters

given in Table 1.

The LQR controller is designed for a linearized version

of the acrobot at the standing-up state qu, which is an

approximation of the acrobot accurate to within only a

small margin of qu. The linearization simplifies the acrobot

model by making, within the equations of motion,

replacements such as sin(e) ? e, cos(e) ?1 and e2?0, for

values of e close to 0. This means the LQR controller does

not function as intended for states too far from qu, which

empirically corresponds to a few degrees from the stand-

ing-up state, and so is incapable of swinging-up and

balancing the acrobot on its own from the initial state qs.

5 Evolution

This section covers the evolution strategy (ES) used for

evolving the SNN controller. The SNN’s weights were

evolved using a (l + k)-ES [2] for 100 generations,

with l = 10 and k = 70. To elaborate, there was a popu-

lation of 10 parents producing 70 offsprings each

generation, and the top 10 fittest of the combination of

parents and offspring survived to make up the parents for

the next generation. No recombination was used, and

mutation of the synaptic weights occurred with an evolving

standard deviation strategy parameter for each weight. This

approach was chosen, after a series of pilot experiments, in

order to produce successful swing-up strategies without

excessive computation time.

The fitness of an individual was calculated from the cost

J given by the equation

J ¼
X2�104

t¼0

ðxðtÞ � quÞTQ ðxðtÞ � quÞ ð15Þ

where the matrix Q was tuned by hand and given by

Q ¼

10 0 0 0

0 5 0 0

0 0 1
2

0

0 0 0 1
2

0

BB@

1

CCA ð16Þ

to prioritize q1 over q2 and angles over angular velocities.

Note, the closer the cost is to 0 the fitter the individual

chromosome, and only the relative fitness of individuals in

the population is important rather than the actual value of

their cost.

The fitness for each individual chromosome was deter-

mined by transcribing it to the weights of the network and

q1

q1

q1

q1

qr
q2

q2

q2

q2

1 0 1

32
1

0

2

3

+

+

+

+

Fig. 2 Network topology and synaptic weights. Positive and negative

weights are shown in black and gray lines, respectively. A synapse’s

thickness is shown in proportion to the size of its weight |wij|, where

the thinnest line represents a weight size of 0.2, and the maximum and

minimum weights are 17.4 and -37.7, respectively. The network’s

synaptic connections have been split into two diagrams for clarity.

The diagram on the left shows connections from the sensor to the

hidden neurons, and from the hidden to the motor neurons. The

diagram on the right shows connections between hidden neurons only

Fig. 3 Stroboscopic sequences of each of the fittest individuals from

5 generations of a single evolution. From top to bottom the

generations are 0th, 5th, 11th, 21st and the elite solution at 41st.

Each row represents a separate 20-s simulation with 50 ms between

frames
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running a 20-s simulation (20,000 1-ms steps) of the

acrobot under the control of the network. Although all elite

individuals were able to swing-up and balance the acrobot

within 10 s of simulation (Fig. 4), reducing the simulation

time to 10 s during evolution resulted in a much reduced

success rate. We believe this is due to low-performing

early generations having inadequate time to complete the

swing up and balance, since it was observed that the swing

up and balance would occur much later in the simulation

for those generations.

Since evolution strategies are stochastic, ten evolution

runs were used to show that a successful strategy was not

simply a coincidence of the initial population which was

drawn at random from a normal distribution. After 100

generations, the fittest individual from the population was

chosen as the solution of the learning strategy, and was

given the title elite. Detailed results presented in Sect. 6 are

for one of the ten elites produced from separate evolutions,

where the other nine showed similar performance.

6 Simulation results and discussion

Each of the ten separate evolutions produced a network that

was able to swing-up and balance the acrobot within the

20-second time period. One of the elite networks is shown

in Fig. 2, and the simulation plots for this network are

shown vertically aligned in Fig. 5. Figure 5a and b show

the state of the acrobot as it swings up from time 0 to about

3,500 ms, and then remains balanced from 3,500 ms

onwards.

Figure 3 presents five of the fittest individuals at dif-

ferent generations from an evolution run, and shows that

early generations required more than 10 s to swing up.

The LQR was added since our initial evolutions pro-

duced a SNN controller that was only able to swing-up but

not satisfactorily balance the acrobot in its standing state.

When the LQR was finally introduced, rather than manu-

ally initiating it when the acrobot was close to its standing

state, the network was given the chance to initiate the LQR

at arbitrary times as mentioned in Sect. 4, expecting that it

would only initiate around the standing state. However, as

shown in Fig. 5b, the network used the LQR at states

outside of its region of attraction. In the bottom plot of

Fig. 5b we can see that during the swing-up phase only

extreme values of torque produced by the LQR are

exploited.

Due to the torque artifacts from the motor neuron

induced by overly responsive sensor neurons, the network

is not successful in keeping a steady balance, although it

never loses balance entirely (visible in the bottom plot of

Fig. 5b after about 3,300 ms).

Similarities between solutions of uncorrelated evolu-

tions suggest that we have found solutions in the

neighborhood of the optimal swing-up trajectory given the

parameters governing the acrobot’s dynamics used in this

study. See Fig. 6 for a typically good swing-up strategy,

whose various stages of control were commonly observed

among the elite solutions. An observation-based

Fig. 4 The elite solution from

each of the ten separate

evolution runs, shown for the

first 10 s of simulation

500 1000 1500 2000 2500 3000 3500 4000 4500 5000

0

an
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e
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ad
)

Acrobot State

500 1000 1500 2000 2500 3000 3500 4000 4500 5000
-10
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m
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Actuator Torque

q
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2

LQR
Neuron
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-π/2

-π
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(b)

Fig. 5 Vertically aligned plots which depict the first 5 s of a

20 second simulation of an elite NN. a Stroboscopic sequence of the

acrobot where gray and black lines represent the inner and outer links,

respectively. b The acrobot state and actuation torque, where the

black torque is based on the LQR controller and the gray torque is

based on the motor neuron
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qualitative analysis of each stage of control follows. (a)

One complete revolution of the outer link to inject energy

into the acrobot; (b) slow down the outer link conse-

quently swinging up the inner link; (c) extend outer link

to apply maximum torque via gravity to q1 once it is

extended; (d) keep the outer link extended to maximize

the torque applied to the q1 joint, and then contract the

outer link to reduce slowing of the acrobot as it climbs;

(e) extend the outer link, approaching the standing state

for balance.

In addition to the experiments with spiking neurons we

performed a series of experiments with standard sigmoidal

networks. In our experiments sigmoidal networks were

successful in solving the same task and seemed to perform

at least comparably in terms of success rate. However, such

a direct comparison of the two network types is not

appropriate because spiking neurons required an input

layer which maps analog input to spiking input, and in our

simulations this mapping resulted in different network

architectures.

7 Conclusion

We have shown in this study that a spiking neural network

can be used with an evolutionary strategy to control an

unstable and non-linear robot such as the acrobot. How-

ever, there is obvious room for improvement, such as

eliminating torque artifacts during balance or reducing the

rapid switching between torque extremes during swing-up.

We have also conjectured an optimal swing-up trajec-

tory given the simulation parameters used in this study.

The trajectory presented can be used to devise a detailed

fitness function and perhaps network architecture to bias

learning towards the trajectory.

Acknowledgments Funding for this research has been supplied in

part by the University of Newcastle Research Scholarship (UNRS)

and by The ARC Centre for Complex Dynamic Systems and Control

(CDSC). We would also like to thank Maria Seron for helpful

discussions.

References

1. Anderson, Moore (1971) Linear optimal control. Prentice Hall,

Englewood Cliffs

2. Beyer H-S (2001) The theory of evolution strategies. Springer,

Heidelberg

3. Boone G (1997) Minimum-time control of the acrobot. In: Pro-

ceedings of IEEE international conference on robotics and

automation, vol 4, pp 3281–3287

4. Coulom R (2004) High-accuracy value-function approximation

with neural networks applied to the acrobot. European Sympo-

sium on Artificial Neural Networks

5. Federici D (2005) Evolving developing spiking neural networks.

In: The IEEE congress on evolutionary computation, vol 1, pp

543–550

6. Dario Floreano, Yann Epars, Jean-Christophe Zufferey, Claudio

Mattiussi (2006) Evolution of spiking neural circuits in autono-

mous mobile robots: Research articles. Int J Intell Syst

21(9):1005–1024

7. French RLB, Damper RI (2002) Evolution of a circuit of spiking

neurons for phototaxis in a Braitenberg vehicle. In: ICSAB:

proceedings of the seventh international conference on simulation

of adaptive behavior on From animals to animats. MIT Press,

Cambridge, pp 335–344

8. Gerstner W (2001) Pulsed neural networks, Chap. 1: Spiking

neurons, pp 3–53. In: Maass and Bishop [15]

9. Gerstner W, Werner M.K (2002) Spiking neuron models: single

neurons, populations, plasticity. Formal spiking neuron models,

Chap. 4. Cambridge University Press, Cambridge

10. Joshi P, Maass W (2005) Movement generation with circuits of

spiking neurons. Neural Comput 17(8):1715–1738

11. Kandel ER, Schwartz JH, Jessell TM (2000) Principles of neural

science, 4th edn. McGraw-Hill, New York

12. Kawada K, Fujisawa S, Obika M, Yamamoto T (2005) Creating

swing-up patterns of an acrobot using evolutionary computation.

Proceedings of IEEE international symposium on computational

intelligence in robotics and automation, CIRA 2005, pp 261–266

13. Lai X, She JH, Ohyama Y, Cai Z (1999) Fuzzy control strategy

for acrobots combining model-free andmodel-based control. IEE

Proc Control Theory Appl 146(6):505–510

14. Maass W (1997) Networks of spiking neurons: the third gener-

ation of neural network models. Neural Netw 10(9):1659–1671

15. Maass W, Bishop CM (eds) (2001) Pulsed neural networks. MIT

Press, Cambridge

16. Markram H (2006) The blue brain project. Nat Rev Neurosci

7(2):153–160

17. Nam TK, Fukuhara Y, Mita T, Yamakita M (2002) Swing-up

control and avoiding singular problem of an acrobot system. In:

Proceedings of the 41st SICE annual conference, SICE 2002

18. Press WH, Teukolsky ST, Vetterling WT, Flannery BP (2002)

Numerical recipes in C: the art of scientific computing, Chap.

16.1, 2nd edn. Cambridge University Press, Cambridge,

pp 710–714

19. Spong MW (1995) The swing up control problem for the acrobot.

IEEE Control Syst Magaz 15(1):49–55

20. Xu X, He H (2002) Residual-gradient-based neural reinforcement

learning for the optimal control of an acrobot. In: Proceedings

of the 2002 IEEE international symposium on intelligent control,

pp 758–763

21. Yoshimoto J, Nishimura M, Tokita Y, Ishii S (2005) Acrobot

control by learning the switching of multiple controllers. Artif

Life Robot 9(2):67–71

Fig. 6 Common swing-up trajectory: from the start of the simulation

at a to the moment where balance is initiated at the end of e

Neural Comput & Applic

123


	A small spiking neural network with LQR control �applied to the acrobot
	Abstract
	Introduction
	The acrobot
	Spiking networks
	Motor and sensor neurons

	Controller
	LQR controller

	Evolution
	Simulation results and discussion
	Conclusion
	Acknowledgments
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


