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Summary

This thesis investigatdwee cutting edge issues in empirical finance. The first,
examined n Chapter 2, is an investigation of the hypothesis that macroeconomic
uncertainty is a significant risk factoexplaining deviations from the uncovered interest
parity (UIP) condition (or tiraarying risk premiumjsing data from the G7 countries
To analyze the relationship between the risk premium and macroecdskésniors, we
employ VARGARCH-in-mean modsl The results show thdte currency risk premium
may be due to macroeconomic volatility.

The second issu€lfapter 3xoncerns theausal linkages betweaeanetary and
financial market returns of the N&tember States (NMS) with the euro zone following
the introductiorof the euroTo measure monetary convergence we employ UIP deviations
and stock market integration is proxied by the differential of #asljusked returns of
the NMS countries versusearo zone stock indexVe look fora causal relatiship
between excess currency and excessnséwk&treturnsof the aforementioned countries.
We employGranger causality mean and variance tests to assess this relatidiship.
main finding is that the excess currency return is a significant iledidatgr of the
excess stockarketreturn, with stronger evidence of causality in the variance of the
process.

Finally, the third issughapter 4examines thémevarying cemovements of
equity returns within major sectors, for a number of devedogedeveloping countries
In particular, w ask the questiof the conditional return correlations have increased
excessively by historical standards during the recent financial crisis. \&&yotitiedric
multivariate GARCH modelsh@ main finding ihatcorrelations have increased over the
recent periodbut the levels of canovements are not excessive by historical standards.
There is little difference between thenowvements of financial and nfimancial stocks
across countries, implying thas tthock is largely undiversifiable.
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Chapter 1: Introduction

This PhD thesis contains three essays on various aspects of international finance
and in particulassues of international integration. It analyses three cutting edge issues in
empirical finance. The issues examined include an empirical examinationvafrtgne
risk premium in the UIP condition ancross
analysis of causality between money and stock markets in European emerging markets ar
their integration with the Euro zone markets; and finally an investigation\aryimeg
correlations and risks between global markets and sectors within thetsedovang the
recent credit and liquidity crisis.

All chapters involve empirical analysistla@dmplementation is basedstateof-
theart time series techniques. A common theme running through this thesis is the
modeling of time&arying risks and cetations so the usé members of the (G)ARCH
family features prominently, eumivariatecGARCH (Chapter3), multivariate GARCH in
mean Chapter2) and asymmetric GARCIEHapter4) modelsThe GARCH models
employed inrChaptes 2 and 3 allow us to captihe volatility clustering and fat tails
observedn volatility of asset returisarge (small) changes in prices tend to be followed
by large (small) changes of either sign. Whereas the asymmetric m@Giivsidgte
Jagannathan & Runkle (1993) -GFRCH model developed i@hapte4 accommodates
the possibilities of asymmetries on the dynamic volatility of asset retwolatilitye of
asset returns tends to increase more wit

the 0good newso.



Other tetiniques are adopted to augment the GARCH structures where necessary.
For exampleuwnit root tests are employed to assessrlamgquilibrium conditions in
Chapter 2, while impulse response functions are generated in Chapter 3 to analyze dynam
crossmarlet linkages. Chapter 4 utilizes a Principal Components factorization-of cross
market return correlations to allow us better understand their common driving factors.

The thesis is structured as follows:

Chapter2 focuseson the cornerstone parity conditioior foreign exchange
market efficiencyyncovered Interest REiRy). Prior empirical research in this area
generally reports results unfavorable to UIP and the efficient markets hypothesis (e.g. se
comprehensive surveys of Engel, 1996; Sarno &, #80ar and Sarno 2005 )potential
solutionto the failure of UIP often cited in the literaturéhes consideration of time
varying foreign exchange risk premium (Farh@84). However, the challenge the
researchers face is how to model the currengyreiskum. hie empirical literature has
not yet convincingly identified the risk factors that drive these risk premia and fully solve
the puzzleHKaillie & Bollerslev, 200®arno, Valente & Hyginus, 2008e investigate the
hypothesis that macroeconomicertainty is a significant risk factor in explaining the
deviations from the UIP conditionysing data from the G7 countrieswo
macroeconomic variables are used; inflation and industrial prodectials§Vickens &

Smith, 2001Flavin & Limosani, 200Ko Lenda & 20@).gWeowilizeathe,
Conditional Multifactor Asset Pricing Model. Bivariate 3G¥RCH(1,1) in mean

models are employed as they capture the time variation in the covariance matrices an
additionally permit us to evaluate the effectth@fmacro risk factors on both the
conditional firstand secondorder moments of the excess currency returns. The overall
empirical evidence suggests thatrisk premium observed in foreign exchange markets
may be due partially to volatility stemnfiiagn the macroeconomic risk factors and that

thesd act ors exert both a direct and an ind



Chapter3 focuses on integration and causality in financial manKeghkt of the
recent accessiah the NewMember Stas (NMS)n the European Union (EU) @mheir
potential entry in the to zone, it has become increasingly important to understand the
latest developments in these markets (Pogh@®@hl i h8k & Fo)nThisyne,
chapterevaluates the monetary dindncial integration ¢iie largesgroup of the Central
Eastern European emerging markets, knowfisagrad grougvith the eurozonegfter
the launch of the eurdo assess the progression of the monetary gemeer of these
states with the lo zone,we again focus on the UIP conditi®o.assess th@ocess of
equity market integration of tNeMS with the Ero zone we adopt a new approach that
might capture a different aspect of the stock market integifdignentral point of the
chapter is the caality between monetary and financial market integration, as defined
above Does money market integration lead stock market integration or does the causality
flow in the opposite direction or does it work both ways? To teshusalitypetween
these twomarkets the traditional Granger (1969) causality test is used while to test for
causality in variance a Cheung and Ng (1996) ¢esplsyedOverall, we find limited
evidence of causality irean but strong Granger causality effects in variance foM8e N
The impulse response analysis further supports these filitimgeain finding of this
chapter is thatxcess currency returraisignificant leading indicatortioé excess stock
market returnThis finding is consistent with the findingBratzsber (2002), Baele .
(2004) Kim, Moshirian & Wu (2005)jasten etal. (2008yho argue that the European
monetary union (EMU) is the main driver of the time varying integration process in stock
markets.

Another importanissue examined in this teaslates to banks and Aorancial
correlations and riskShapter focuses on the current global financial crisis, originated in
the US suiprime and associated credit derivative maBtisnermeier2009) Such was

the magnitude of this crisis thtalhas spread across national borders causing an infection
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of financial systems on a gl obalBlaxkaal e a
2009) In this chapter, we examine the tualg/ing ceanovements of equity returns within

major sectorsgcross countries. We ask the queditithe iconditional return correlations
haveincreased over th&st decade. If sare the observembrrelationgluring the recent
financial crisikarge or excessive in a historical context? What are the commsnfactor

drive the variation of these-emvements@sing an asymmetric bivariate GARCH model,

the analysis is conducted for a number of developed and developing cvetaksthe

main finding is thatorrelations have increased over the recent ffeaodin & Solnik,

2001; Ang & Bekaert, 20@2niang Jeon, Li,2007; Kizyst Pierdzioch 200%¥rank &

Hesse 2009 However,the levels of cemovements are not excessive by historical
standardsPrincipal components analysis reveals one common driveseofptmvise
correlations, which may be related to US returns and market li{gedityalso
Brunnermeier, Nagel, & Pedersen, 2@8nnermeier,2009) The importance of
understanding the dynamic nature of the market correlations is crucial. Fronh anrinGes
point of view, a better understanding of how markets move together may result in superior
portfolio construction and hedging strategies, while regulators may mainly be interested in
the actual causes and consequences of spillovers effects ofkbonkin conclusion of

this chapter is that correlations between international financial and non financial sectors
have increased over the period of the recent financial turmoil, however, the current levels

of comovement are not excessive by historeradiatds.

Finally, Gapter 5 presents an overview of the main contributions and results of this
dissertation as well as proposing a number of future avenues of research that have arise

due from this work



Chapter 2 Explaining Deviations from Uncoveredinterest Parity: The

role of macraeconomic variables

2.1 Introduction

The uncovered interest parity condition (UIP, hereafter) is a cornerstone of
international finance and macroeconomic literature. It implies that identical assets traded in
different arrency areas should yield the same returns to an investor when exchange rate
movements are taken into account. If thefrésk arbitrage conditionsold, then the
expected change in the exchange rate should equal the interest rate differential betwee
domestic and foreign securities. Combined with an assumption of risk neutral agents,
thereforearbitrageurshould be indifferent between holding home or foreign adsets.

UIP condition for testing foreign exchange market efficiency can be expredlsegsas f

DS 'E(s« 5 F i 21)

where s, denotes the logarithmic approximdtiofithe spot exchange rate (domestic
price of foreign currency) at timei, and i; are the ominal interest rates on equal
domestic and foreign assets correspondiDgdj, =S5, $ is the expected depreciation
(or appreciation) of the domestic currency over k perEp(iﬁ) is the expectations

operator conditional upon information available at tinamdk denotes the periods to

1 It is assumed thatrices fully reflect information available to all market particihemesare o
transaction costs and the default risks and tax treatments are the same across countries

2 The approximation dn (L+i) ¢ .
1€



maturity of an underlying asset. Intuitively, equaibnstates that differersdeetween
nominal interest rates reflect expected changes in the exchange rate and that these rat
adjust to equalize the return on domestic and foreign markets. Thusntieeespected
home currency returns on foreign deposits in excess of donpetitsddnould be zero.

In general, empirical research conducted on foreign exchange market efficiency
commonly focuses on the relationship between spot and forward exchange rates, known a

covered interest parity (CIP). This relationship can be presciotémies:

fk-5 5 i (22)

where f* denotes the logarithm of the forward rate (e.g. a rate arranged in advance at the
present time, for an exchange of currencies to be delivered at a futurtettieand

f¥- s denotes the forward premium (or forward discount) at maturity of an asset which
is the percentage difference between the tepetrate § ) and the current forward rate

kperiods aheadff). In this setup, the interest rate differential equals the forward

premium. 1 there are no unexploited arbitragefit opportunities and transactions costs
across international financial markets, then arbitrage should guarantee that the interest rat
differential at a certain maturity of two identical assets would adjust to cover the movement
of currencies in the f@ard market and thus would be equal to hergeneral,tadies

find that CIPtends tohold even though there have been some documelaeidtions

which mayreflect nonzero transaction costs, for instance,Fseekel & Levich (1975,

1977) Taylor (198), or the comprehensive surveysTafylor (1995)Taylor & Sarno
(2002)and Sarno (2005samongt others Taylor (1987points outthat the CIP condition

tends tohold on average over a given time pehiodgeverjt does not hold continuously

during the priod More recent studies document that profitable violatiotlsedfIP

conditionexistduring therecent financial crisiBor instanceAkram et al. (2008 2009
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investigate the CIP deviations using tick fdatthree major exchange rate markets

find some economically significant deviations from the CIP condition albeivetiort
Baba etal. (2008, 2009) argue that deviations from CIP are primarily due to high
counterparty/credit risk as welltasthe liquidity risk prevailing the foreigrexchange

swap markets.

A large body of literature has utilized CIP by replacing the interest rate differential,

i -i;, from equation(1) with the forward premiunf,” - s, from equation2) to test

the validiy of the UIP condition. Hence, thegression baseekt of the spot and forward

exchange rates relationship takes the following form:

Dsy =a B {* ) £ 23)

where a is a costant term,b is a slope coefficient arf] is the disturbance term

uncorrelated with information available at timender the hypothesis of rationality and
riskneutrality, ongvould expect that the slope coefficieréquals unity and the constant

term to equal zero. However, the majority of studies based on various theoretical models
and on different econometric techniques as well as data setgoasdtpad taeject the

UIP condition for more freely floating currencies against the US ldgflarticular, they

find thatthe UIP slope estimate is negative, is often statistically insignificant and is closer
to minus than to plus unity (seminal papre Fama, 1984; Hodrick, 1987; Froot &
Thaler, 1990Backus, Foresi, Telmer; 1995, 2@@fensive surveys of this literature are
Lewis, 1995; Engel, 1996 or more recent ones by Sarno & Taylor, 2003; Safline 2005).
negativity of the estimated slopefficent,b, in equation23 ) is known as
di scount biasdéd which means that the for

expected change in the spot rate wromnglg. result implies that the domestic currency
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tendsto appreciate when domestic interest rates exceed therfiesgiot to depreciate
So as to cancel out the interest differential, as the UIP condition postulates.

If we relax the assumption of risk neutrality and we assume that the investors are
risk aversedwe maintain the assumption that the investors are ratiimmathe exchange
rate volatility would cause risk averse investors to require a greater rate of return than the
interest differential in exchange for the risk of possessing foreignycufrerecdenote
the risk premium a§ we have

-i* :k+k f+ (24)

t

wheref, is riskpremium. The intuition behind equati@d) is straightirward. Investors

require a higher compensation than that provided from the interest differential, for bearing
risky investments by means of a risk prenttama (1984) argues tifats very volatile,

it is negatively correlateithwthe expected depreciation of the foreign currency and that
themovement of the risk premium is larger than the expected depreciation of the exchange
rate

Nonetheless, there astudiesthat provide more favorablesults forthe UIP
hypothesis at thghort horizonChaboud & Wright (2005 f i nd t hat oUI P
for 1l ongo6 over very s hoBantsal & Damlguisti(20@0eshowa | s
that the forward bigsrimarilycharacterizes the developed economies and it is much less
likely to occur in lowncome and emerging countries. Flood & Rosé)(affue that the
UIP condition during the 1990s holds better for couritrasre in crisis, where either
the exchange or interest rates display high volatility.

In generalstudiesfind that the UIP condition performs poorly for floating
currencies in the short term, more recent papers suggest that UIP tends to hold for

financial assets of longer maturities. Chinn & Meredith (Z#04)ng horizon data and
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find that UIP is violated whersing financial instruments with relatively short maturities,
notably 12 months or less. For instruments of longer maturities @re.l® year
government bonds) the forward bias does not abeuestimated UIP slope coefficient
displays the corresign (positive) and is closer to one than Zém® authors consider that
the |l ong horizon results are dominated |
inflation) which determineoth exchange rates and interest rates in a manner consistent
with the UIP hypothesis, whereas the short horizon results reveal the perverse relationship
between interest rates and exchange Ad¢esis (2001) and Zhang (2006) report similar
results. Lothian & Wu (2005) go along with this line of research. They artetdoag
time series, spanning two centuries, to test UIP. They find that UIP holds better-over ultra
long periods of time (as opposed to particulaipstibds) where the smsdimple bias
and pes@roblems are eliminatdd.general, empirical evidescgpors the view that at
long horizons the arbitrage conditions exert greater force on international financial markets
and thus, UIP tends to hold.

More recent studies argue tthat potential importance of nonlinearities is the key
to understanding tHerward premium anomaly and to potentially explain why Ul®fails
hold empiricallyNonlinearity may arise in exchange rate data for several reasons, such as
transactions costs, central bank interventions and the existence of limits to speculation (se
Sarno(2005 for a survey). The challenge the researchers face is how to model these
nonlinearitieBaillie & Bollerslev (2000) view thevard premiunanomaly as a statistical
artifact They arguthat the relationship between the gpt¢ and the forard discounis
characterized by significant nonlinearlfilse forward discount is large in absolute value,
then the forward discount is more likely to point in the right direction for the ex post
exchange rate change. However, if the forward disgsosmiall, it is likely to indicate
wrongly the direction for the ex post exchange rate change, perhaps due to high

transactions costs in relation to pb&rgains. It is impliethat the anomaly may occur
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due to a high persistence (or long memory)nivafd premium or to smahmple bias.
On the contrary, Maynard (2003) is less certain that the forward premium anomaly can be
entirely explained by the time series characteristics of the involved variables. After
performing several tests, he finds tliabagh the bias is decreased, the coefficient on the
forward premium remains short ofvtdue of unity. B confers that a statistical method
alone is insufficient in explaining the puf&eno, Valente & Hyginus (2006), Baillie &
Kili¢ (2006), and Sarn(2005)explore the relationship between spot and forward rates
within a smooth transition regression framework. diaay inspiration from the finance
microstructure literature, limits to speculation hypaothfesising on some nonlinear and
asymmetriaspects oftht or war d premi um anomaly oOowitho
Their estimation results reveal signifiemence of nonlinearities in the relationship
between the spond forward exchange rates. Tagyue that the UIP condition doest
hold all the time. When UlP\dations are consideraldyge investors are willg to trade
in this wayforcing the speforward relationship to revert towards the UIP comditio
However, when deviations areall, investors prefer alternative investiogmbrtunities
in which case the forward bias is persistent and statistically significant.

Many attempts have been made in an effort to explain the UIP dedations
equally, foreign exchange excess retartise short runTraditional explanations tife
empirical failure of UIP may be dféess into three main classebeTfirst class contains
models that emphasize the way expectations are formed. For instanas|ldte ses0
probleni, learning, or bubbles occwhen at the time of decisiorakirg, rational

investors expect the occurrence of a future event that fails to happen. Empirical studies

3 The olimits to speculationdéd hypothesis postu
strategy badeon its Sharpe ratio (excess return per unit of risk). The higher Sharpe ratio attracts investors to
the carry trade (for more details see L\29l; Sarno .etl, 2006). Thecarry trade may or may not be
profitable Thecarry trade positionsyieldpasi ve profits when they are 0l ¢
over long period8urnside efal. (2008) claim that payoff to the carry trade repwsitive and statistically
significantBrunnermeier eal.(200§ argue thaturrency crash risk causgdsudden unwinding of carry

trades may discourage speculators from taking on large enough positions to enforce UIP.

4 The oO0Opesod6 effect gets its name from the beh:
strongly expected that the peso ddwe devalued for a nusrbof periods before its actuahd sharp,
devaluatiomi 1976.
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usual ly r epreocbtl etnséit dighexosolye thiaraiard premium bias
and it is furthermore considered a seaatipd statistical phen@non (Lewisl995 gives
a comprehensive view). The second class includes models that rejecheh@atisk
assumption and introduce a time varying risk premium compageifamd 984 Engle,
Lilien & Robins, 19870ur paper draws insights from tbliass of models, whielssume
that the deviations from UIP can be explained from the existence ofvaryimeg risk
premium. Lastly, the third category refers to portialiance models that seek to explain
the excess returns within a meanance optization framework. In these models, the
risk premium depends on the supply of assets denominated in various currencies and the
risk avesion of investors (e.g. Frank&l82;Giovannini & Jorion, 1988tq. In general,
these models perform poorly in @xpihg returns.

Variation in risk is a key issue in finance for understanding movements in asset
prices. Most of the variation in asset returns stems from variaistrpimemigCochrane,
2001) Risk premium rewards Hakerse investors for holdingets that are perceived to
be risky. How to model the risk premium is the challenge. There is a large body of
literature that models and applies risk premia to foreign currency data using a variety of
techniques and data sets. Focusing on pricing riskiethture features two main
approaches. The first approach employs the traditional static Capital Asset Pricing Model
(CAPM) originally proposed by Sharpe (1&6d)Lintner (1965)he model predicts that
the expected excess return on an asset is fwopbto its nondiversifiable (systematic)
risk measured by its covariance with the market porfiodiqgeneral consensus emerging
from the empiricalests of the static CAPM and its extensisnthatthe risk aversion

parameter is too large and instngases is statistically insignificant (e.g. Adler & Pumas

5 For instanceMark (1988) extends the static CAPM to the intertemporal setting, by adjusting the
mockl in a conditional environmehke allows risk and return toryaover timeby specifying the betas as an
ARCHlike process. Using the generalized method of moments (GMM) model, he finds supportive evidence
in favour of the conditional beta measure of-tiamging risk premia. His singkta CAPM model can
explainput only to a small degree, the forward bias anomaly.

2z



1983; Giovannini & Joripd989; Engell992; for a detailed survey see Sarno & Taylor
2002).

The second approach is derived from thecoumtry general equilibrium model of
Lucas (1982). Thaskpremium in this type of model is determined by the conditional
covariance of the excess currency return and the marginal utility of money. Already earliel
attempts to explain the behaviour of foreign exchange risk premia do not have much
empirical swess and report mixed resulgtensive research in this area has been
undertaken byHodrick & Srivastava (1984), Domowitz & Hakkio (19Balljie &
Bollerslev (1990Kaminsky & Peruga (1990), Backus, Gregory & Telmer (1993), Bekaert
(1996), Obstfeld &ogoff (2001)o mention but a fewn general, studies find it difficult
to generate large and volatile risk premia because either the general equilibrium models d
not produce very variable pricing kernel factors or the aggregate consumption data does
not vary adequately over tinhe.order for the risk premia to explain thgest excess
returns in this type of models consumers should be implausibly risk averse (the coefficient
of risk aversion is documented to be very large) or consumption shoutthlype hi
correlated with the exchange rates (S2006).

More recent research proposes some modifications to the baseline consumption
based asset pricing model which allows the marginal utility of consumption to be
responsive to small variations in consiompin order to generate large and volatile
foreign exchange risk prenampbell & Cochrane (1999) propose a consunijasad
explanation that links consumption with asset prices to generate risk premia in the context
of a habit formation modelThey agment the basic power utility function with a-time
varying ref er e mwhidh evlees siowly and nonlivehrly i irespbnse to
consumption change and it is determined by the history of aggregate constimeption.
underlying idea is that in restesary times, bad shocks drive consumption down towards

the habit level, risk aversion increases, stock prices decrease and the expected returt



increase. Thmore riskaverse investors a@ the risker the economic environment is
the higher theewads are thatinvestors demand for bearing particular ridks.model
successfully combines tlev standard deviation of consumption growth with a high
equity premium, high volatility of returns, and a low and smoechteeisiateVerdelhan
(2009) follow Campbell & Cochrane (196@sely irexploingthe UIP puzzle within the
habit framework. He relies on two important assumptions such a&riimg risk
aversion and proyclical interest rates, to show that a domestic investor earns a positive
risk premium in bad times whe&onsumption is low (and very close to the habit level),
risk-aversion is high and interest rates are low. With respect to equity matigss,
Verdelhan (2007) argue that aggregate consumption growth risk explaiagylaigout
severpercent of the variation in expected excess currency returns. They estimate a simple
consumptiorbased asset pricing model, using data on the currency returns of eight
portfolios of shorterm foreigacurrency denominated money market securitiesd sort
according to their interest differential with the U.S. They reach the conclusion that
investors who borrow in US dollars with higher interest rates to finance lending in other
currencies with lower interest rates earn positive excess returns. Tinatytiiglal interest
rate currency portfolio yields, on average, higher returns than the low interest rate currency
portfolio. However, during bad times when domestic consumption growth liggtow,
interest rate currencies tend to depreciate on averag®t(last much as the interest
differential) anadhus, the US investor who holds these currencies earns a positive excess
return, a compensation for bearing this. fiskthe same vein,usting, Roussanov &
Verdelhan (2008) also find that for each portfioég construct, the risk premia are large
and timevarying.

Along with the consumptidmased asset pricing theories, another strand of the
literature attempts to generate quantitatively large and volatile riskEprgeti§1999)

discusses the role ofetlioreign exchange risk premiumwioe-country intertemporal

2/



optimizing general equilibrium models with sticky nominal. gngesrticular, he argues
thatrisk premia arisgue to the covariation of consumption and exchange rates in models
with nominal igidities. This implies that monetary variability (shocks) causes the
correlation between consumption and exchange rates to change. Therefore, the risk premi
are directly linked to the volatility of exchange rates. The combination of multiple costs
rigidities has been launched as a fruitful approach for generating risk premia. One categor
of these models includes ol i mit ecewiirgrti c
to participate irarbitrage only if the benefits exceed the costsentfficcor example,

Alvarez, Atkeson, & Kehoe (2008) develop a general equilibrium monetary model which
generates timaarying risk premium throughdogenous asset market segmentatiey.

assume that exchange rates follow a near random walk protstsimtetdst rate
differentials are largely variable and persistent. When monetary policy changes this i
reflected in the interest rate differentials, which in turn reflect change3Ineyiskplain

the forward bias anomaly. They demonstrate thidiparticipation of agents in financial
markets caaccount for timearying risk premia, which is very important staselard
monetary models with standard utility functempirically fail to produce them.

Uncertainty also plays a crucial role inymracroeconomic models. The
possibility of an impoma link betweeruncertainty (orisk and the macroeconomic
factors has long been understood: the higher the macroeconomic uncertainty, the more
uncertain the payoff o ntheanater thewegsireddaved af a s
compensatiofor the investors. Literature on the different arbitrage pricing theerigs
CAPM of Merton (1973) and tAebitrage Pricing Theory (AP®) Roll & Ross (1980)
have identified several macroeconomic riacidose fluctuations explain changes in
market returnsAccording to CherRoll & Ross(1986)(CRRhereafte; macroeconomic
state variablesuch as unanticipated changes in the term structure, unanticipated changes

in the spread between higimd lowgrade bonds, unanticipateltange in the growth rate



in industrial productigras well as unexpected inflation systematically affect stock market
returng(Chen, 1991; Ferson & Harvey, 1991 report similar redolte)recently;lannery

& Protopapadakis (@R) explore the impact of macroeconomic series announcements (or
0 s ur g)rom eqeitg return volatility. They use a GARCH model to identify among 17
macroeconomic variables that only the money supply (M1 or M2) significantly affects both
the level anche conditional volatility of the aggregate stock returns whilst the two nominal
variables that proxy inflation (CPI and
returns. Kizys & Spencer (2008) focus on the relation between 448 Buity risk

premia and macroeconomic volatilities. Building on stochastic discount factor (SDF)
theory and using a multivariate exponential GARGHean (EGARCHMV) statistical

model, the authors show that i) the macroeconomic volatilities are driven by changes in
inflationary expectations (e.g. the nominattiermg government yield variable is used to
capture the inflationary expectations) and ii) the volatility of inflation, industrial production
growth as well as the equity market volatility all have a sigeffeandn the equity risk
premium.

Studies that focus on the foreign exchange markets find similartoebualse
obtained from the equity markets. Hu (19@8ed ol u c theor@ticainodel using
VAR-GARCH process, provides evidence that thepreskium can be attributed to the
time-varying volatility in industrial production and money si\pikens & Smith (2001)
seek to identify fnacroeconomic uncertainty is an important source of foreign exchange
risk based on 8DF theory They argue thahe SDF can be proxied by observable
macroeconomic variabldhey use a multivariate GARCHmean framework to jointly
estimate the excess returns (relative to thizagsksset) and the macroeconomic factors.
Among four different alternative SDF maed#diey estimate, they find that tiek

premium is best modelled by the traditional CAPM based on the monetary model of the

6 Macr o annosunrcpermesnes 60 ar e based on mar ket p
econometric modelvhich have been conducted by the MMS international, a subsidiary agent of Standard &
Poor 6s.
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exchange rate, however, it does not fully solve the forward premium dflamalg
Limosani (2007) use a multivariate ARGhhaan specification to show that domestic
inflation rate, the debt/GDP ratios, and the expected rate i@cipn of the exchange
ratehelp to explain movements in skHerim interesrate differentialacrossEuropean
countries vigrvis Germany. Indeethey find that macroeconomic variables exert both a
direct and indirect influence on the shemn interest rate differential (or risk premia).
Ilwata & Wu (2006) focus on the sources of volatility of the foreign exchange risk premium.
They believe that m@economic shocke/hich drive output and inflatipmay explain

the currency risk premia. They employwnlinear structural Vector Autoregression (VAR)
model to find that most of the volatility (e.g. more than 80% on average) of the currency
risk premiais due to macroeconomic shocktrana (2009) puts forward a slightly
different question. He investigates whether or not the volatility of macroeconomic factors
(e.g. output, money growth, inflation and interest rate volatility) determine the exchange
rate volatility in the long horizoBy employinga fractionally integrated factor vector
autoregressive @AHVAR) model that accounts for persistencagfeemory) and
structural breakhaacteristics of the variables,finds that there is a significamig term
relationship between macroecoimomand exchange rate volatilityhisT relationship

exhibits strong bidirectional Granger causality (the direction of causality is much stronger
from the macroeconomic volatility to the exchange rittityoand s less stronmp the
converse. He concludes that macroeconomic stability can be of great significance for
decreasing excess exchange rate volatility. In relation to the emergindKroatkets) d a , &
Poghosyan(2009) empirically examine the impactmafcroeconomic factors (e.g.
consumption and inflation) on the foreign exchange risk premia for the new European
member states (e.g. the Czech Republic, Hungary, Poland and Slovakia). Oding the S
theoreical approach and the GARCHnmean framework for their empirical analysis, they

find that most of the variability of the foreign exchange risk premia can be accounted for



by macroeconomic factors. This result implies that investors priceyausksnicased on
the macroeconomic conditions prevailing in emerging countries.

The present paper relatthe presence of a timarying risk premium to
macroeconomic volatility. To accomplish this, we utilize the ConditiondhdfoltAsset
Pricing Mdlel, an extension of the Intertemporal Asset Pricing consuibasied model
(Lucas 1982)\We share the view that the deviations from UIP reflect the presence of
rational, timevarying risk premidn order to get a better insight into how returns are
affected bythe performance of the macroecongmye consider two macroeconomic
factors that have been previously used in the applied finance literature, namely inflation anc
i ndustri al production. To attain pemdirec
we adopt the parsimonious parameterizatiomoitavariate GARCH imean framework
of Flavin& Wickens (2003) and investigate if the-tianging variances and covariances
are priced in the foreign exchange market.

This paper differs from preus studies (e.g. Hu, 1997; Smith & Wickens, 2001;
Tai 200L,LKkoLenda & , B0%girh thes fplowing ways. Firstly, we use the
conditional multifactor asset pricing theoretical model to directly correlate the excess
currency returns in deviations from the UIP condition to macroeconomic factors. This
work offersa first attempt to model the above imkhat context. Secondly, we focus on
both the direcimpact through the conditional mean equatiamd an indirect impagct
through the GRCH inmean effest of the macroeconomic ridlactorson currency risk
premum. A recent study b¥flavin & Limosani (2007) employs the sapezification,
however, they put forward a different research question and use different macroeconomic
factors.

The rest of the papeis organized as follows: Section 2 presents the thadoretic

model of the currency risk premium. Section 3 discusses the econometric methodology
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employed and presents the data. Secti@patts and discusses the empirical results

Section 6 contains some concluding remarks

2.2 Theoretical Model

A weltknown theoretical model in international finance literature used to derive
risk premia in the foreign exchange market iatéréemporal asset pricingropdséd by
Lucas (1982).kua s & mo del a s dwooortisuous mfanitely livihgeagessts a r e
a twocountry world. Both of them have identical preferences over two consumption
goods but display different stochastic endowments of these two goods. There is perfect
substitutability between domestic and foreign goods as well as identical nilgrggnal ut
with respect to these goodZcurities markets amdso considered to be perfectly
competitive and complete and consequently there is a complete pooling of risk. Output is
exogenous. Each agent is endowed with one unit of perfectly divisilte e te
beginning of timet=0. Each agent is able to determine his/her consumption and
portfolio decisions optimally. In this classic model, the intertemporal choice problem of the

agent is how to maximize the present discountes ofalitility function:
e.:
U=k g u(c.) (25)
=0

whereU, defines the present discounted value of utdity,E ( ﬂlt) is the mathematical
expectations opeaa conditional upon the full information sket, available at timie=0,

which implies that investors are assumed to be ratiorepresents utilityg,,, defines
the level of consumption at time1l, andO<g < is thecommondiscount factor. We

also assume that the utility function fulfills all the required properties, such as strict
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concavity (implying risk aversion), teeparability, and is continuously differentiable. In
such a setting, equatidh5] implies that an investor is maximizing his utility function
obtained from the present discounted value of current and future levels of expected utility,

subject to a setfdudgetconstraints These constraints from periodto t+1 are:

w,, =R(w +y ¢€), wherew, defines the real wealtj, defines income gained from
labour, andy, - g defines the savings from the labour income and Rstignotesone

plus the reahterestrate ofasseteturrs Thi s i mpl i es that the <ch
wealth from period to the next period +1 depends upon the rate of savings and the rate
of interest. In equilibrium, the fimtder (or Euler) condition of equatidbj subject to

the above budget consttsiis of the following form:

u'(e) =gE[u (¢) RI] (26)

whereu'(f) denotes the marginal utility of consumption. Equaiéh rfepresents the
condition of welfare maximization and states that in a position of equilibrium when prices
are st the marginal utilitfrom the current consumptian time t should equal the
marginal utility of the future consumption in petied discounted by the real rate of

return.If we rearrange equatio.§) we get

_ - &u'(Gy)R
1= e———— | I 27

Suppose now that the domestic investor takes an uncovered investmesigim a for

exchangenarket The domestic investor facesk through his holdisgf foreign assets.

Assume thaR in (2.7) ighereal returrfrom taking aruncovered position in the foreign

currency denominatedecurity that matures operiod aheadlt is implied that
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R=i{ {p. B) (s$; § where p_is the domestic currency price of the

consumption goodat timet; i

. Is the nominal interest rate denominated in foreign

currency at time; ands, is the spot exchange rated s,, - s is the exchange rate

depreciation over the holding periddus equation (2.7) becomes

1=9E[el:(—?+1))(1 DSy 28)

If we assume perfect substihitiy between the domestic and foreign goods and
identical marginal utilities in relation to the domestic and foreign gsodsaraEuler

equation to equatio8) shouldholdfor the nominally riskee interest rate denominated

in domestic currenciy, one period ahead tdt

gEeu()( )|Q+1H (29)

Subtracting equatio®&) from equatior2(), we obtain:

Eéq“ ) B aé1+l)$” a+) 8 ge

( ) n+1(} u
EEM. sl O (2.10)
7 If an investor chooses an alternative investment strategy, say for example, he takes a coverec
position in the foreign market, then equation 28)( changes into

1=9gE ¢&— ' (Gay) (1 -Ift)i & | | , where the forward raté,, has been substied fors,,, .
gu' (q) Ra §
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u.(ct+1) L

wherem,,= g 0 <) n
+1

Is theintertemporal marginal rate of substitution(IMRS)

of domestic currency (or stochastic discount factor), apd= (1 +) Sa . (1 i)is
’ S

the excess currency returngrom foreign market speculation for currefg¢yor equally,
deviations from UIP for currengy. To empirically implement equati@iQ) weshould
expand it furtherExploiting the statistical property that the expectation of a product
equals the covariance plus the product of expectations

(e.9. EgM.. i 4ll, gCov g, r .l +E mll]* Er, J& 6, we can re
stateequationZ.10) in terms of the expected profit from foreign speculation, which in this

regard is the risk premium:

COng,m’ - ”hl It E
E[[m+1 | It]

Egwll & (211)

WhereCO\,(‘lﬂlt) is the conditional caviance. Equatio2.{1) states that the conditionally

expected excess return is proportional to the conditional covaridié¥Socand of the
returnsfrom foreign exchange speculation. Note that the IMRS is expected to be always
positive. More preciselgquation Z11) implies that a rislverse investor will earn a
positive risk premium if the return of an asset is negatively correlated with the IMRS. A
negative correlation means that the return of an asset is likely to be higher than expectet
when the rarginal utility in the next period 1, (relative to the current perioylis lower
than expected.

As mentioned above, various empirical attempts in the financial literature at

estimating time varying risk premiagradels, building on the consumptimased asset

8 We apply the following statistical property:

Cov(xd= Hx3 - E X E)z UE yz =&@( Xz ¢B**x(E
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pricing model, perform poorly. Trying to avoid the empirical implications of the
consumptiorbased asset pricing model, as given by equafidp fesearchers were
confronted with the problem of how to wmstly specify the form of the unobservable

componentm,, (see for instance McCurdy & Morgan, 1991; Ferson, 1995; Campbell,

2000; Cochrane, 2001; Smith & Wickens, 2001; and Tai, 2000, 2004). In thisrpaper, we
statethe consumptiohased asset pricing relationship in equaftdi)(in terms of a
conditional multi-factor asset pricing model, an extension of the intertemporal asset
pricing modelwhich capturs the time varying risk premium and giuether empirical

*

context to equatio 2.11). We assume thaf and r,, at timet, have the following

factor representations:

m=c4 b F, 4 (212)
k=1
and
. K
rn=a 89 qF, +e =1L éN, (2.13)
k=1

whereadefore r;t denote the excess currency returns, i.e. return on foreign asset minus
return on domestic for asgeait timet; F, indicates the common risk factavih
k=12... at timet; g, indicates the loading on factors for assgt is an innovation

term; ande, is the idiosyncratierror term. It is assumed that conditionally on the

information set at timé-1, u, and e, have conditional expectations of zero i.e.
E[q | It-l] =Ege, |, g and that they are conditidgabrthogonal to the risk factor

ie. E[uR,|1..]=Ege,FR. |l 1 @C Asnoted by Elder (2002) the statistical properties of



the common risk factors arg_,(F,) =0, CO\{_l(th, Fkt) =s,(H forj ,k and
Var_,(F,)=s2.

If we substitte equatiorf2.12) to equatio(R.11)at timet, we obtain:

oot - ml.,)
o 1 i :
S8 e ]
COV%jt " % bk Fk,t E g
— C Ck=1 - -
E[m L.,

K

A B com R g
klEt[Mlltl] Jt’kttl

K
=8 /s Covr, , Rl ) (2.13

k=1

where /, ., is defined as thime-varying price of factor riskquation 2.13 describes

the equilibrium condition that relates the-pskmia tothe macroeconomic risk factors.
Equation 2.13 is a generabnditionalmulti-factor assetpricing mode| an extension of

the ntertemporabssetpricing consumpticbhased model (Lucas 1982). i&fgad this
conditioral multifactor representatiors an alternative approach with a broader capability
to adequately capture the tivaeying correlations of macroeconomic factors with the
currency risk premia and to give empirical context to thesaigiegriskpremia.lt
becomes imperative, therefore, to investigate these interactions.

The present study assumes that the only macroeconomic factors affecting excess
currency returns are inflation and industrial produclioa.choice of these factdss
basé on existing literaturElavin & Limosanf2007)suggest that the volatility prevailing
in an economic environmec&n potentially be transmittedresurns onfinancial debt

instruments (e.g. government bonds) affecting in this way the risk premuassgta
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Recent studies have documented itiftion and industrial productiomeasured at
monthly horizonsexhibit conditional heteroscedasti¢#tge for exampl&rier, Henry,
Olekalns& Shields, 2004ndShields, Olekalns, HeryBrooks, 2005; Kys & Spencer;
2008 amorg others). Based on this evidence,investigate ifour macroeconomic
variablegancapture thevolatile macroeconomic conditions that potentially can influence
an assetds risk premium

A number of studies have looked for a lietaleen macroeconomic varigtdesl
asset return&or instance, Shiller & Beltratti (1992) investigate whether or not the rate of
inflation, through its effect on the interest rates, impacts stassturns. They report
a marginally significantly atge link between the mean of excess stock returns and
inflation in the US anithe UK. More recently,rBith, Sorensen & Wickens (20&xplore
the linkage betwedhe equity risk premium and macroeconomic volatilittegdBon the
SDF approach and d@8GARCH with asymmetric BEKKhe authors identify potential
asymmetries in the volatility of equity returns, inflation, industrial production growth rate
and money growth rate. They argue that the inflation rislupresnpriced by investors.
Some other reaechers focus on the dynamic relationship between the foreign exchange
rates and stock market returns. Pan, Fok & Liu (2007) find a robust Granger causal
relationship from the exchange rates to stock markets for most of the seven East Asian
countries thetested (the inverse causal relation holds for fewer countries). They argue that
some important factors (e.g. different exchange rate regimes, tradethelsize,of
stock marketor capital controls) can affect the relationship between the exchange rate
and equity market®ther studies use a multivariate cointegration analysis in order to check

for possible longerm dynamic relationships between macroeconomic variables and equity

9 Friedman (197%7n his Nobel lecturargues thatigh levels of inflation increase macroeconomic
uncertainty by distorting relative @isgnals, causing an inefficient allocation of resources, and thus lower
the growth rate of output. More recently, researchers have tried to empirically impténimitvaen the

rate or/and variability of inflation and output grovigbr instanceGrier & Perry (2000), Apergis (2004),
Grier, Henry & Shields (2004) and Fountas, Karanasos & Kim g&@8jt results which document that
inflation uncertainty exerts a significantly negatively effect on output &pwtntrast, Clark (1997)
reports thaheither average inflation nor inflation volatility have a significant effect on output growth.
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markets. Humpe & Macmillan (2007) report that inflation and theelonoterest rates

are negatively cointegrated with the US stock prices whereas the money supply is negative
cointegrated with the Japanese stock prices. Industrial production is positively cointegratec
with both of the equity markets. Hasan & Javed (Rd®) solely on the Pakistani equity
market and find evidence of cointegration and causality (unidirectional) from monetary
variables (e.g. money growth, interest rates, exchange rates, and inflation) to this marke
Conducting also a variance decompaosiainalysis, they reach the conclusion that
monetary variables constitute a considerable source of volatility for the staekimeturn
short, there is adequateidence in the financial literattinat supports the view that
macroeconomic variables agaisicant risk factors in determining market movements and

returns. The next section deals with econometric analysis

23 Econometric Model & Data

2.31 Econometric model

We relate ounbservable macroeconomic variables with the excess return observed
in the foreign exchange marketeTdynamic pattern of a changing risk premium over

time, applied fok=2 common risk factors (see equafdf has the following form:

K
= @ lkerNjee T€ with e |1, ~N(OH,) 2.19
k=1

whereh;,, :CO\/(rjt .l L_l) is theconditional (co)variance matrix of excess return with

the macroeconomic risk factorfge considerthat this modding approachs appropriate
for the following reasons. Firstly, as stated above, both CAPM and APT madels hav

documented a positive linkage between asset risk and return where asset risk is measur
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by the conditional covariance of returns with the market or the conditional variance of
returns. ARCH and generalized ARCH md@ARCH)are purposely designed todual

the conditional variances of returns and furthermore, they provide more efficient
estimators since they allow risbédime varying. Secondly, as is well documented in the
empirical literature, volatility clustering is observed in asset retesisLaege (small)
changes in returns tend to be followed by other large (small) changes. An immediate
consequence of volatility clustering is that volatility shocks today will affect the expectation
of volatilityin periods ahea@herefore GARCH modelsra specially desigpito capture

this property. Thirdly, given the computational difficulties in estimating large systems of
asset returns and convergence problems, the choiparsinaoniouparameterization of

a multivariate GARCH framework is vitdieTpresent study adopts freeameterization

of Flavin& Wickens (1998, 2003). This specification reduces the number of parameters to
be estimated, it guarantees that thevangng (co)variance matrices are symmetric and
positive definité and most impantly, it contemporaneously decomposes the conditional
seconebrder moments into the sum of lelegm and shotterm elements. Receiving an
estimate of both the longnd shortterm dynamics allows us to assess i) if thetshort
dynamics are importaand ii) which parameters play a-rkéy in determining the
departures from the lostigrm valueFinally, the main feature of GARCHmirean models

is that theconditional mean equati@®a function of the conditional (co)variance of the
process, allowinfor interactions between expected returns and volatility while the risk
premium is changing over time. This directly relates the uncertainty in returns (and so the
risk premiunrequired by investors) witllacroeconomic volatilitiyor the purpose of our
analysis, we estimate the following multivariate GARCH {i&anmmodel with a VAR

systemaugmented with the GARCH effects

10 Flavin& Wickens (1998, 2003) formulation is consistent with the covariance stationary originally
proposed by Engle & Kroner (1995)
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Z=0 *F. H ¢ (2.19
& | l., ~N (O,Ht )

H=CiC +A(g, 8 ICQA KXH, iCQE (2.19

The variables in the mean equatibhy are defined as foIIovvzﬁ::(rjt, Fkt)i IS a
23 2 vector of the excess currency returns or deviations from UIP at, timih r,
representing the excess return of an gssettimet, and F,, with k=2 denoting the
two macroeconomicariables, nameigflation and industrial productiog, is a 23 2
vector of constantsy, is a 23 2 vector of estimated coefficients that capture the
persistencef the macroeconomic variables in the conditional rge#@an 23 1 vector
of estimated coefficients whiclpteaes the effects of the conditional (co)varjamcen
the mean equation angl is a 13 2 vector of error terms. The errors are normally

distributed with zero mean and a twaging conditional covariance matrk,. H, is

modelled as a GARCH(1,1) process in equaidf§ (vhereC is a 23 2 symmetric
matrix of constants or the unciitional (long term) matri and B are 23 2 symmetric
coefficient matriceshich capturethe short term dynamics, with capturing the effects

of shockqlaggedquared residuals) on current volatility Brahpturing the effects of the
past pvelatilityoomh &wrent volatilityEquation (2.1§ specifiesthe conditional
volatility of excess currency returHs, as a function ats long run value$agged error
terms, and lagged variagogariance terms and provides an estimate of both the
unconditional (lorgerm) and the conditional (shtetm) covariance matrices. If the

conditional second momemicesss covariance stationary, timeatrix C can be written
as follows Vec(Q =31 -( A 5@1 (-B & i0 Vét K) where H, is the
(; -

unconditional covariance matrix of the residuals. The number of parameters to be
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estimated irthe conditional second moment process are reduced and based on the
formula:n3 gn(n 4)/2 .

Using the assumption of conditional normality, we could estimagel§gby
maximum likelihood. For sample size T, thdikelihood function is the suof the

conditional lodikelihood for each observation:

nL@= -2 p 28 InfH. O & .(diHg)" @) (217

The vectorg contains the unknown parameters of the model &ndis the
number of variableg\s violaions of the normality assumption are often observed in
financial time series, we use the guagimum likelihood (QML) approach, proposed by
Bollerslev& Wooldridge (1992). The main advantage of this approach is that under fairly
weak conditions, the QMastimator is consistent even when the conditional distribution
of the residuals is not normal and it allows us to make statistical inferences based on robus
Wald statistics. Nelmear optimization is performed using the Broyden, Fletcher,

Goldfarb and Simno (BFGS) algorithm

23.2 Data

We collect data from the-Gcountries. This set of wealthy nations is characterized
by open and wetleveloped financial systems thereby reducing the effect of financial
frictions in the analysis. Furthermore, thesenco r i es ar e unli kely
problemsé and political risk. Using the
monthly data on spot exchange rates, -shont Treasurills, Consumer Price and
Industrial Production Indexes. In particulag fecus on the enof-month dollar
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exchange rates of the Canadian Dollar (CAD), French Frank (FRF), German Mark (DEM),
Italian Lire (ITL), Japanese Yen (JP¥) anthemritish Pound (GBP). The annualized

excess currency return (or deviations from UlRarimal risk premium) is generated by
gl+(if /100)) {In(s., /3)) *12 9(1 ({/109) wheres,, is the natural logarithm of

the spot exchange rate at titel expressed as the domestic price of one unit of foreign

currency;i; is the annualized sheerm Treasurill rate ofthe foreigncountry known

at timet, and i, is the US annualized shtetm Treasurill rate known at time. For

the United Kingdom the Eurodollar deposit rate is taken. For the purpose of this study, we
consider two macroeconomic factors as the main determinants of the foreign exchange
risk. To calculate inflation wavetaken e a ¢ h ¢ ananualized ygwitls rate of the
seasonally adjusted consumer price iadex subtracted it from the equivalent US
annualized growth rate of the seasonally adjusted consumer pricdnohdsxal
production is a popular measure of the overall economic activity (seenfoe@rier,

Henry & Shields, 2004; Don Bredin & Fountas)20@@ustrial production is calculated in

a similar manner as inflation above, by taking the difference of the US and atbef the
countries of our sample, using the analogous industdatfioo seasonal adjusted time
series. Monthly data is used because of the unavailability of higher frequency data (e.(
weekly) of these macroeconontimeseries. All the data h&gen obtained from
International Financial Statistics (IFS) of the Irtierrad Monetary Fund and cowére

period from 1977:07 through 2007:01. Hansen & Hodrick (1983) argue that the flexible
exchange rate system was formally ratified in January 1976 according to the IMF Articles o
Agreement and any source of uncertaintgernimg the operation of flexible exchange
rates is eliminated. Combined with the fact that the data for Italy starts from 1977 onwards,
we decided to choose this starting date for our analysis. However, the availability of data it
not necessarily the safaeall countries. For example, the data for the FretdhsEries

ends at 2004:10.
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[Insert Table 2.1 about here]

Table2.1 showsbasic statistics and diagnostic tests carried out on treetiese
Panel Adisplaygshe summary statistics for theessccurrency returns series for the G
countries. ltaly shows the highest positive mean rethiieslapan displays the lowest.
This finding implies thatom the perspective of a US investor,average, investing in
Japan is less profitable than itingsn Italy, France or Canaéar standard deviation, all
countries display approximately the same values, with the highest displayed in Japan ar
the lowest in Canad@anel A also reports skewness, excess kurtosis, andBdeagast
statistics. Allhe excess returns exhibit significant excess kurtosis at 10% level, illustrating
that the hypothesis of normality in returns is rejected in all dasekrquBera test
statisticyerifies this finding?anel B of Tablg.1l displays the summary stassfor the
growth of inflation (in relation to the U.S) series. On average, the highest mean is observec
in Italy. However, Canada, Germany and Japan display negative means. This finding
suggests that these countries have a lower inflation growth neltgion to the US
inflation growth rate. Concerning the standard deviations, the UK displays the highest. All
the other countries follow closely. Skewness, kurtosiargueBera tests also reject the
normality hypothesis at 1% levéhally, Panel ©f Table21 displays the summary
statistics for the growth rate of industrial production (in relation to the U.S) series for the
aforementioned group of countries. All the series display on average negative mean growitl
rates of industrial production relatto the US growth rates. This finding suggests that the
economic activity of these countries is lower in relation to the US. Germany displays the
highest standard deviation. The kurtosis JardueBera tests significantly reject the

normality hypothesiat 1% level
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2.4 Discussion of Results

241 Unit Root Tests

We begin our analysis by performing unit root #steethod employed extensively
in the literature to infer whether data is stationary or not is the augmented version of the
DickeyFuller (ADF)" test.Following the literature, all data series are in natural logarithms.
Consistent with the presence of lomg UIP, we decisively reject the null hypothesis of a
unit root for all countries. Also ti&lation differential and industrial productgrowth
differentialare stationary. This makes sense from an economic point of gienedvith
unit roots, an impact of a shock, which may hasedaeised from policy interventions
for example, ipermanentin the opposite cader stationaryeres the impact of a shock
has only a temporary effect and die®wert time Hence, all our data series are stationary.

We can further use these results to garner more information regarding the speed of

mean reversion or persistence of the variabldsdye Is paticular, we calculate the half
life of a shockThe haHlive is defined as the time needed for the shock to move halfway

back towards its meaaluefollowing a deviation from it. We assume that the deviation of

the excess currency returp, from its longrun value,t;, follows anAR(l) process:

1 A standard autoregsase model AR(l)) is X, =)y X_; *+€, whereX is the variable under
investigationy is the parameter coefficient agdis a white noise innoiat. The regression model can
be restated asDX, =(y ]:) X.. €& ¥, , whereD is the first difference operator (i.e.
DX, =X, X_;)andg = y -lis the parameter coefficient of the variablexamine. This procedure
can easily be generalized to the testing of a single unit roé\ﬁ?(mb process wherq is the number of
extra lags added in the model. The inclusion of the additional lag¥(e.g.., DX, 4) Is necessary in

order to make the error terg,, asymptotically a white noise process, which is crucial for the distributional
results to be valid. Hence, the general form of the ADF test has theindollfm:

DX, =m €K _, ékiq:l X D |, wheremis a constant term, arfd is the parameter coefficient.
q_
se(q)

is Hy:q =0 implies no longerm equilibrium for the variabl¥, (unit root) against the alternative

The ADF test examines the paramétdyased on its regressibF ratio.The null hypothesis, that

H0:|q|b O (stationarity).The number of augmtimg lags is determined by minimizing the Akaike
information criterion
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r’ - b, ry) u, whereu, againisthe white noise. Thet’ is thepercentage

deviation from equilibriuntalculated a$’=1/2 Y J= log2/log , whereJ is the

speed of adjustment halfway back to UIP equilibrium. Results are displayed.ih Table 2

[Insert Table 2.2 about here]

Theresultsn Table 2.3uggest that the hdife of the shock varies from a low, of
approximately two months in the case of Canada, to a high of just over 4 months in the
case of Italy. Tanner (1998) also finds that half of the UIP deviation dies outaat two
three monthsfor both advanced and developing countries. This raises a number of points.
Firstly, there is a certain amount of persistence in the shock and therefore this needs to be
explained. Secondly, financial markets are characterized by lowerrsistakcghan
goods markets, as the Hifdf reported in tests of purchasing power pa(@PP)is
usually about thrae-five years (Rogoff, 1986)Other studies report similar results.
Frankel & Rose (1996) construct a broad panel of 150 courtdrfeslahat on average
the hallife of a shock is fouyears. More recent studies find evidence of considerably
shorter haHives. For instance, Chortareas & Kapetanios (2004) develop an alternative
measurement of hdifes for real exchange rates dvsthat the speed of adjustment to
PPP is less than two years at Heshian & Taylor (2008) find that the Hibé of
deviations from PPP over two centuries for the ekialing real exchange rate is reduced
to twoandahalf years, when nonlinedynamics of adjustments towards PPP are
accounted for. Norman (20@9%oargues that the mean reversion of real exchange rates is

nonlinear and this can potentially solve the PPP puzzle.

12 The purchasing power parity (PPP) postulates that nominal exchange rates should adjust to equate
the price of goods and services across countries. However, this conditionaggpdys ingpractice. Usually,

PPP is perceived as a validdamgcondition (in determining the exchange rate in thedopdhe general
consensus emerging from the empitests of PPP is that it doesothold for major exchange rates
continuou@ge Sarnp2005 for a survey).

13 Rogoff, (1996) initially proposed P puzzighich states the difficulty of reconciling very high
shortterm volatility of real exchange rates with very slow rates of mean reversion.
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In summationin terms of relative efficienttye speed of adjuseémitowardsUIP is
much faster in financial markets, ranging from aboutdvemaximum of foumonths,
compared t@ much slower speeticonvergence towards PPP in goods markets. This result
iIs somewhat expected, if we consider dbatmodity prices arrelatively sticky whilst
exchange rates are much more volbtideeoverthe changes in exchange rateshey
adjust to the arrival of new informatae more effectivend faster than that of commodity

prices.

2.4.2 Stability Tests
We are now retomng to the shostun properties, as UIP is shown to be consistent
in longrun. To assess the stabilifyoor parameter estimates, we perftrelHansen
(1992) stability test. Its main advantage is that it does not require selecting potential
structural beak point$. However, the test assumes that the variables are stationary
(Hansen, 1992YVe test each equation of the followigariatesystem for parameter

stability:

rt* =b, 'b12rt*-1 B . Ut (2.18)
Fo =by "bzziil ByFi 1 UT (2.19)

recall thatr, stands for the egss currency returns,, with k =2denotes thewo

macroeconomic risk factorinflation differential and industrial production growth

14 We find no evidence of structupetaks within the sample for all seriesp®¥ferm twostructural

breakpoint tests: the Andre@sandt and the AndreRloberger test&ee for example Andrews (1993),
Andrews & Ploberger (1994) for a nice discussion on these testg)yalits using&lnsends (19
approximations. Under the null hypothesdisno-structural break against the alternative oftiome

unknown breakthe AndrewsPloberger test fits each equation individually in eadarspe and tests

whether the estimated equationsedifignificantly from each other. Any significant difference points out

that there is a structural change in the relationship.
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differentialsee section 2), andagainderotes tle disturbance ternthe Hansen stability
test rejects the null hypothesik stable estimate$ the individualt-statistics are
signficant. Results of the stability test for the excess currency retutiewitfation

differertial are displayed in Tal#a.

[Insert Table 2.3about here]

Our resultsn Table 2.3uggesthat the majority of thearaneter estimates in
equations (2.18) and (2.48) stabléover the samplélowever most of the evidence of
instability is foundh the variance parametensplying that &SARCH modeling of the
conditional second order momeiots our seriesvould beappropriate We next test
equation Z.19) for parameter staity after replacing the inflation differential wtitle

industrial prduction growth differential variabiResults are reported in Tahi

[Insert Table 2.4about here]

Interestingly, we observe the same pattern. The results i8.Zsibigest that the
vast majority of the coefficienis (2.18) and (2.1%re stableover the sample.
Furthermoreye also findtrong evidence of instabilitytire variance parametet$ence,
the overalfindings add further support the adoption of the GARCH #mean model,
implying that the conditiohseconebrder momentsxhibit tme variation.

Since there is no unanimity in the literature about the optimal stability test, we
supportthe Hansen (1992) test by tBeeuschGodfrey test (oLagrange Multiplier test;
LM hereafter)suggested by Breusch (1978) and Godfrey (f®7A&ging the ARCH

behaviour in the residuals. Thpegpose a test where the null hypothesis ARGH

15 Even though a few parameters are unstable individually, they appear to be stable jointly over time.
The joint tests are naported.
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errors is testedgainsthe alternative of higher order serial correlation, which can be given

in either autoregressive or moving average form. For thes@uwp our analysis, we
regress the squared residuals on a constant and to up six lagged values of the squars
residuals. Tabl2.5reports the results. Thevplues from the LM test are displayed in

parenthesis.

[Insert Table 2.5about here]

Overall, wefind strong evidence of ARCH effects in our data. Tabldearly
demonstrates that the null hypothesis eAREH effects in the lagged squared residuals
up to order six is strongly rejected at 1% significance level, in all series and across al
counties.Therefore, we can conclude that the ARCH parameters are correctly specified
and thus the conditional error variance is best modeled as an ARCH process. Having teste
for unit roots and stability, we can now proceed further. The next section diseusses

onefactor modefor currency risk premium

25 One-factor models

Ideally, we would like to allow a number of macroeconomic factors to
simultaneously influence the excess currency return but we are limited by the
dimensionality problem inherent in B@H(1,1)in-mean models. Therefore, we initially
allow the macexonomicvariables to exert their impact one by one. In the subsections
4.3.1 and 4.3.2 we preskivariate VARGARCH(1,1) inmean specifications that jointly
model the excess currency retumth each of the macroeconomic risk factors. We first
discuss briefly the results obtained in the conditional mean egndtaiter weahift our

attention to theconditional secondrder moments of the excess currency retiifres
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implementation of th@ ARCH in mean model proved to be quite difficult due to unstable
estimates and convergence issheh we discuss later. Therefore, we present results only
for those countries where we are happy that we have found a global optimum and stable

parameter émates.

2.51 Time-varying risk premium and inflation differential

In this subsection, we consider the influence of the inflation differential (in relation
to the US) on the excess currency returns, using a bivaria@ARERI(1,1) iAmean
setting. Thestimated parameters for the mean equation are displayed 2nGTlaldach

case, associated robugalues are reported in parentheses.

[Insert Table 2.6about here]

The results as set out in TaBl& are satisfactory There is no evidence of
pessistence of our variables in the excess currency return equation in most countries. This
is shown from the statistically insignificant lags of both of our series, apatlyr¢iinel
first two row$. With respect to the conditional variance of the evatess in the mean,
we observe that it is highly significant and positive in all countriesroapatianada
(third row). The positive sign of the coefficients indicatesséive relationship between
the excess returUIP deviatioh and the conditiohavariance, which implies that on
average risfiverse investors would demand highepreskium when the uncertainty is
greaterA possible explanation for the negative sign for Canada is that US asset return is
more sensitive tmoney market volatilithan theCanadiamxchange adjusted retufihis
could result in a decreasing differential in response to increased money market volatility

Moreoverwe find no evidence thitie inflation differential exerts an influence through its
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co-variation with theurrency risk premium the mean ill countries considered tims
study (fourth royv Therefore, the effect of this macroeconomic risk factor in explaining
the behaviour of the currency rigiemium in the conditional mean equation is not
significant

Turning to the conditional seceadler moments, Tab®&7reports the estimated
coefficients for the conditional (co)variance processes in bahotbhend longun. In
particular, Panel A and B present the estimated coefficients of thersRCHand
GARCH effects whilst Panel C displays thedongffects of the conditional (co)variance

process. Numbers in parentheses are robiadistics.

[Insert Table 2.7about here]

In general, our specification performs well. The significant conditional
heteroskedasticityherentn our data is well captured by the short run coefficient matrices
of A and B. In particular,careful look at the ARCH effe¢Ranel A)suggests that the
lagged squared innovations exert a significant impact on the reaindbtatility of excess

currency returns. The evidence for this can be seen diagiomal elements tife A

matrix, i.e.a, and a,,, which arestatisticallyignificant across wotries. Also, the off

diagonal elements i&,, indicate that the covariance effectstatesticallgignificant in

some countries, implying important twaeiation in the ecmovements between the
volatility of currency riskrgmia and inflation differential in the shrart. The positive

sign means that two shocks have a positive effect on the conditional covariance returns
equation.In relation to the persistence effects of lagged volatility, the results are very
interestingAll the diagonal elementstbe B matrix, i.e.f,, and b,,, are statistically
significant in all countries. This result implies that thee v i o u sffegp & & shaxldid s

pesi st ent and has a great i mpact othe t oda
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covariance effects as captured by theliajonal elementf B matrix i.e.b,,, are

predominantly statistically sfgpaint and less than one, in all countfiéss finding
indicates a strong-teovement between the volatility of the currency risk premia and the
inflation differentialTheir magnitudes are all relatively high, implying a long memory in
the conditional ariance. Lastly, with regard to ltvegrun volatility,C matrix, only its

diagonal elements, i®, and c,,, arestatisticallysignificant and positive, though their

magnitudesra very small, suggesting all or nearly all volatility in currency risk premium is
made up of tim&arying components short, the overall evidence supports our choice of
modelingthe excess currency returns with the inflation differestalGARCH imean

procesy.

2.52 Time-varying risk-premium and industrial production differential

We next assess the influence of another macroeconomic variable, industrial
production, on the excess currency refaon.the purpose of our analysis, however, we
takethe difference of the industrial production growth rates (in relation to the US) and we
investigate how this difference affects the risk premium. If the difference is negative,
implying that the foreign country has lower production growth than the dd8}tic
then the domestic investor may feel unceatato whether to invest in a foreign aset.
absolute terms, the bigger the variability in the production rates of countries, the higher the
risk premium an investor would demand. Bearing this in ménaxpect that the

covariance term between the currency risk premium and the industrial production

16 As an alternative specification, we used Glosten, Jagannathan, & Runkle (GJR) (1993) asymmetric
GARCH (1,1) model to allow for the asymmetric response of volatility t&Engles& Ng (1993), Kim &

Kon (1994)clearly prefer the GJR specifwatio others (e.g -BARCH), after comparing different
asymmetric volatility models. In contrast to findings in Kizys & Spencer (2008), who studied the UK equity
risk premium using an@®ARCH inrmean model, we did not find evidence that a negative masnasgecon
shock had a different effect on an assetds forei
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difference would be significant. To test thissagainuse a bivariate VABARCH in
mean(1,1) model, as specified in equat®i$)(and (2.16Table 2.8 reports the
parameter estimates for the mean equeatigain,numbersin parentheses refer to the

robustt-statistics.

[Insert Table 2.8about here]

Results inTable2.8are very encouraging. In general, the excess currency returns
are serially indep#ent and unpredictable across countries. The effects of own lagged
returns on current values are statistirallgtinguishable from zelro the mean eqtian
(first row). In the same manner, the lagged values of the industrial production differential
arenot statistically significant across@lintries (second rpwinterestingly, we find that
the conditional variance of the currency risk premisiatisticallgignificant and positive
in all countries of our sample (third row). As was the casdiom ge8.1, the results
confirm a positive relationship between the risk premiuitsandditional variance, apart
from Canada (third rgw Wherethe conditional covarianderms in the meamre
concerned we find evidence that the industrial producérertsa strong influence
through its cevariation with the risk premium for jtadnd the UK (forth row). The
positive sign indicates a positigtiorship between the excess currency returnstand
covariation with thandustrial production. In shpthe second macroeconomic risk factor
impacts strongly ogxcess currency retuinghe mean equation.

With respect to the conditional variance equation of the excess currency returns,

the estimates fdroth theshortandlongun, are reported in TaR2.9

[Insert Table 2.9about here]
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Once again, we find that the parameter estimates of our series display significant
evidence of time variation, which in turn provides strong evidence in favour of the
specification adopted hero be more specifithe ARCH volatility of each of our
variables stemming both from the diagonal as well as from tHegomal elements of
the A matrix, are all predominantly statistically significant across all countries in our
samplgPanel A)This finding suggests that the past squared innovations of ouraseries
an important effeobn the conditional volatility of currency risk premium. In the same
vein, the statistically significant covariance terms indicate strongececentdetween
the volatility of currency risk premium and industrial production differentialation to
the persistence effects of lagged volatility, the results are also profRameled) We
clearlyfind evidence of time variation in all persistence estim#tesBoimatrix acrosall
countries The magnitude of the estimates is big (but less than one) which inidicates
persistence of volatility shockéoreover, the offliagonal elements are also significant.
This finding demonstratea strong covariance between the volatility of excess currency
returns and industrial production in the short run. Likewise, the long run results (Panel C)
suggesthat the longun timeindependent component of volatility of each of our variables
is onlysignificant for the diagonal elements, and to a lesser extent fordiagaofél,
across countries. To stup, we find similar results with those reported in théaoter
model (withtheinflation differential) in section 4.3Jur resultstronglysuggest that the
industrial production differente a great extergxplainghe variabilityof currency risk

premium.

2.6  Two-factor model
The esults from the orkactor models presented in sections 4.3.1 and 4.3.2,

highlight the fact that our spedation as given in equatio2sl§ and 2.1§ captures the
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influence of our macroeconomic risk factors on currency risk premium in both the
conditional mean and conditional vari@ooceariance process. Howevanae complete
knowledge of this relationghgould potentially come from their simultaneous estimation.
In the next subsection, waodel the joint conditional distribution of both the
macroeconomic risk factors with the excess currency resimgsatrivariate VAR-
GARCH (1,1) irmeansettingin order to explore their contribution in explaining the

behavour of the currency risk premium.

2.61 Time-varying risk-premium, inflation and industrial production

differential

As stated above, in this section we empioyagiateVAR-GARCH(1,1) inmean
analysis that jointly modelse excess currency returns with the macroeconomic risk
factors of our interest. As before, we allow the conditional mean of the distribution to be
affected by lagged levels of the variables and by their conditional (cojnatiaresA\s
usual, w first present the results of the conditionabn and after we refer to the
conditional second order momerntke results for the mean equation are displayed in

Table2.10

[Insert Table 2.10about here]

In general, te results arin accordance with those obtained from the bivariate
models. Once again, we find that all -Berees ardargely serially independent and
unpredictable. The lagged values of the coefficients do not significantly differ from zero, in
the majority of caséthe first three rows). As expected, the conditional variance of returns

is found highly significant in all countries of our sample (fourthApar}.from Canada,
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the positive sign is consistent with the findings obtained from the bivariate models (see
Tables2.6 & 2.7). Interestinglythe inflation differential exerts a strong and positive
influence on currency risk premium through Hgac@tionin the meajceteris paribus, in

most countriegfifth row). That was not the casethe bivariate modéecall Table 2.6).

The difference between the two specifications may be due to the interactions between the

two macroeconomic variables and the trivariate case. For instance, the covariapce term

(seeTable 2.10may pick up anndirect effect of the industrial production growth
differential onthe inflation differential. Also the precision of the estimates may have
changed from the bivariate to trivariate specification as the information set keapiyyds
the conditional cariance between excess returngreiddustrial production differential
is rather weak, ceteparibus gixth row).Combined together, our trivariabe-meard
analysis suggests thag thariability ofexcess return and its covariation \itth the
inflation differentiadnd to a lesser extent with the industrial production diffeeeatthle
main determinants of the currency risk premium in the mean equation.

Conditional secordrder moments of the trivariate mofddbw next Once again,
Panels Arad B in Table2.11 present the conditional shtatm (co)variance estimates
while Panel C of the same table contains the conditionéédonfco)variance estimates.

All panels have robusktatistics in parenthesis.

[Insert Table 2.11about here]

Interestingly, theesultsobtained fromthe trivariate modedre compatible with
those from the bivariate moddlbe shortrun estimates (Panels A & B) indicate that the
conditional variances are predominantly statistically significant as well asmtjerigast
of the conditional covariances, for all countwes the sample perio@herefore, our

trivariate specification suggests tihete isstrongevidence of ARCH and GARCH effects
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in the excess currency returns modélis finding underlines thegsificance of our
macroeconomic risk factors in determining the volatility of the currency risk premium.
Likewisethe estimates for thiongrun volatility (Panel Gire significant in most cases.
The volatility of the variables comes both from theirpagh values (diagonal elements)
and from some statistically significant covariance ternBa@mihal elementsjaken
together, the overall evidemsamonstrates that timeacroeconomic factors are important
sources of volatilitgnd help to explain dations fromthe UP condition through their
impact on the conditional secesrdler moments.

In Figures2.1, 2.2 and 2.3,the risk premia othe three modelgonsideredare

shown together witlthe macroeconomic variahles

[Insert Figures 2.1-2.3about here]

There are a number of interesting features emergingsafiguees. Firstlythe risk
premium is particulariyiorevolatilein the early and mid eighties amdheninetieghan

in the last decad€onsistent with the findings of Smith & Wicken81(2@e observe
thatperiods of high exchange rate volatility are related wethdkngremiakor Italy, the
risk premia are particularly volatilethie early years afie exchange rate mechanism
(ERMH) and prior to the introduction efiroas a sifg currencyn the eirozone Even
though he UK eventuallydid notjoin the eurozone, displayshe same padtn:the risk
premia seem to be higher before the early njrimitebensteadily decrease towards the
end of the sampl&or Canadahe risk premiumincreasgslightly towards the end of the
sampleSecondlyatget a better understandofgherisk premium pattern, wefer tothe
time varyingonditionacovariancebetween risk premium and inflation differertighe
early ninetiesourtrieslike Canada, Italy, the UK and the hi&e all shifted to a new

monetary policy regime, inflatioargeting Canada and th&K officially adopted the
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inflationcontrol targeting framework 1991and 199Zespectivelwhilst Italy bega to
publicize similar quantified inflation objectivde guide its monetary poliby 1994
(Baltenspergeast al, 2007) An immediate consequerutehis policyisthe decrease tdie
volatility in theinflation rates.In the case of Canadaflation has dropped belouS
inflation Groeneveld etl, 1998)and stayed a@heselow levels for more than a decade.
Our figures depict thnegativanflation differentialLastly,there is a considerable time
variation in the conditional covariance between risk premilaeandustrial production
differertial in all counties. As in the case of inflatipthis covariation is much more
volatile at the early part of our sample.

We consider that our results shed some light on th@ang debate of the risk
premium in the foign exchange mark@ur findings are useful for investors and policy
makers in several respects. Firstly, uhdgrline the importance of modelling the joint
distribution of currency risk premium and the macroeconomic risksfagsing a
multivariate BRCH in mearframework, in order to obtain a direct estimate of their
contribution in explaining the behaviour
the impact of changes in macroeconomic variables on risk premium will facilitate investors
or portfolio managerswho form their expectations on the basis of macroeconomic
information to better assess their exposiorenacroeconomic eventhen evaluating
their investment opportunitied.astly, the identification of the impact of the
macroeconomiwariables will enable the architects of the macroeconomic policies to
carefdly design policiethat prevent shocks from hitting the financiathe economic
system in general in order to promote stability.

However, ¢ directly estimate the contributidmmacroeconomic sources of risk to an
asset 0s rusigknultpariger3ARGH mean modelwas notan easyprocess
and had several drawbadikse most important is the computatiopadblems we came

acrossvhileestimating large systems of astetns GARCH models tend to be heavily



parameterized, which in turn can cause numerical convergence proelemsvergence

of the associated likelihood function is sensitive both to extreme data values and to starting
values of the iteratiowwhen thee arealso GARCH irmean effects, @&s our cas,thenit
getseven harder t@chieve convergencéherefore, estimations can ibgrecise or
unstableThis should not come as a surprise fassibeen well documentedBoflerslev
(2001) for example whdasts that multivariate models can be subject to severe
specification errot_astly, theéack of availability of high frequency macroeconomic data
and thus lack of adequate heteroskedgadticithe data(Smith & Wickens2001) or
mismeasurement of sonmeacroeconomic data indexes (HA97) may cause some
misspecification problems for the risk premium modetambconvergenceroblems
Similar considerations are also expressed in Katdhoghosyan (200l the above
reasons may explain why theiltesare not supportive in all cases, even when we choose

different estimation periods, algorithms, or alternative specification models.
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2.7 Summary & Conclusions

We explore the hypothesis that macroeconomic variables are important sources of
volatility in explaining tuBirg ddiaefomthe-® ur o
countries.The Conditional Multifactor Asset Pricing Model is utilized ragiesthe
currencyrisk premiumdirectly with two macroeconomic risk factol¥e emplp two
factorsnamely inflation differential and industrial production differential (all in relation to
the US).To jointly model the distributions of excess currency returns with the
macroeconomic risk factomse use multivariate VAFGARCH-in-mear{1,1) models a
parameterization of Flavin & Wickens (1998). Its distinctive feature iobtaing an
estimate ofboth the unconditional (lofrgn) covariance matrix and the conditional
covariance matrix (the shamh dynamics) andhus we are able to idefly which
macroeconomic variables exert a direct or an indirect influence

Our empirical results support the tivaeying risk premium hypothesis (2801,
Lustig & Verdelhar00j andemphasize the essential role played by the macroeconomic
risk factes in determining the behaviour of the currency risk premium (Smith & Wickens,
2001; Flavin & Limosani, 2007; Kocenda & Pogho2p@®). A key feature of our
research is thahe macroeconomic risk factasert both adirect impatiirough the
conditioral mean equatieand arindirect impabrough the GARCHh mean effecton
currency risk premium. The indirect effedaisturedthrough the conditional variance,
which includes covariance terms with each of the macroeconomic Taetandirect
effect is strongrthan thedirect.

In summationthe overall evidence provided by either thfammermodels or the
two-factor modeli) supports our choice of modeling the conditiomaVéciance matrix as
a GARCH inmean procesand ii) suggests thiite timevarying rispremium may be

attributed, at least in part, to macroeconomic voldtibtyever, further research should



investigate whether the volatility of other macroeconomic variables also help to determine

the timevarying risipremium in thdoreign exchange markets.
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Table 2.1:Summary tatistic

CAD FR GRM IT JP UK
Panel A Excess Currency Rétueviations from)UIP

Mean 0.01 0.01 0.02 005 -0.05 -0.002
Std. Deviatior ~ 0.18  0.38 0.38 036 039 0.36
Skewnes: 0.07  0.23** 0.05 0.44* -0.40* 0.10
Kurtosis ~ 0.66* 0.91*  0.93*  1.38* 1.44* 1.91*
JarqueBera (B)  6.90** 14.35% 13.21* 39.77* 40.47* 54.72*

Panel B Inflation(in relation to the US)

Mean -0.00069 0.001  -0.01 0.2 -0.02 0.009
Std. Deviatior  0.04  0.03 004 005 005 0.06
Skewnes: 0.73* 1.11*  0.79*  1.02* 0.10* 1.75*
Kurtosis ~ 3.88%  3.20*  242*  2.04* 161* 8.32*

JarqueBera (B) 254.97* 216.26* 124.40* 124.21* 39.04* 1206.92*

Panel C Industrial Productfiionrelation to the US)

Mean -0.003 -0.012 -0.0073 -0.008 -0.001 -0.01

Std. Deviatior 0.14 0.15 0.21 0.20 0.17 0.15

Skewnes: 0.98* -0.14 0.23*** 0.51* -0.02 -0.19

Kurtosis  6.82* 0.71* 9.14* 4.61*  0.45** 4.58*
JarqueBera (B) 747.66* 8.22* 1239.69* 330.77* 3.14 312.54*

The asterisks *, **, *** denote the rejection of the null hypothte4@%, 5% and%
significance levalespectively.



Table 2.2:Haltlifemeasurement on an annual basis

CAD 0.1389
FR 0.1810
GRM 0.1911
IT 0.3375
JP 0.2361
UK 0.2230
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Table 2.3:Stabilityest results farisk Premium & Inflation differential

Equation 2.18

Countries

by, b, by, S,
CAD 0.753*** 0.057 0.155 2.061***
FR 0.119 0.302 0.147 0.368*
GRM 0.139 0.265 0.155 0.804***
IT 0.169 0.205 0.267 0.278
JP 0.164 0.028 0.199 0.379*
UK 0.090 0.069 0.352 1.127***
Equation 2.19
Countries
b,, b,, b, S,
CAD 0.649** 0.037 0.063 0.955%**
FR 1.86*** 0.116 1.065*** 0.804***
GRM 1.568*** 0.112 2.828*** 0.45**
IT 2.691*** 0.051 0.839*** 1.930***
JP 0.217 0.042 0.055 2.172%**
UK 0.595** 0.321 0.142 0.583**

Equation2.18 1, =by, B,r , BF, , uj
Equation 2.19F, =h,, #,,r , B,F, |, U3

where F, denotes Inftgon differential The asterisks *****, * imply that the n

hypothesis of stability is rejected at the 1%,aB#10% significancdeves
respectively
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Table 24: Stability testsults folRisk Premium & Ind. Prod. differential

Equation 2.18

Countries
by, b,, by S,
CAD 0.806*** 0.051 0.080 2.115%**
FR 0.234 0.248 0.096 0.427*
GRM 0.127 0.242 0.102 0.790***
IT 0.571** 0.097 0.068 0.299
JP 0.165 0.027 0.060 0.411*
UK 0.099 0.075 0.087 1.142***
Equation 2.19
Countries
b41 b42 b43 S,
CAD 0.095 0.223 0.052 1.143***
FR 0.065 0.107 0.492 1.771**
GRM 0.077 0.337 0.023 0.9971 ***
IT 0.391* 0.129 0.095 3.675***
JP 0.724** 0.121 0.049 0.287
UK 0.195 0.472* 0.069 3.084***

Equation3: I, =b,, 4,r , BF, , uz
Equation 4F, =h,, #,r , B,F, , us
where F,, denotes Industrial Productigrowth differentialThe asterisks *****,

imply that the null hypothesis sfabilityis rejected at the 1%, 5&nd 10%
significancéeves respectively



Table 2.5 Test of theARCH erors

Excess Returns Inflation P
CAD 106.87** 56.51*** 48.94***
FR 86.36*** 58.34*** 94.74***
GRM 94 .34*** 69.92%** 94.69***
IT 82.28*** 115.65*** 70.17%**
JP 90.71%** 77.90%** 109.46***
UK 85.30*** 34.77** 99.98***

The asterisks, ***, dendte rejection of the null hypothesi®ieARCH erroratthe 1%
significance level.



Table 2.6 Conditionalmeaproces®f Risk Premium & Inflation differential

CAD IT JP UK

b -0.03 0.06 0.08 0.04
H (-0.62) (1.39 (1.56) (0.91)
b -0.04 1.02 -0.31 -0.09
12 (-0.22) (3.26) (-1.08) (-0.34)

b -5.70 1.78 0.22 0.69
13 (-19.17) (12.32) (3.13) (5.92)

b 5.85 10.22 4.30 6.55
14 (0.84) (0.83) (0.73) (1.40)

The bivariate VAR(1,1) specification is:

Yt:blo +@l tH t@g -1 ]TEHII., 1”12, tl
Xt :bZO +Ql IH -@(1-1 2-,|-e

with € [1,., ~N (0, Ht) whereY, stands for the excess currency returnanstandsor

the Inflation differemal Optimization is performed using the BFGS algorftamFrance anc
Germanythe maximum likelihood algorithm failed with the availableRidast-statistiege in
parentheseBold numbers indicate the statisticsilgnificant values.
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Table 2.7:Conditional(co)variameeces®f Risk Premium & Inflation differential

CAD

IT

JP

UK

Panel A:Estimated coefficients of tehorerntonditional (co)variance processes:

ARCH effects

A,

2]

A

0.18
(11.24)

-0.007
(-0.74)

0.36
(17.39)

0.6
(5.04)

-0.001
(-0.37)

0.27
(27.91)

0.31
(15.63)

0.01
(7.07)

-0.14
(-8.26)

0.34
(21.25)

0.02
(4.07)

-0.006
(-0.12)

Panel B:Estimated coefficients of tehorterntonditional (co)variance processes:

GARCH effects

bll
bZl

b2 2

0.96

(132.11)

0.009
(1.77)

0.88
(62.44)

0.92
(28.92)

0.003
(1.25)

0.95

(281.63)

0.81
(33.73)

-0.02
(-25.11)

0.97

(146.95)

0.81
(76.75)

-0.05
(-20.50)

0.86
(64.44)

Panel C:Estimated coefficients of thangerntonditional (co)variance processes

G
C21

C22

The bivariate GARCHh-Mean model is

0.17
(24.94)

-0003
(-1.21)

0.04
(20.51)

0.35
(40.25)

0.0004
(0.21)

0.04
(7.50)

0.40
(21.47)

-0.002
(-1.48)

0.05
(9.62)

0.37
(43.02)

-0.003
(-1.35)

0.06

(50.52)

H,=CiC +A(k,e, iCG A K H, i GT twithg|l_, ~N(O,H,).
Optimization is perfoned using the BFGS algorithror France and Germathe maximum

likelihood algorithm failed with the available dRat@ustztstatisticare in parentheseRold
numbers indicate the statisticsignificant values.



Table 2.8:Conditionalmeaproces®f Risk Premium & Ind. Prod. growth differential

CAD IT UK
b -0.04 0.08 0.02
11 (-0.82) (1.51) (0.45)
b -0.11 0.09 -0.19
12 (-1.55) (0.98) (-1.69)
b -5.60 1.3 6.99
13 (-19.11) (9.75) (17.75)
b 0.94 7.75 7.65
14 (0.38) (3.30) (3.65)

The bivariate VAR(1,1) specification is:

Yt:bZLO +@l tH té)t-lvv 1#11, 11%12,

VVt :b20 +Ql t-l1J g t-lW 2,e

whereY, stands for the excess coogreturns andV, stands for the Industrial Producti

growthdifferertial. Optimization is performed using the BFGS algorftumFrance, German
and Japathe maximum likelihood algorithm failed with the availabldrdétastr-statistieae
in parentheseBold numbers indicate the statistcsilgnificant values.

“with g 1., ~N(0,H,)
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Table 2.9:Conditional(co)variameeces®f Risk Premium & Ind. Prod. differential

CAD IT UK
Panel A:Estimated coefficients of tebd-terntonditional (co)variance processes:
ARCH effects

0.17 -0.19 0.21
Ay, (10.74) (-7.84) (5.04)
0.05 0.03 -0.11
ay (3.35) (4.55) (-3.88)
0.33 0.21 0.24
0 (24.87) (21.46) (10.03)

Panel B:Estimated coefficients of tehorterntonditional (co)variance processes:
GARCH effects

b 0.96 0.93 0.80
11 (131.46) (55.54) (10.45)

b -0.01 0.01 0.06
21 (1.57) (2.75) (2.45)

b 0.92 0.96 0.93
22 (141.05) (336.63) (60.68)

Panel C:Estimated coefficients of thangerntonditional (co)variance processes

0.18 0.35 0.36
G (25.99) (35.74) (20.65)
c 0.01 -0.009 10.002
21 (1.61) (-3.85) (-0.65)
c 0.14 0.12 0.14
22 (10.98) (7.60) (13.64)

The bivariate GARClh-Mean model is
H =CiC +A(k,e, iCG A K H, i GT twithe|l_, ~N(O,H,).

Optimization is performed using the BFGS dlguriFor France, Germamnd Japan th
maximum likelihood algorithm faileith the available daRobustzstatistiege in parenthese
Bold numbers indicate the statishcsilgnificant values.



Table 2.10Conditionalmeaproces®f RiskPremium, Infl& Ind. Prod. differentials

CAD IT UK
b -0.02 0.06 0.03
h1 (-0.56) (1.30) (0.86)
b -0.01 0.94 -0.06
12 (-0.07) (3.15) (-0.21)
b -0.12 0.14 -0.18
& (-2.49) (1.61) (-1.57)
b -6.70 2.18 2.88
14 (-3.39) (15.78) (22.82)
b 30.79 -17.93 13.14
hs (3.34) (-1.40) (2.07)
b -2.76 7.16 1.72
i (-1.56) (1.73) (1.29)

The trivariate VAR(1,1) specificatigin i

Yt = blO + @1 tq tg)(t -1 1 bt —lW 14HK?11 thZ lt' @ t

Xt :bZO +Ql tH +29)(t-l égbt -1WQ €

Vvt :b30 +Ql t-llj ?(t -1 3#( 1 WB &

with € [1,., ~N (0, Ht) whereY, stands for the excess currency retu¥ysstands for

the Inflation differential anWlV, stands for the kiustrial Productiogrowthdifferential (all ir

relation to the US). Optimization is performed using the BFGS algbothinance, German
and Japathe maximum likelihood algorithm failed with the availabldrdbtastr-statisticae
in parentheseBold numbers indicate the statishcsilgnificant values.
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Table 2.11Conditional(co)variaqreces®f Risk Premium, fh & Ind. Prod. diff

Ay,
2]
A,
8y
83

CAD IT UK
Panel A:Estimated coefficients of tehorerntonditional (co)variance preses:
ARCH effects

0.17 -0.13 0.22
(9.46) (-7.84) (14.20)
0.005 0.0001 0.01
(1.70) (0.04) (3.65)
0.03 0.32 0.006
(2.07) (23.13) (0.10)
0.05 0.01 -0.09
(2.95) (0.71) (-9.73)
0.02 0.02 -0.05
(1.80) (7.47) (-5.55)
0.40 0.21 0.45
(4.16) (22.64) (23.72)

2%

Panel B:Estimated coefficients of tehorterntonditional (co)variance processes

GARCH effects

b 0.96 0.96 0.85
11 (365.88) (62.88) (58.10)
b -0.006 0.006 -0.03
21 (-14.75) (2.13) (-11.48)
b 0.98 0.92 0.84
22 (764.32) (124.02) (70.11)
b -0.10 0.001 -0.005
31 (-18.08) (0.51) (-0.83)
b -0.09 -0.0058 0.06
32 (-23.16) (-3.30) (17.70)
b 0.17 0.97 0.77
33 (3.06) (348.58) (71.83)
Panel C:Estimated coefficients of thngerntonditional (co)varianpeocesses
0.18 0.35 0.36
G (10.46) (42.05) (57.88)
c 0.005 -0.0002 -0.002
21 (1.82) (-0.22) (-1.10)
c 0.06 0.04 0.06
22 (4.97) (11.87) (52.13)
0.001 -0.006 -0.007
Car (029) (-2.70) (-1.85)
-0.002 0.003 0.003
Caz (-1.30) (1.04) (2.21)
0.13 0.12 0.16
Cas (11.76) (8.63) (26.52)

Thetrivariate GARCHn-Mean model is
H,=CiC +A(k,e, -CG A B H, i GL twihg|l, ~N(O,H,).
Optimization is performed using the BFGS algorithon. France, Germargnd Japan thi

maximum likelihood algorithm failed with the availableRiztiastzstatistiege in parenthese
Bold numbers indicate the statisticsignificant aes.
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Figure2.1 Conditional secordrder momentsf the Ondactomodel Currency Risk Premiugn
Inflation differential
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Figure2.2 Conditional secordrder moments of th@ndactomodel: Currency Risk Premium &
Industrial Productiogrowh differential
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Figure2.3 Conditional secordrder manents ofthe TweFactoModel:Risk Premiuminflation &

Industrial Productiodifferentiad
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Conditional variance and covariand&s:
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Chapter 3: Linkages between Excess Currency & Stock Market Returns:
Granger Causality in Mean & Variance

3.1 Introduction

The replacement of independent, national currencies by a common, single currency
within Europe generated enormous expectatibast its future international role amds
expected to rorm financial markets, financial institutions and the behaviour of investors and
asset creatar©fficially launched on January 1st 1999 within the Euro zon rokdfber
state¥ its objectivewas to primarily promote lotgrm economic growth, increase living
standards and ensure political stabilthe. process of European integration suppdte
single market and the single currency had initially featured in the 1990 European Commissiol
repo r ©One Market, One Money n amvdcronontic union is defined as a single market for
goods, services, capital and labour, implemented with common policies and coordination on
several economic and structural areasoean Commissipri990). The euranse its
introduction as single currendyas become the worl dds seconc
currencyplacing it amongst the US dollar and the Japang&eiikan &Hartmann2002)

Immediate consequences of the adoption of the single curreecypdem the
convergence of euro zone interest rates and the reductions and/or eliminations of exchange

rate risk in crodsorder holdings of euro assets (see Hartmarah.,e2003). Also, several

1 On January 1, 1999 eleven countries replaced their national cwitbribieguro: Belgium, Germany,

Finland, France, Ireland, Italy, Lmb®urg, the Netherlands, Austria, Portugal and Spain. On January 1, 2001 it
also replaced the national currency of Griebtay 2004, eight Central and Eastern European countries, i.e. the
Czech Republic, Estonia, Hungary, Latvia, Lithuania, Polaa#je&SI8lovenia and two Mediterranslamds

i.e. Cyprus and Malta, joined the European Union. The entry of these NMS was the biggest enlargement of the
EU. Slovenia joined the eurozone in 2007 while Cyprus and Malta were admitted in 2008. Lasbgc&togaki

a full EMU member in 20@8ee appendix for more information)
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capital market imperfections, such as regulation, taesaction costs etc have been
dramatically reduced, even removed. This in turn haducedbetter allocation of capital
across investment opportuedt in different countries, hagatednore opportunities for risk
sharing and diversification for assetd capital, and fostdhigher economic growthevine
et. al., 2000; Demirgfzint & Levine, 2001; Levine, 2004).e@her studies demonstrate
thatthe introduction of the single curreheg been beneficial for the economic development
and growth othe EU statesvho have adopted (see Giannetti eal., 2002; Guiso ..,
2004 etc).

This chapter focuses on the linkages between money markets and stock markets withir
a countryDoes money market integration, an immediate consequence of EMetodkive
market integration and thus the decision of the NMS to join thewteacy union could
stabilize exchange rate fluctuations and would create the necessary conditions of a strong
and more integrated capital market? Or does the stock markatiantegat by definition
eliminates many obstacles to cross border portfolio allocation andhweategportunities
for risk sharing reinfordbe integration of money markets and foster the economic growth of
the NMS? Or bothOn the other hand, we manot find causality either way but
independence. Thus, there is a clear need for a further examinationaokdliges that
prevailbetween money and stock market integration for the NMS (with reference to the EU).
This is the contribution the prespaper aims to make.

In recent years, great attention has been given to the integration process of the
European markets. There is a general notion that European economies have become mor
integrated, since the launch of the euro as a single cukppdiy& Pagano (2008eportthat
in the EMU,both money markets and bond marketperienced a rapid rate of convergence
across countries, almasmediately after the introduction of the etfawever, in relation to

the equity, repo, corporate bond aretlitrmarkets the rate of convergence is much slower
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and has not been fully achieved. In the same vein, Bakl€2604) find similar results. The
authors classify existing measofefnancial integration into three broad groups: (a) price
based, (bpewsbased, and (c) quarditgsed measures in order to assessvtblation of

financial integration in the euwne@a The first group of measures is based on the law of one
price interest parity condition of the financial markets. If this condition thelagnancial

market integration can be measured by comparing the returns of assets that are issued |
different countries and generate identical cash Tlbesecond group is based on the asset
pricing theory and distinguishes between common (emsyis) and local (or idiosyncratic)

risks. Under this theory, the marketsaaseimetb be fully integrated only when the common

risk factors determine the returns. Lastly, the third group of measures of integration is basec
on quantitybased indicatothat relate to the evolution of the home bias phenomenon. The
lower the barriers to creerder investments, the higher the gains from international
diversification.The authors study five important markets such as money, cdopodte
governmenbond, credit, and equity markets. They reach the conclusion thabiiey

markets are fully integrated, while the goverrmaedtcorporatbond markets, along with

the equity markets, have experienced relatively high levels of integration. The credit markets
due to the diversity of borrowers and the local nature of the information that lenders need, are
the least integratedery similar to this line of research is an earlier papetahny et al.
(2002Wwhoreview and compare existing methodologies andansliteorder to measure the

capital market integration in the EU afdeey report similar results.

Kim et al. (2005)nvestigate ithe establishment of the EMU and the adoption of the
euro caused the integration of the developed European stock markets e t he ear |
They estimate an exponential GARCH (EGARCH) model, allowingnévariations in
conditional correlation$heir main finding is thabhe European stock markets have become

more integrated after the EMUhey conclude that theutech of the euro hasmdoubtedly
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changed the monetary and financial environment in the euro area since a clear regime shift i
stock market cmovements is found after adoption of the euro, and an overall
macroeconomic integration process in relation gositgle currency (rather than to the
elimination of the exchange rate risk) has been rebfiaedcher (2002) also explores the
guestion of whether or not EMU has raised substantially the degree of financial integration of
the developed European equitsirkets who have adopted the single currency, amesf it

then which factors of EMWbavedriven this integration process. He employs a trivariate
GARCH model to estimate the relative significance of three key varahlkely, exchange

rate stabilityreal convergence and monetary poiicgxplaining the time variations of the
European equity market integration. He identifies that the eliminat®xchainge rate
volatilitybetween participating statead to a lesser extent the monetary policyergarwe

of interest and inflation rateme perhaps the main driving forces towards integration of
European equity markets. He also finds that the European equity markets have experienced
high level of integration since the i@ 9 0 6 s a n ¢ attridutedsto thesmovemeantg e |
towards the EMU. Similar in spirit to this, Baele (2005) argues that European stock market
returns are largely driven by factors (or news) common to all European investors and that the
variance in domestic return has beenasergly explained by common European shocks
since the early 1980s. Markets display common trends because markets are hit by commc
shocks (i.e. oil prices or monetary policy). The author concludes that the integration of
European equity markets has proededhore rapidly than the global equity market
integrationAggarwal et al (2005)use a set of dynamic cointegration analysis along with some
complementary techniques to assess the dynamic process of the equity market integration |
Europe and how it chgas over the 198902 period. They find that it was not until 1997

1998 when the increased degree of integration among the European stock markets actuall

occurred. They also provide evidenectéhet hat
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European guity marketddardouvelis etal. (2006) examine the speed of integration among
the European stock markets. They ask the question if EMU and consequently the introduction
of the euro, has led to increased integration of European stock markets. Thety itonsid
particular, if the adoption of the single currency in the Euroland has removed certain
constrains in relation to the currency <coO
cost of hedging currency risk, increase in-booder equity Hdings, decrease of home
equity bias, etc). They estimate a conditional asset pricing model, allowing-f@rygrigne
degree of integration that measures the significancevatiEdsk relative to countspecific
risk. They find that the degree akgration of European markets is closely related to the
forward interest rate differentials-angs Germany and that the integration has increased
substantially over time, especially since 1995 when these diffstartéalstobecome
smaller The mainconclusion they reach is that integration increases substantially over time
and the stock markets seem to converge towards complete integration by mid 1998, six
months before of the official introduction of EMU, suggesting that the expected returns are
largely driven by EU wide market risk and to a lesser extent by local risks.

From studies already conducted on financial integrati@Buro area, ther@eonly
a few that have focused on the NMS. For inst@agpiello et. al. (20083sess to what
exent the degree of integration of NMSs amongst themselves, and with the eare area,
i ntegrated. I n particular, they consider t
using quantile regressions to makea#led canovement plots. They showat the degree of
equity market integration both within the NMS and with the euro zone increased during the
process leading towards EU accession. The three largest markets (the Czech Republi

Hungary, and Polandjs-avis Germanydisplay strong emovenents amongst each other
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and with the euro zone whereas evidence on®omiadkets suggest thamly the Czech
Republic and Polardisplay a high degreef i nt egr at i on. £Egert &
the comovements between the mature EU (e.g. Germany, France and the UK) dagjNMS
the Czech Republic, Hungary and P9latatk market returns. They employ the dynamic
conditional correlation (DCGQARCH model, using high frequency data figegminute tick
intraday stock price dato find strong correlations amongst the stock markets of the
developed European countries. However, in contrast with Capp#ll{(?606), they provide
little evidenceof intraday cemovements both between the three largest CEE countries
themselves and within the three developed European countries studied, suggesting that th
stock markets are not fully integrafesithey state, the results indicate that it is traiemis

of volatility of returnsnot linkages in the levels of returBaltzeret. al. (200&)onsider the
same broad categories of financial integration measBesdeoétal (2004) in order to gauge

the degree of financial integration in the NM&y with Cyprus, Malta and Slovenia who
recently joined the EMUThey provide evidencealow level of integration in NMSs stock
markets and additionally they argue that NMBerability to shocks transmitted from the
euro area is pronouncea.relation to the money and banking markets, they report that these

markets are becoming increasingly integratecabumihg themselves and-aigs the euro

18 Similar esults for the bond markets are foundDntowski & Lommatzscli2005) who employ a
TGARCHM analysis and find that the NMSGA&edwihdhe duromar ke
area bond marketReininger & Walko (2006ho employ various measures of bond market integration show
thatthere is a similar pattern of convergence in rates of retunyedrlig@overnment bonds between the NMS

(e.g. the Czech Repubkigland, and Hungary) and a number of established EU countries (e.g. Greece, lItaly,
Portugal and Spainjsavis Germanyin the runup to the euro adoption. Among the three NMS under
consideration, the Hungarian bond market is found to be the leaatddtedgh the euro arddowever, a less

optimistic view is expressedHoltemdller (2005) whenalyzes the monetary convergence of the NMS by means

of the UIP conditiorand shows that interest rate risk premia in the Czech Republic, Poland and Kengary (o

the equivalent euro area rates) are still too excessive and very volatile to conclude that convergence in bor
markets has successfully been achieved. In the sami€irspett, al.(2006) perform a dynamic cointegration
analysis to study the leved aynamics of integration of the government bond maetsgst the existing EU
membergand the UK)and the thredlIMS (i.ethe Czech Republic, Hungary and P9gldndshort, they find

strong longerm cointegration relationships between the individblal Eond mar ket s and Ger
however, they provide little evidence of stommgemporaneous and dynamic linkhgéseen the three NMS

and the EU markets. They conclude that the degree of integration in the government bond markets for the NMS
israther weak but stable over the sample.
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area Lastly, regarding the bond markets, they find some evidence of integration for only the
largest ecomoies (e.ghe Czech Republic, Poland and to a lesser extent for Huhigeiry).

overall findings suggest that even thotlghfinancial markets in the new EU Member States
(including Cyprus, Malta and Slovenia) are significantly less intiegnatieel orresponding

euro area marketaonetheless, thgrocess of integratiomas already taken plaaed has
accelerated with the EU accesdBabecky etal. (2008) investigate the financial integration
both at the country and sector levels for four NMSHheeCzech Republic, Hungary, Poland

and Slgakia) with the euro area. They find evidence of convefgetiee Czech Republic,
Hungary, and Polarahd the euro arelm the same fashion, Mastenaét (2008) based on a
threshold analysis also use bo#tm® and industrylevel data to consider the Horear

effects of international financial integration on economic growth in Europe. Their major
finding is that the euro adoption process has played a crucial role in the financial integration o
the NMS ad has stimulated their growth both directly through access to foreign finance,
which in turn has increased their macroeconomic stability, and indirectly through stimulus
measures given to the development of their national financial markets. Howesiat, finan
integration becomes beneficial for growth only for the most advanced of the NMS who have
already sufficiently developed their domestic financial sectors and financial instruments anc
institutions. Wang & Moe(2008) employ the DCC approach and fiatisince the entry of

the three largest emerging Central European Eastern European stock markets of the Czecl
Republic, Hungary and Poldndhe EU in 2004, there is clear evidence of an increasing trend

of integration towards EMWPoghosyan (2009) sse threshold vector erramorrection
(TVECM) model for the 1962006 period in order to evaluate the degree of the financial
integratiorfor a selected number@fn e w dmergbdr states with Germany and its evolution

over time. The author conjectures thagmwhot accounting for transaction cdstis may

19 In Poghosyan (200&ansaction costs are generally defined and include all sorts of market frictions
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lead to biased results in the evaluations of the degree of financial integration. The declining
dynamics of the transaction costs is interpreted as evidence in favour of stronger financia
integration. Thenain message of this paper is that the financial linkages are getting stronger
and they are anticipated to strengthen further with the introductitve etiro due to
elimination of transaction costszerall, the common finding of the above studies isighe
level of integration that has emerged in the era after the introduction of the euro.

In existing empirical literatutke two major driving forcdsehind monetary and
financial integration are exchange rates and stock phieegheoretical justftion on
whether exchange rates Grarggersestock prices or vice versa bagn attempted via the
traditional (see for instance, floav-oriented model by Dornbusch & Fisher, 198@ the
portfolio balance approaché&se traditional approach postatathat changes in exchange
rates will lead to changes in stock prices. For instance, a depreciation of the local currenc
would increase the indebtedness of the foreign denomination currency, wolkdoessef
capital andwvould result in a lossimrp ce competitivenesad and
ultimately local firms have to pay moensequently,thé et er i or ati on of a
would affect its stock pricéherefore, the impact of varying exchange rate systems may be
channeled to theebaviour of stock marketadtherefore the Grangeause direction should
run from foreign exchange market to stock exchange r(seketor instancébdalla &
Murinde 1997; Wu, 2000

On the other hand, it is also possible that changes in stockcatuoasise changes
in foreign exchange rat@&rtfolio balance approach puts emphasis on the role of capital
account transaction. According to this point of view, a change in stock marketagrioes

instance, a rise expected futurstock priceswould attract capital inflows from foreign

related tocapital regulations, asymmetric information, differences in legal and institutional strolcaumgs, ex
rate risksharriers to tradend other obstacles that prevent mafkatsintegraion.
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investors, who sell the foreign currency in substitute for local currency. Thus, an increase ir
stock prices woulidad to an increase in demémrcthe local currency, pushing up the local
interest ratesWith rdatively higher domestic interest rates, foreign capital inflows will result

in a subsequent appreciation of domestic currency. This suggests that stock prices lea
exchange rates attte Grangecauslity should flow from stocketurnsto exchange rates

(see, for instance, Broome & Morley 2@D#¢ourse, there is also a posgitthat changes in

one markewhich lead to changes in another will have a feedback effect if both the traditional
and portfolio approaches work simultaneously. Tmeyeit ispossible to observbi-
directioral Grangercausality between foreign and stock exchange markets (see, for instance,
Granger etal, 2000). Lastly, there is a possibility that these two markets are independent of
each other, meaning that there is no Gravegesaty relationship between them.

However, the picture is not so clear for the NM&ough most of the existing
studies on EU financial integration documentthigaEuropean countries have become more
financially integrated over time, and thatiéggee of integration has accelerated following the
launch of the single currency in 1@9@tzscher, 2002; Baeleakt 2004; Hardouvelis et, al.

2005 Kim et al.,, 200pthey do not offer a clear evidence of a causal relationship and in
addition theylo not explicitly focus on the NMS. In fact, questions about causality need to be
further investigated.

The aim of this paper is implemented iedlstages. In the first stageney market
integration ismeasured by the magnitude ddviations from thdJIP condition. The
underlying principlés that all participating currencies in a currency @ameressentially
identicalreflectingidentical risk and return characteristics (Solnik X9@A3equently, the
foreign currency risk premium, a measureeofléigree of uncertainty associated with each

currency, should be the same across al/l cu
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risk premium relative to the euro, the anchor currency, can be used as a gauge of the degree
monetary convergen@@onzéalez & aunonen, 2005)

In the second stage, our analysis switches to the stock market integration of the NMS
with the EU since the introduction of the euro. We adopt a measure that might capture a
different aspect of stock market integration. Incpéat, weeomputethe deviations between
the stock r et uiomalsequityfindes hne theNéviz®riesquity iadex (all in
local returns). To provide convincing evidence of the robustness of our results, we conduct the
Granger causslianalysi using risk adjustetbck market returnds segmented markets start
to integraterisk adjustedeturns should deliver a zero differen@ainsequently, we would
expect the difference in adjustedrisk returns to become smaller over time, as aefurth
indication of monetary convergence being on the right track and financial markets of the NMS
becoming increasingly integrated. On the other hand, a divergence ofkaedlistso/ersus
the benchmarkueo returns (all adjusted for risk) would allswowconclude that convergence
is far from complete. We project, therefore, that a compression in risk adjusted return, may
serve as an indicator of the degree of convergence.

Finally, to detect a causal relationship of excess currency and stock toraket re
Granger causality tests in mean and variance are utilized. In pavecdarploy the
traditional Granger (1969) causality testapture the causation fmnmean, usin@g simple
autoregressive (AR) madéb take account of ARCH effectge employthe pioneering
causality in mean and variaapproach put forward byCheung & Ng (1996). We are
particularly interested in the causation pattern in variance since it provides amarbkigght
characteristics and dynamics of financial returns. taaftither the analysis, we construct a
VAR model and we employ impulse response fundii@is) in orderto evaluate the
dynamic effect of innovations on both of the variables of intarédbshed light on the

direction of the shocks.



Our results rexa a number of interesting findings. Firsily findstrongevidence
that the excess currency retigrthe leadingariableandGranger caublesexcess stock return
volatilityin the NMS Secondlywe findthat the reverse directionazusaty (i.e from excess
stock returnto excess currency retyso holds true bubr fewer countried.agly, the
causal relationships maintain their robustness when the excess returns in stock markets a
adjustedor risk. Understanding the interaction of catysali these two important dynamic
processess essentiafor corporate managers as it influences the cost of capital and for
investors as it influences international asset allocation and diversification benefits.

This study proceeds as follo®sctiorB2 explains methodological issues employed.
Section 3describes the daaad summary statisti&ectior34 containa discussion of the
results Section 3.5 summarizes the findings and concludastly, sction 3.6 refers tothe
appendix whiclpresentdasic background information about the polgmmomic situation

of the NMS studied here.

3.2  Econometric Model

The aim of the paper is to investigate possible linkages between the excess currenc
and equity returns. Subsection 3.1 presentsattitonal causalityin meantest (Granger,
1969) We estimate simple AR models with OLS. Subsections 3.2 and 3.3 present the causalit
in mean and in variance respectively based on tiséatyeoprocedure introduced by Cheung

and Ng (1996).
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3.2.1 Granger(19®) Causalitytest

Causal relationships in systems of economic time series vaiaablesttracted
considerable interest in financial literatlihe Granger causality techniqgue has become a
standard procedure when analyzing linear relationships amablgsvan systems. This
subsection focuses solely on Gra(ifg89)causality test.

To find a causal relation (or lead/lag linkage) between markets, we specify a model tha
depends not only on its own lagged values but also on lag values of otherlfnpastets.
values of one market, say help to predict the current values of anothery say addition
to pasty, then we say that Granger causeg (seeWooldridge Z000) p.13 and p. 598
599).Such linear modelsan beestimated by ordinary least square (@b8¢we have
included enough lags of all variables and the equation under investigation satisfies the
homoskedasticitgssumption for time series regressions.ylLdenotethe excess currency
returns andx denotethe excess equity returns. The AR modgl atigmented with lags of

x isasfollows:

Yo=J *@%.. -t B Py . toxbE (3.1)

where J, is a constanta, b are coefficientsg are zeramean error termsserially
uncorrelated and independengind g denote the number of lagsyuation (3.1) states that
the excess currency retwrnis a function of its own past returns as wedf ahe past returns
of x plus the error terms.

It is important to note thatace needs to be taken on the selection of the optimal lag

length of each variabldere, tocorrectlyspecify the number of the ldgs y, we perform



both t- and F - testsOnce an AR model is carefully choseryfothen we test for lags ®f

Wooldridge(2000) argues thatetlchoice of lags of is of less importandeecause wher

does not Granger caugeno set of laggedt6 s s h o u | d % Bearingsthisgmniirfd,i ¢ a n
the null hypothesis which states tlatloesnotGranger causg simply implies that none of

the lags ofk added in the equation gf are statisticallygsificant (their coefficients are zero)

and do not predicy . Only in the caseherewe find that past returns af help to predict

y, in addition to pasy, canwe say thak Granger causeg. Similarly, to test iff Granger

causex the following equation is used:

X=Z, +& ., -+ M, M¥¢ .. KY€ U (3.2)

where agairnz, is a constanty, d are coefficients; and are zeramean error terms.
Equation(3.2) declares that the excess equityetuis a function of its own past valuels

the past valuex y and of error term#\s stated above, we carefully select first the significant
lags forx and afterwards wéaose the lags for (see Wooldridge 2000he null hypothesis

of no-causality fromy to x states thaty doesnotGranger causg. If we find that at least
oneofybs past values i s dif f erltesralso pbssilderto have r o
causality running from both variabketo y andy to x although, in this case, interpretation

of the relationship is difficult and should be interpreted with caution. It says nothing about

contemporaneous causality between the variables. The Gnasajity tast can also be used

20 By using anF -test to jointly test for the significance of the lags on the explanatory Yarihisién
effect tests for O6Granger causalmot:)blc”):__be;gyW@vmiah t hese

implies that none of the explanatory variables has an effect on (or §xjplgaihst the alternativepbyhesis
which states that least ookethe bq 60s is dif fTaeusualF -tdstappliedo zest the hypothesis
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as a test for whether a variable is exogenous. i.e. if none of the explanatory variables in a moc
affect a particular variable it can be viewed as exogenous.

Since the traditional (OLS) Granger causality approach féésdaodaunt of ARCH
effects,Cheung & Ng (1996) propose a methodology to deal with this. Applying their
approach, we analyze causalityoih the first and seconchoment dynamics in the next

subsection.

3.2.2 Granger causality in Mean

In this section, & consider the causality effects in the conditional @te=aumg & Ng
(1996) introduced a method for testing the existence of Granger causal relations in the mean c
two series. The proposed test is based on the sample cross correlations function of the
standardized residuals. In particular, the method is implemented in two stages. In the first
stage AR models witha GARCH specification in the conditional variances are estimated for
both the excess currency return and excess stock Tétarselection ahe lags is based on
the Akaike (AIC) information criterimn a general form, the AR(®ARCH(p,q) is the

following:

Ye=a Y%, F @y g+ 112 (3:3)
&=hz 2z isNODI

hi=m b€, + g, cB, .. 4 hy



where § is the excess return of markets$,2; a,, ;3 are constantdy, ,c, are coefficients
where p, g denote the lags arg] is a zero mean, independent white noise with unit variance.
This specification allows for time variation in both the conditional mean andditienabn
variance. In essencg,is the conditional mean of the excess return that is a function of its
own past returns aretror termsAlso, equation (3.3) describes the general dynamic process
for the conditional (co)varianagfsthe asset returng’, as a function of constants, lagged
error terms, and lagged variao@eariance terms.

In the second stage, the sample cross correlations of the standardized residuals ar

used to test for causality in aneThe standardized residuals of univariate GARCH(1,1)

models, a specific case of (3.3), are defined as follows:

= (3.4)

&,
Z, \/E Z, \/E

Accordingly, the sample cressrelation function ok, and z, is denoted byEl,ZZ(k) and

is defined as follows:

&, ()

JE©O)* o)

E,(K) =

(3.5)

(; (k):‘:éT_létT:k 1é(§Et' _%l)*( %Ek -Z 4<) ’glflk G
COT'aL, HE.-7)(FE ) g k& (3.6)

where
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where T is the sample sizijs the sample mean af and finally,qﬁ (O) is the sample

variance of, , i=1,2. The test statistintroduced by’heung and Ng (1996) is:

S=Ta £,(¥ (3.7)

The S-statistics asymptotically follows tb@_j , distributionand is asymptotically robust to
distributional assurtipns.If we set j =1, then S tests whethety,, Granger causeg, in

mean. The null hypothesis states that there is no Granger causality, ftomy,, .
Alternatively, we can use=TgQ ki . E.(Rto test whethery,, Granger causey, in

mean. Lastly, we uSe= Tq E/': N Ez( K to test for bidireional causality in mean.

We now turn to the next subsection to describe how the same methodology (based
on the squared standardized residuals) can be utilized to test for causality in second orde

moments.

3.2.3 Granger causality in Variance

The methodlogy analysed in this subsection can be considered as an extension of
the previous. To test the Granger causality in variance, Cheung & Ng (1996) calculate the
sample crossorrelation functions of the squared standardized residualssqidwed

standardied residuals are defined as follows
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2,

zli:%el—t ¢ and z;:%ez—t E (3.8)
Ky ¢ Rl

We first use (3.6) and (3.5) to compute the sample cross correlatjoaadt,

given in (3.8). Afterwards, we can test for the existence of causality in the variance based o
the sameS-statisticsdescribed in (3.7). The null hypothesis of no @racgusality in
variance implies that the cross correlatdrise squared standardized residnaf8.8) are
zero.

The main advantage thie Cheung & Ng (1996)rocedure to test for causality in
both first and second order moments is that it is basgsdjwarelistandardised residuals of
simple univariate GARCH modelghich can be estimated without difficultpivariate
GARCH models are known to provide efficient estinsates the number of parameters to
be estimated is limited. Consequently, e&timaof heavily parameterized series,
computational difficulties and convergence problems resulting from the estimation of
multivariate GARCH models are avoided.

It is important to note that accounting first for causality in mean effects is essential
befare testing for causality in variance because it ensutke tatsality in variance tests will
be robust and will not suffer from sewee distortions if significant causality in mean effects
do exist butare ignoral. Therefore, it is crucial to smlea correct specification in the
conditional mean before proceedimgestfor causality in variance (see Pantelidis & Pittis;
2004)lt is also important to have a correct specification in the conditional variance, since the
asymptotic results about thehaviour of the statistics assume that the conditional variance is
correctly specified.

So far, we have conducted tests based on the residual cross correlation function to
gain a useful insigimto the causal relationship in the fimhd secondorder moments
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between excess returns in money and equity markets. In the next subsection, we employ th
impulse responsanalysis to see how our variables react to their own shocks and those of

other variables.

3.2.4 Impulse Response Functios

An impulsereponse function (IRFs an essential tool in empirical causal analysis. It
represents the reaction of the variables to shocks hitting the system. In ptniscular,
technique enables us to see hammeastandard deviatishock to any market has an impact
on this and other markets, and how persistent the impact of this shockhs.purpose of
our analysis, we estimate #t@ndard VAR modeb analyze the interrelations exfcess
returns in money and equity markaetd the dynamic impacts of randostuibances (or
innovations) on the system on these variabdéen together equations (3.1) and (3.2), the

general VAR (p,q) model can be expressed as follows:

k q
Yi=0 A @Y« A K, i
k=1 q# (39

k

q
X=% A B%, A Mk %
=1

k 2

The OLS is the appropriate method to estimate this VAR $ysitese only lagged

variables are included on the right hand side of the each equation, and also disturbances a

2 We do not include contemporaneous terms e.g.

X, = a+b X, +y X, .+ + U
u _ &YXty 12Xt Va2 "hecase if we do so, it becomes a structural VARratis
er - az +b2 x1t +J/ 21X1t—1+y22X 2t-1+ u 2

casewe cannot use OL® estimate it (the OLS estimation would yield inconsistent parameter estimates)
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assumed to be serially uncorrelated with constant vardanexer, care needs to be taken
when determining the number of lags that should be included in the Hrthlydesy length
is too small, the model will be misspecified; if it is too large, the degrees of freedom will be
lost. The three most common metts for estimating the optimal lag length for a VAR, are
the Akaike information criteria (AIC), Schviagesian information criteria (SBC) as well as
the likelihood ratio test (LR). The best fitting model is the one that minimizes the criterion
functiorf?.

After estimating the VAR model, impulse responses are derived from the .dstimates

this paper, we simply define the impulse respomseaasiringhe effect of a onstandard

F
deviation shocklThe gneral formof the IRFsis defined as foIIowsm with i, =1,2

He;

whereF is the full set of the impulse responsessaii2,3.. denotes the periods ahead.

it+s
In essence, this formula captures the reaction ofttheeries occurring &ts period ahead

to one unit shock (or one standard deviation shock) gfitingerieslt is important to note

that we generate simpRHsto get a feel for the interactiobetween the financial asset
returns. We do not place too much emphasis on these since they are generated from a consta
covariance matrix but they can still give us an indication of the relationship between the exces

currency and stock market returns

Therefore, in order to avoitie secalledparameteidentificatiggmoblemwe need to imposéde following
restriction:o, =0 or b, = 0.

22 We choose the optimal lag length that minimizes the following information criterion:
AIC=TlogW +2N

SBC = TlogW + N *log( 1)
of parameters in all equations andis the sample size. We choose a model with the lower AIC value. The
formal likelihood ratio test of two models one withags and the other with Iags(u > r) is defined as

whereWis the covarianceatrix of the residuald\ is the total number

follows: LR = (T-C) glogw| - logWw| gﬁ‘z(( u-)nz) where C=np+Jis a small sample

correction andu-r is the difference in the number of lags. We test the null hypothesis that the ¢xteys
are statistically insignificétiie restricted model is preferable to the unrestricted one)
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3.3 Data& Summary Statistis

This empirical analysis is conducted for the NMS and non EMU membeAstates.
measure of money market integration, we compute the UIP deviation between the local
currency and the eurdhe paper analyzes weekly data foredohange rates of Czech
Republic (CzK), Hungarian Forint (HF), Polish Zloty (PZ), Slovak Koruna (SkK), Danish
Krone (DK), Swedish Krona (SK), and UK Pound (GBP), all in relation td~eune@3.1
plots the exchange rates for the NMS (see appendixriodatails)nterest rate data for six
currency deposits are employed, which -areek interbank rates for the Czech Republic,
Hungary, Poland, Slovakia andekk euraleposit rates for Denmark, Sweden and the UK.
The excess currency returns @qually deviations from UIP) are computed as:

f

i a 0 i . .
" o:“l ©®2 k , Wheres,, is the natural logarithm of the spot exchange rate at
100 ¢'s = 10C

timet+1 expressed as the domestic price of one unit of foreign cuiraadtie annualized

weekly interest rate of domestic (euro) currency known dt fiinés the annualized weekly

interest rate of the foreign currency known at time
The mapr equity indexes are used in this study. By taking the major equity index of

each country, more than 75% of market capitalization is cAadrke®.9displays the equity
price indexes for all the aforementioned countries. The excess stock returasused ase

ap'. © 2 ¢ . :
Iogae% ®2 - log B% *52 where p/ and p, are the annualized logs of changes in

(; t - =
equity index levels. The supersciipdenotes the foreign yields of the equity inte&.
sample period expands from Janu&ri @9, to Decembet, 72007. All the dataextracted

from Datastream.



[Insert Table 3.1 about here]

Table 3.1 reports summary statistics of excess currency returns (&ahexdess
equity returns (PanB). As can be seen from Panel A, the higimstalizedveekly mean
excess currency returns are given by Hungary, 0.06, and Poland, 0.04, following closel
Slovakia, Denmark and Sweden display on average low retuithe exiteption ofthe
Czech Repuldliwhich displays negative mean retdirr®.028. The highest variance is given
by Poland, 0.38, with the UK and Hungary following closely behind with 0.23 and 0.21
respectively. The Czech Republic, Slovakia and Sweden display on average the same level
variance, around 0.13. Denmark displays the lowest variance, 0.0003.

Comparing the performance of seven excess equity returns in panel B, the Czech
Republic and Slovakia give the highasualizedveeklyexcess stock returns, 0.14 each.
Poland and Hungawlsohave high positive mean excess stock returns. The UK is the only
country in the sample that displays negative excess stock-fe@irn®anel B displays the
second moment (variance) of the excess equity returns. All the emerging NMS display highe
variances compared to the developedBMb members across the sample. Specifically,
Slovakia reports the highest, 4.06. Hungary, Poland and the Czech Republic display on avera
roughly the same level of variance i.e. 2.96, 2.56 and 2.32. Even thdKgtispkys the
lowest variance, 0.62, it generally behaves as well as the avé&fisige camtries. It may be
worth noting that Table 3.1 reports skewness, excess kurtosis, arifedarsfagistics. Panel
A and B suggest that skewness, the excessikard the JargBera test statistics strongly
reject the null hypothesis of normally distributed returns at 1% significance level (except for

the UK in Panel A).
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3.4  Discussion of the Resuls

Our aim is to examine whettwgrnot there exists a calgakage between the excess
currency and equity market returns of the NMS (with referetitoeBb)). We particularly
focus on the four largesinerging economies of Central Eastern Europe, knovisegsad
group orV-4. These countries comprigé the zech Republic, Hungary, Poland, and
Sbvakia, which joined the EU &y 1™ 2004. The common feature of these economies is
that they all haveuccessfullypnadethe transition from a centrally planned to a free market
economy, after adopting severe maoraeuic stabilization and structural reform programs
(Baltzer etal. 2008)To compare and contrast, we conduct the same analysis for-the non
EMU statesnamely Denmark, Sweden and the UK

We present the results in the following oldesection 3.4.tve present results from
thetraditionalGranger(1969)causality testisingOLSregression3.he analysis praggses by
displaying the (G)ARCH estimates of the excess currenexcasdsstock returns. After
accounting for ARCH effects, we then presenGtiamgr causality test in both mean and
variance accordirig the Cheung & Ng1996 approach. Some impulse response graphs are
also shown. The analysis continues in subs&tidtby considering whether the causal
relationshipdound abovemaintain tkir robustness when the exstesk marketeturns are

adjustedor risk.

3.4.1 Results

To uncover the causal relationship in excess currency and equity marketereturns
employ the Granger causality test (Granger, 1969). If past returns of théoekaetaras

statistically improve the prediction of the excess currency returns (in addition to its own lag
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returng then we have proven causality and thus we say that excess stock returns Grange
causes excess currency returns. We also test for cansatiyfrom the opposite direction.

All the examined series are stationary and do not exhibit statistically significant structural
breaks. Granger et . al (2000) states that t
studyi ng between vaedblastini spifestsuctural breaks in data (spe344). The

results of the Granger causality tests are shown in Tablev@uzsPare reported. The last

column of Table 3.2 shows the number of lags included in each case.

[Insert Table 3.2about here]

The results in Table 3.2 amgerestingas theyshowsomesigns of causality mean
between our variablda particular, we find that excess money r®@GIranger causes excess
stock returs in four out of seven cases (i.e. the Czech RepS8lovakia, Denmark and
Sweden) at less than 10% significance level. In addition, we find evidence of causality runnin
from excess stock retgiio excess currency returns for two out of seven cases (i.e. the Czech
Republic and Poland). Lastly, thecB8Zepublic displays admiectional causality at less than
10% significance level. Overall, the results show that there is an association between the exce
market returns. This implies that an investor, knowing past stock returns in addition to past
curency returns can predict, on average, the excess currency returns, wWewshauld
interpret these results with caution.

The traditional Granger causality test, when estimated with OLS, does not take into
account theexistence of ARCH effectEngle (982) argues that under the conditional
heteroscedasticity of the error terms, OLS estimates do not remain desirable due to their poo
efficiency. OLS estimators of the standard errors are inconsistent estimators of the true
standard errors, undere presace of conditional heteroscedasticity. Therefore, test statistics
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based on these standard errors may lead to incorrect infereramsuht for the ARCH

effects (i.e. volatility clustering, fat tails) in the datastuaigs on financial asset returangeh

used different specifications from the (G)ARCH famingfe (1982) and Bollerslev (1986).
Following the literature, we employ univari@#dRCH(1,1) models, to estimate the time
varying volatility of our serieBable 3.3 displays the ARCH and GAR&imates that

govern the evolution of the conditional second order moments of the excess currency and

stock market returns series.

[Insert Table 3.3 about here]

In general, panels A and B demonstrate that the excess currency and stock return serie
exhibit strong (G)ARCH effects in all of our sample countries. The ARCH &ymshow

the impact of shocks or onewsdé (one periooc

all of the markets analyzed, the estimated AREfficents,b 6, sare all positive, less than

one, and statistically significant. Moreover, the GARCH téfms,which show the

persistence ef f e wdatlity onfcurrerh golatiptyg astso pesentino d 8 s

particular, te estimated GARCH parameteys,sare alpositive and statistically significant

(except for Slovakia in panel A). Their magnitude is very large, are all close to one, indicating
high level ofpersistence in shocks to the conditional volaffligrefore, we providgrong
evidence of timeariation for both ARCH and GARCH effects for the excess currency and
stock market returnQur results are in line wilratzscher (2002), Baele (2004), Kial et
(2005) Baltzer et. al. (2008ho find that currency and financial market integration display

strong variations over time.



The above results from the GARCH estimates can be used to shed more light on the
concept of causation in the firahd secondorder moments of our seri€heung & Ng
(1996) develop a twabage procedure based onrisdual cross correlation function from
univariate GARCHo test for causality in variané&e Monte Carlo study of Pantelidis &
Pittis (2004) shows that the eetgd causality in mean effects could lead to great size
distortion on the causality in variance tests whéfassso (2001) finds that in several cases,
tests for causality in mean may suffer from severe size distahepr@sence of causality in
variance The proposedausality test in variance by Cheung & Ng (1996) takesdaotmt
the causality in mean effedtgble 3.4 reports the results for the causality in mean between the
excess currency aagcesstock return series due to Cheung & Mi96). The optimal lags

which minimize the AIC criterion are reported in the last column of Table 3.4

[Insert Table 3.4 about here]

At first glance, the results from the cross correlation of standardized residuals are in
accordance with those obtaineairfrthe traditional Granger causality test (see Table 3.2).
Even the direction of causality is revealed as being the same. In short, we again find that th
excess returns in currency markets lead those in stock markets for the Czech Republic an
Denmark, sice the null hypothesis of-nausality is rejected at 5% and 1% significance levels
respectivelyHowever, there is no more significance for Sweden and Slblvakigposite
directionof causalityrolds trudor Poland and the Czech Republic at 1% ansigi¥i§icance
levels accondgly. We also account for adivectional (feedback) causality in mean for the
Czech Republic at 5% significance level. The overall seggest that there is limited

evidence of causality in mean
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In order to gather moraformation on the interactions amwl short run dynamics
of the excess return in money and equity markets we nexttheondosality in variance test.
This test is very important because it shows how changes in variance, which reflect the arrive
of newinformation in a market, spillovier others affecting the excess returResults for

Cheung & Ng (1996) causality in variancareseported in Table 3.5.

[Insert Table 3.5 about here]

Overall, the re#ts indicate volatility spillover efledd more refine investigation
suggests thaxcess currency returns lead those in stock markets for four out of seven cases,
including the Czech Republic, Hungary, Poland and SloWek@&.are also two cases of
sevenshowing that excess stock returnsifeigntly lead excess currency returns, including
Slovakia and Denmark. Howevonly Slovakia exhibits @itgctional causal relation. No
evidence of causal relation in variance between the excess currency and stock returns f
Sweden and the UK is found

A number ofinteresting findingemege from the above analydirstly,there is
much morecausation in variance than in the levetturns The causatiorpattern in variance
is mostly concentrated in NMS countriés these countrieshé excess mains in money
markets take the lead and Granger cause the excess returng maekgis. This isot
surprisinggiven that under the perspective of joining the EMU, the NMSekpegenced
frequent shifts of their exchange rate regimes (i.e. frontd gegyange rate regimes with
varying bands to managed or free float exchange rate?pddries/ski (2005) argues that
the nominal exchange rates and interest rates of the NMS were very volatile especially whe
their national currencieasmderwensignifcant devaluatioregainst the eurtllP implies that

an expected devaluation (appreciation) of a currency would affect the levels of interest rate

2 SeeAppendixfor more information on thigequentexchange rategime adjustmert§the NMS
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differential between domestic and foreign assets. This in turn may affect the cost of capital,
competitivenesand earnings of a firm and eventually its share prices. This is exactly what the
traditional approach postulates: changes in exchange rates will lead to changes in. stock price
Hence the effect of varying exchange rate regimes, in aggregate, magrhakarineled to
stock markets affecting ultimately the excess returns of these (Madets2007; Wang &
Moore 2008)Secondly, we find evidence for causality in variance running from the excess
stock returns to excess currency retouigor fewer contries This resulimay partially be
explained by the capital market liberalization in facilicaoegborder capital flowgboth
foreign direct investment and portfolio investinemtby the EU membership which
promoteghe free trade and free movertnef capital within the euro arkastly there is little
evidence of volatility spillovers in developed maikats may be partially attributed to the
fact that the developed countries display lower volatility compared to the NMS markets.

To examinghe short run dynamic relations of the excess returns in both currency
and stock markets, we generate impulse response functions-staadare deviation shock.
As previously mentioned in sect®B.4 impulse responses show to what extent the shock o
one market is transitory (or persistent) in terms of its effect on both its own market and other
markets in the system. We plot four impulse response paths of the two markets from shocks tc

their own and other markets. FigiB2 and3.3 displaythese esponses.

[Insert figures 3.2 - 3.3 about here]

A careful inspection of figures reveals that the results from the IR analysis are in
accordance with these of the Granger causality tests. This is to say, if the Granger causality te
indicates excess @mcy return leads excess stock market returns, then the responses of exces:

currency returns from onmit shock of excess stock returns should be negligugeall,
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three distinctive patterns can be identified from the IR analysis of our seven.d6itsttyies

the most striking feature is that both variables display stronger responses to their own shock:
(see figres32-3.3). Secondly, onmit shocks to the excess currency returns have strong
responses on excess stock market returrfgy(se82). However, weak responses are shown

for Hungary, and to a lesser extent for the UK. Thirdlyuymhshocks to the excess stock
market returns hawewveak response on excess currency returrig(sed.3). In general, the

effects from the shocks onthovariables are dampening down quickly after less tiveee& 5
interval. Given these results, excess currency return seems to be an important cause for exce:
stock returns. These results make sense if we consider that exchange rate mbgements (
mainingredienbf excess currency returns) influence movements in stock prices and thus their
excess earningdur resultsare consistenwith the traditional approach (see Granger .et. al

2000; Pan eal, 2007).The next subsection deals with the robusbidls results.

3.4.2 Robustnessof Results

Joining the EU implieanincrease in capital market integration among member states
through the free trade and free movement of capital within the ey@ealirea etal, 2008.
Financial market integratiocontributes to the development of more liquid and more
transparent markets, facilitates many complex and soptisieattions and offers more
opportunities for firms to diversify portfolios and share idiosyncratic risks across countries
(Jappeil & Pagang 2008). However, the common shocks also increase, leading to higher
correlationsn asset returnsnd potentially a reduction in diversification benéfiéisexpect
that theexcesstock returns per unit of risk would be equalized across coifrfinascial

integration has taken place.
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We now considewhether the causal relationsfiipm excess currency returns to
excess stock market returmsobust or not, when the excessckreturns are adjustéor
risk In this study, the riskdjusted eturns are simply measured by the following fafimula

foreign stock return  euro stock rett

\/ht, foreign \/h t, euro

of a foreign country. This tise foreign stock price index growth rate divided by the square

. The first term captures the stock returns adjtmteidk

root of the conditinal variance obtained from univariate GARCH model. The second term
captures the stock returns per unit of risk of th&uad50 price index growth rate. The
excess risk adjusted return is obtained by subtracting the difference of the two terms, a roug|
proxy to calculate the deviations that may exist in stock returns of foreign and euro markets.
The only drawback with adopting this formula (or measurement) is that it is more difficult for
maximum likelihood to converge, since most of the variation hasineead from the data.

Thus, in some countries it is harder to estimate the GARCH model since the variation
decreases quite dramatically after risk adjustment, resulting in a constant variance in sevel
cases. TheaditionalGranger(1969)causality imean resultsising excess rigkljusted stock

returns are reported Trable 3.6.

[Insert Table 3.6 about here]

We again find alear causality linkagenmean between markets running from the
excesgurrency returns to excess r&justed stock returns. The null hypothesis of non
causality in mean is strongly rejected in all meaningful significance levels for almost all the

countries. However, the excess stock market reeruomit ofrisk have nocausality for any

24 We adopt this method of adjusting the return series for risksasoitsistent with the univariate
approach of Cheung and Ng (1996) aisdaiso relatively simple to implement
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country apart from the Czech Republic. The analysis is also supported by reporting the
Granger causality in conditional mean and varestshased on Cheung & Ng (1996)
methodology. Thexcess stock returaseadjustedor risk. Thecausality in meamsultsare

firstly presenteth Table 3.7

[Insert Table 3.7 about here]

Our results are essentially unchanged. We find the same pakterooimditional

mean as above. When &toeturns are adjustéat risk, then they do not Granger cause the
excess currency returns (except from the Czech Republic). On the other hand, five out of
seven cases display a significant causal relationship ,invimgfarilows from the excess
currencyreturns to the excess, risk adjusted, st@oketreturns.The greater evidence of
causality from excess currency to equity returns when usaajussd stock returns may be
due to the fact that the latter series is now less volatile and thezetigsaebr o6 f i t & b
two series. Importantly, evidence of causality still remains from currency to equity markets
only. This significant and consistent result across countries is evidence that excess return ir
money markets leads those in stock nsarkejusted or not for riskt therefore seems
unlikely that both risknadjusted and risidjusted excess return models are not well specified
since they yield similar and consistsults.

We next present causality in variance test results, when atkek neturns are

adjusted per unit of risk. Results are displayed in Table 3.8.

[Insert Table 3.8about hereg
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The same definitive pattern between the excess returns in moagyitgndhrkets is
again identifiedvhen risk stock return adjustmentstaken into accounEor most markets
(i.e. the Czech Republic, Hungary, Slovakia and Denmark) a significant unidirectional causalit
in variance is observed where the excess currency return leads to the excess stock retu
adjusted for riskCausation irthe reverse direction has not been identified. Slovakia is
characterized by interactions based on mutual feedback in which the excess currency retur
can take the lead, and vice versa. As in the caseuatdghsted returns, Sweden and the UK
display nacausalityn-variancelt is important to note that the results for causality in variance
change little when we employ-askusted returns. There is less evidence of causality but this
is due to the elimination of much of the stock market when congithetivariable

The significance of our resuttay be helpful for the poliayakers of the NMS who

make an effort to meet the challenges of European integration as they form macroeconomic
and stabilization policies in response to the European ecomédanesver our resultsnay
be important fomvestors anfinanciatompanies whoonstruct differerportfolios to better

assess their exposure to riskraalesignificantrossborder financing decisions
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3.5 Conclusions

The aim of this paper te explore possible linkages between monetary and financial
market integration of the NMS as wels@sienon-EMU stateswith reference tthe euro
zone after the introduction of the euro. Monetary convergence is measured and tracked over
time by compuing the uncovered interest parity (Uldgviationwhereas teck market
integration is measured by deviations in stock returns of foreign and domestic markets. It
addresses the issue of causalityean and varianbetween the monetary and equity market
integration.

Theanalysis indicatdsat there is limiteevidence ofausality in meaAs regards the
causality in varianage findthat the excess currency retisrthe leadingariableandGranger
causdbe excess stock return volatiiitythe NMS. The causality works in the opposite
direction for fewer countried/e did not find strong spillover effects for deeeloped non
EMU countriesThe causality is robust when the stock returns are adjusted féheisk.
impulse response function analgsiwides further support for theading role of thexcess
currency returand also suggests thatn shocks have strong impact on the markets

These findings are very important, especially for the NMS that aim to benefit from the
advantages afieir paricipation in the EMUThey need credible exchange rate policy to aid
convergence and prevent volatility spillovers affecting other nfaskdtgure research, it
would be of interest to incorporate other variables thatexealyan impact othe excess
returns in both markets of the NMS in ordemgé a better understanding of ttausal

linkagegprevailing.
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3.6  Appendix: Background Information on the NMS

3.6.1 Historical Heritage

In the context of transition economies in Eastern Europe and the fSaviet
Union, certain similar soeggonomic patterns emerge when consideringiskegrad Group
former Czechoslovaki a, Hu n g @exyression ferPtothea n d .
Northern Hungarian town in which the presidents of former CzeddkialoHungary, and
Poland met and signed a declaration on February 15, 1991. As a result of the dissolution o
Czechoslovakia in 1993, the Visegrad Group thereafter consisted of four countries, as bott
resultant new countries, the Czech Republic antbtta Kepublic, became members of the
group. All four countries committed themselves to a path of close collaboration as they moved
from the post communist era into that of EU membership. There were four significant factors
that contributed to the formatiaof the Visegrad group; 1) The aspiration to dispose of and
transform what was left of the communist bloc in Central Europe; 2) the wish to subdue a
long history of hostilities between Central European countries; 3) the principle that mutual
cooperation wuld facilitate a greater rate of progress in reaching certain goals, for example, to
achieve the desired social transformation and to progress the process of European integratior
4) the ideological similarities between the then ruling political elites.

Prior to 1918, Czech, Slovakia and Hungary had been part of theingerplex
multilingual domain known as the Austungarian Empire, whilst Poland had been
partitioned into Austréiungarian, Russian and German terrifrig countries emerged as
indepexent countries from the demise of the Aubtumgarian Empire at the end of World

War | in 1918 and all stayed under communist contrforfpionedforty twoyears. After the

25 Seehttp://www. visegradgroup.eu/main.php?folderID=938

26 There was a distinct contrast in so far as Hungary had been one of the constituent entities of the Union,
since 1848, the Czech Lands (in modern days Czech Republic) were regarded as part of the Awestrian territori
whilst Slovakia and Poland had very little control over their own affairs (see Fidrmuc et al., 2002 for a survey)
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era of communist control came to an end in 1989, Hungary and Poland weshifir tom

a centrally planned to a market economy. They proceeded to hold their first democratic
multiparty elections in 1990 and immediately after they attempted to make the transition
towards a free market economy. On 1 January 1993, the SlovhksCaeths came to the
mutually agreed peaceful decision to undo their union and to move towards more liberal
economic strategies. The Czech Republic, Hungary and Poland proceeded to join NATO in
1999 followed by the European Union in 2004, whilst Slgeslad both NATO and the

EU in 2004".

The Visegrad group share similar history and traditions, and lead the way among post
communist countries in accomplishing successfully macroeconomic stabilization and structura
reforms. In addition to this, they arensidered more developed than most of the other
communist countries. However, despite the important similarities that their economies share,
there are some fundamental differences in relation to their economic development. In light of
these patterns theage clearly grounds upon which the Visegrad group must be considered a
valuable field of analytical research concerning the relative effects their economic policies hav

on their economic performances.

3.6.2 Maastrichtds convergence criteria
The Europea Uniorf® (EU) was established by the Treaty of Maastricht in 1993. The

Treaty stipulates what conditions must to be met by EU member states in order to enter the

third stage of the European Economic and Monetary Union (EMU) and to adopt the Euro.

2 seehttps://www.cia.gov/library/publications/thevorldfactbook/

28 The origins of the EU were in the European Coal and Steal CoynfB@8C), which was formed by

the 1951 Paris Treaty, this subsequently evolved into the European Economic Community (EEC), created by the
Treaty of Rome in 1957, which ultimately evolved into the EU.
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The new BJ members are required to join the EMU and are unable to deviate from this
requirement as both the UK and Denmark had previously done, however EU membership
does not automatically mean membership of the EMU. Membership of the EMU for these
NMS is subjecbtcertain convergence criteria being met, as specified in the Maastricht Treaty.
There are four such criteria and they are as follows;

1. Price Stabilifijhis requires that the average inflation rate (calculated with reference to
the consumer price indaxiust not be more than 1.5% greater than that of the three highest
performing member states.

2. Sustainable Fiscal Podiierequires that there is no excessive level of deficit. An
excessive deficit level is considered to exist if:

A The budget deit exceeds 3% of GDP, with the exceptions that either the
ratio has significantly and consistently declined, approaching a point close to 3 per cent, or the
the amount surplus to the 3% reference value is only exceptional and short term occurrence
anda deficit value close to 3% is maintained.

A The ratio of gross government debt relative to GDP exceeds 60%, unless the
ratio is decreasing at an acceptable rate towards the reference value.

3. Exchange Rate Stabllitis requires that the currency twasnaintain the ERM I

normal fluctuation band of £+ 15 % around a fixed central parity against the euro, without
experiencing severe tensions (devaluing against the currency of any other member state) for
minimum 2 year period before the formal assessifige emphasis thus is given on the
exchange rate being close to its central rate.

4, Interest RateBhis requires that the average-teng interest rate must be no more

than 2% greater than those of the three highest performing member stag¢gsmitio price

stability.
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3.6.3 History of the 5" Enlargement of the EU

May 1st 2004 marked the fifth and most ambitious membership enlargement of the
EU, incorporating the accession of eight Central and Eastern European (Czech Republic,
Estonia, Hungary, haa, Lithuania, Poland, Slovakia and Slovenia) and two Mediterranean
countries (Malta and CypruBllgaria and Romania applied for the membership in 2007 and
are likely to join the EMU at a further stage, if they succesdfilllithe Maastricht critex.
Slovenia was the first of the acceding countries to meet the Maastricht convergence criteria fo
EMU membership and tadoptthe euro on the 1st of January 2007. Cyprus and Malta
followed a year after on January 1st 2008 and Slovakia on J@20@ry 1

The origins of this enlargement process date back to 1989. Following tbp bfeak
the Soviet block the EU announced that it would, in principle, welcome the prospect of the
Central and Eastern European countries joining the Union. The negdtatiomsccession
of the six "firstwave applicants” (Czech Republic, Estonia, Hungary, Poland, Slovenia and
Cyprus), was opened immediately. However, the official invitation to join was issued few year:
later in 1993 by the Copenhagen European Counisl.di&tlogue broadened further in
October 1999 to negotiate the accessions of Slovakia, Latvia, Lithuania, Romania, Bulgaria ar
Malta. The negotiations concluded in December 2002 and in April 2003 Treaties of Accessior
were signed with the Czech Repulgipnia, Hungary, Latvia, Lithuania, Poland, Slovak
Republic, Slovenia, Malta and Cy[®083 saw nine countries hold referenda on the issue of
membership of the Union. The™6ountry, Cyprussuccessfully put the decision to the
legislaturdn May 20@ all 10 accessioauntries became full members of the EU once all of

the referenda were passed and the Accession Treaties were ratified - tinedEberd

29 It is worth mentioning that during the negotiatieriqal, the EU progressively introduced a series of
measures in order to help the candidate countries to successfully make the transition from their controlled by
their state economy to the free open market economy. These measures include: phasenimeonogabtas,

an extension of the Generalized System of Preferences, the completion of Tradpenadid®oAgreements

111



The main focus of this paper will be on the exchange rate stability and on interest rates
convegence criteria. Numerous studies have concentrated on the issue of the appropriate
exchange rate mechanism to adopt for the NMS from the point at which they join the EU to
the stage at which they meet the criteria to become full members of the EMdhaimgeex
rate mechanism is a fundament al el ement of
In essence, there are three types of foreign exchange regimes currently existing. These are:
Floating exchange rates referring either to free or maasggetbr Czech Republic, Poland,
Slovakia and Slovenia; 2. Fluctuation bands around a central rate for Cyprus and Hungary; ar
3. Pegged to the euro or fixed rates managed by Currency Boards for Estonia and Lithuania c
pegged to IMF Special Drawing Rsgior Latvia. Table 1 displays the current exchange rate

regimes that NMS followed prior their entry in the ERM Il by end of 2005.

Table 3.6.I Exchange rate regimes in new EU member states

Country Exchange Rate Regimeyrior ERM II  Entry ERM ERM Il parity
Il entry

Cyprus* de jure: Peg to euro within band £15 02/05/2005 0.585274
since August 2001, (de facto: narrow
range of fluctuation +2.25 % from Jui CYP/EUR
1992 to December 2000).

Czech Republic Managed float to euro since May 1
with inflationtarget of 2% 4% by end
of 2005

Estonia Currency board peg since June 1992 28/06/2004 15.6466
(Estonian kroon initially pegged to EEK/EUR
German mark, since January 1st, 19
euro)

Hungary Peg to euro within fluctuation bands
15 %, withinflation target of 3%5% by

and the introduction of the PHARE Program which aided transition to a market economy. The aim of these
Association Agreements, oreeBuropean Agreements, was to provide the legal foundations necessary to
conduct bilateral relations throughout the 1990s and, significantly, resulted in a free trade area for most industric
goods (Doyle & Fidrmuc 2006)
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end of 2005

Latvia Peg to euro (initially pegged to Speci  02/05/2005 0.702804
Drawing Rights with £ 1 % band from LVL/EUR
1994 to 2004)

Lithuania Currency board since 1994 (Lithuanii 28/06/2004 3.45280
litas initially pegged to WdSllar, since LTL/EUR
February 2002 to euro)

Malta* Currency basket peg since 1971 (las 02/05/2005 0.429300
weight of euro in the basket: 70 %, MTL/EUR
pound sterling 20% and US dollar 10

Poland Free float since 2000 with inflatiarget
of 1.5%- 3.5% by end 2003

Slovakia* Managed float to euro since 1998; de 28/11/2005 38.455
facto: crawling peg (Hybrid system u: SKK/EUR

the euro as an anchor with an implici
inflation target since September 199¢

Slovenia* de jure managed float, de facto: 28/06/2004 239.640
exchange rates within crawling band: SIT/EUR

SourcBacké and Thimann (2004), European Central Bank (20@4p&s central banks via
www.bis.orgUpdatelly the author
The asterisk denotes full membership in the EU (adoption of the Euro).

Table 1 presents the exchange rate regimes ii? &fMBtheir entrance in the EU.
As it illustrateg;stonia, Lithuania and Slovenia were the first to join the ERM Il of the EMU
on the 27 of June 2004. Cyprus, Latvia and Malta follow shortly after ori"tbe AR8il
2005. Slovakia entered the ERM Il a few months later on"tlo¢ [96v 2005 at the initial
rate 0f38.455After Slovakia entered the ERM I, its currency apprdciatit subsequently
stabilized between 1 and 2 per cent above the centr8laaaia was the first of the NMS
that met the Maastricht convergence criteria for EMU membership and adopted the euro on
the T'of January 2007. Cyprus and Malta no lordendpto ERM Il since Januafy2D08
when they officially adopted the e®mvakia becomes the second East European country

(after Slovenia) to adopt the euro at a new strengthen rate of 30.126'dartharg 2008.

30 Bulgaria and Romania (not ineld in the table) applied for ERM Il membership in 2007 and are likely
to join the eurozone in 2015.

115


http://www.bis.org/

is expected that the euro wélplace the Hungarian forint and the Polish zloty'darfuary

2012 and the Czech koruna dddnuary 2015. Slovakia adopted the eurdbJamdary 2009

3.6.4 Benefits & Costs

The admission of the NMS countries, and particularly the four Visegradiezonom
into the EU may result in both benefits and costs and may also have a significant impact on
their growth prospects. Outlined below are the benefits and costs which EU membership may

generate.

3.641 Benefits of the Membership

There are numerobgnefits to be obtained from EMU membership for the NMS and
i n particular the Visegr8d economi es, wh i
open and too vulnerabl eo. Possibly, the m
developed EUWinancial system like the EMU, is that it protects the smaller countries from the
severe speculative attacks that their individual national currencies may be subjected tc
Accordingly, the NMS are exposed to more protected and less volatile finaratmkanark
are more likely to stand up against financial crises and speculative attacks. |If this is not th
case, then the medium to long term viability of these national currencies is cast into doubt
(Buiter & Sibert; 2006).

An immediate consequence thgueas in favour of the membership of the NMS is

that it lowers the riggremium that investors may demand in investing in assets with economic
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and/or political environment which are perceived as unstable (Baldwin, Francois & Portes
1997).Their membership warantees the adoption of greater institutional transparency. This
environment helps to foster many beneficial changes including property rights which are more
clearly defined and the implication of codification and systematic organization of competition
and stateaid policies. Domestic residents can also benefit with increased access to wider
capital markets and the concerns of investors can be assuaged when it is seen ho\
convertibility and more transparent capital markets positively benefit this jmoestsss

from longer standing EU member states find the NMS markets more attractive due in part to
the reduction of the perceived investment risk which membership engenders. The economic
prospects of the NMS increase in light of their membership andagecmore investment

from both European neighbours and investors outside of the EU. It can then be seen that
lower level risk premiums evolve from the betterment of the investment climate. As a result,
nations augment their domestic capital stocks aitighti@a foreign direct investment. In turn,
financial resources are brought into their countries which allow for the transfer of skills,
knowledge and technology and boost output in thelond\n earlier study by Baldwinagt

(1997) shows that ancae s si 0 n ¢ ostate butpytdsssignficamty algmented by the
reduction in the perceived investment risk.

Lastly, membership of the EU enables a free movement of commodities, capital and
labour amongst the member states within a single Eurapeaomic Market (Doyle &
Fidrmuc 2006). These result in developments in trade, investment and employment
opportunities for the new members. Improvements in the economic efficiency of NMS
countries is further accelerated by factors such as allocationaamcdfoulation effects of

international trade, redistribufibiunds, capital inflows, technology transfer and labour

31 European Redistribution Funds includes the Structural and Cohesion Funds and the Common
Agricultural Policy (CAP).
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immigration. Additionally, all previously imposed -dtagding tariffs and quantitative
restrictions (or other distortions) no longeryapptl thus the trade volume in agricultural and
industrial products (for example textiles, machinery, steel and coal) that the NMS have

comparative advantages is increased.

36.4 1 Costs of the Membership

Although membership of the EU brings with ingnaenefits, there are elements of
cost involved in the process.

One of the most prevalent would be that a NMS loses autonomy in regards to the
control of its domestic monetary poli-cy.
specific sbcks through internal monetary regulation of currency and monetary policy. As
stated above, any NMS that wishes to enter into EMU must, in principle, meet all criteria laid
down in relation to economic performance that have been in place since Ma&k#icht.
European Central Bank formulated the single monetary policy with little regard given to
countryspecific shock unless the effect could be felt throughout the Eurozone or a significant
portion of it. Membership of the EU may therefore not be as iadrémtthose NMS that
currently use their national fiscal transfers to offset any negative effect caused by idiosyncrati
shocks.

Additionally, EU membership may result costly adjustments of the NMS in order to
adopt the EU norms and regulatioegardinggompetition environmental protection, quality
standards and safety norms. &cNMS that commences dismantlement of protectionist
economic policies in favour of national industry may find itself coming under huge pressure

from domestic commercial enstithat are unused to being internationally competitive and
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have previously benefited from protection in the domestic market. Exposure to more
aggressive and international competitors can lead tet@rfongiprovement in efficiency but
the shortterm cost may overshadow these in the immediapmssible failure of domestic
firms or/and local governments to adopt the new EU norms and regulations may drive some

of the firms out of the market, increasing the unemployment level.

3.6.5 Macroeconomic Developnents

3.6.51 Exchange Rate Regimes of the Visegrad Group

The four Visegrad countries started their macroeconomic stabilization programs early
19908s with f i xeBychloasndbaed gxehangerateregime @ seme & a
nominal anchgthe Visegrad countries further showed that they were dedicated to achieving
price stabilityThis choice may be attributed to the relatively high level of international
reserves that all Visegrad economies had. Poland and the former Czechoslovékia opted
pegged exchange rates in January 1990 and January 1991 respectively. Even after the divis
of Czechoslovakia in 1993, both Czech Republic and Slovakia continued to peg their
currencies either to the US dollar or to the Deutsche Mark. Hungarycedradwawling peg
in March 1990.

At the beginning of the difficult transition period, the decision of all the Visegrad countries
to set about economic reforms with a fixed exchange rate regime strategy was essentia
Perhapshte most important advantagas to maintain inflation atoav level.This was aimed
atpreventing hyperinflation thats being seenBoland. Furthermore, in order to ensure the
credibility and sustainability of the peg, their national curremcesventsignificant

devaluationThis, in turn, induced changes in their economic efficiency i.e. boosted their
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exports, improved the efficiency and competitiveness of fundamental sectors of their
economies. lalsoencouraged reallocation of valuable resourcessandesutheir foregn

trade was gradually liberalized. However, the Czech Republic, Hungary and Slovakia, ir
contrast to Poland, experienced longer transitional problems in making the change, entering
into a mild slow decline which ultimately culminated in a recessinrescithnge rate crises

(in 19951996 for Hungary, 1998998 for the Czech Republic, and 19880 for Slovakia).

By early 2000, and given the perspective of joining European monetary union, the Visegrac
group had made substantially progress in econaimization, including economic growth,
substantial deflation and the liberalization of the capital adooligtit of this, there were
huge efforts made to attract substamimabunt of capital flows. In countries with fixed
exchage rates, these capinflowsrequired widscale and expensive interventidhss led
the Visegrad countries to move towards a currency regime with greater flexieitignce
shows that previous implementations of similar strategies (i.e. East Asia in 1997 and Russia
2000) illustrate that fixed exchange rates in small open economies which are characterized |
high capital mobility, may lead to a caksigontinuityof their financial system atwda sharp
reduction of outputFidrmuc etal, 2002).

From 2000 onwds Poland, which shifted to inflation targetind extended the
fluctuation bands of its currency to +139ad officially adopted the float exchange rate.
Hungary, after 2001, extended the fluctuation bands of its crawling peg from +2.25 to +15
with refeence made tihe euro under the terms of the ERMThe Czech Republic began to
float from 1999. After gaining admission to the European Union in 2004, the Czech koruna
shifted to a managed floating regime to the euro. Also Slovakia shifted fexitEe
regimes in 200This was all designed to allow for the future abandonment of the Slovak and

Czech Koruna in favour of the Euro.
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3.6.6 Demographic & Market Characteristics

The four Visegrad economies are notali®reg the postommunist countriegs
havingremarkably higleconomic growtlperformance Obviously, this relative success can
be attributed to certain factors. This section discusses in depth the economic characteristics c

each of théour Visegrad countries while mentioning briefly theodeaphic characteristics.

3.6.61 The Czech Republic

Among the former Communist states in Central and Eastern Europe, the Czech
Republic is broadly considered to be a stable and prosperous economy going successful
through its transition period. @réifter the end of the communism da&mocratic changes
and economic reforms become i mportant pri
the more traditional ways of economic thinking were beginning to be overshadowed as was
shown by how the statontrolled industries started to lose their dominance in the market.
Despite the fact the communism had provided former Czechoslovakia with relatively sound
government finances and external debt that was not of huge concern, radical rather thar
gradual lkanges were introduced. Domestic and external markets were liberalized and a fixec
exchange rate was introduced to serve as a nominal anchor. These reforms were seen
successful and were continued in almost identical measures by the Czech and Slova
admnistrations post disintegration. There were some differences however in the Czech and
Slovak privatization policies and neither could completely stave off economavamw
There was a lack of corporate guidance that failed to comprehensivelyreesitecnrise
and industry. This lack of guidance and a series of unsustainable fiscal policies inevitably led 1

the exchange rate crises of 1997 and 1998 (Fidrmiu2@d?2).
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Table 1 reports some basic demographic characteristics and some majar oo

that induce the economic performance of the Czech Republic.

Table 1:Czech Republic: Demographic & Economic Characteristics H
2000 2005 2006
Surface area (sg. km) (thousands) 78.9 78.9 78.9
Population, total (millions) 10.27 10.23 10.27
Population growth (annual %) -0.1 0.3 0.4
GDP growth (annual %) 3.6 6.5 6.1
Inflation, GDP deflator (annual %) 15 -0.3 20
Gross capital formation (% of GDP) 29 26 27
Agriculture, value added (% of GDP) 4 3 3
Industry, value added (% of GDP) 38 38 39
Services, etc., value added (% of GDP) 58 59 58
Exports of goods and services (% of GDP) 63 72 76
Imports of goods and seces (% of GDP) 66 69 73
Merchandise trade (% of GDP) 126 117 134
Market capitalization of listed companies (% of GDP) 19.4 30.7 34.0
Cash surplus/deficit (% of GDP) -3.6 -3.5 -4.3

Source: World Development Indicators database, April 2008

As can baseen from Table 1 and subsequent tables, the Czech Republic is the third biggest
country (78.9 thousands sqg. km) amongst the Visegrad countries. It is located in Centra
Europe, southeast of Germany. Its population has grown at a steady rate ant$ ibfconsis
Czechs 90.4%, Moravian 3.7%, Slovak 1.9%, and other ethnic groups 4% (2001, estimatior
(CIA, 2008).

The Czech Republicds economic transf or ma
present day has been remarkable. After the recession in 1288yvés/ has beeapid
benefited by strong foreign investment, exports and privatization of several industries (CIA,
2008). It has almost doubled its GDP growth from 3.1% to 6.1% during the per2a0B000

Indeed, as Table 1 displays, its exports wihary exports consisting of vehicles, machinery
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equipments, iron, steel, electronics, ceramics and glass) to the EU, largely to Germany, th
Netherlands and the United States cover 76% of the GDP. Imports are also high, 72% of
GDP. The general merchawltrade to GDP ratio suggests that its economy is well open. Its
economic performance was further supported by the newly privatized firms that entered the
local market. The market capitalization of listed companies as a share of GDP has increase
distindgly during the 2002006 period, reaching the level of 34% in 2006 from 19.4%. Its
inflation has been low, around 2%, at the course of six years. Decomposing its GDP, the
sectorServicesthe largest (58% of GDP) followed by the sebktdtstr{f39% ofGDP) and
Agriculturé3% of GDP) analogously. The gross capital formatioelse gross domestic
investmenthas declined slightly reaching the level of 27% of GDP in 2006 from 29% in 2000.
Lastly, the Czech Republic has managed to keep at relatilesfgltoits budget deficit, 4.3%

of GDP in 2006. However, in order to adopt the euro, it should reduce further the level of its

deficit, to push it below 3% of GDP in 2009 as the Maastricht criteria recommend. The Czech

Republ i cds t ar gzere criteda ahdoto evemtaally adopt ¢he eurorino2015.
(CIA, 2008).
3.6.6 Hungary

Hungary successfully introduced macroeconomic stabilization and structural reform
programs and made progress in the transition from a centrally planned to aonarkgt ec
after the Soviet influence collapsed in 1986spite the fact that there was a significant
shadow still falling on Hungary after its independence, by the end of the 1980s it had achieve
a semiliberalized economy, with a significant privatersectpr e senc e . Hunga

stable macroeconomic environment fostered conditions that allowed the administration to
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implement reform gradually. The period of ZI¥HB saw a steady implementation of these
despite the concerns that existed over ektigbhf{Fidrmuc etal, 2002)
Tabl e 2 di s gémagraphic Bharageasticg @s well as some fundamental

economic indicators that reflect its growth in the recent period.

Table 2:Hungary: Demographic & Economic Characteristics :

2000 2005 2006
Surface area (sqg. km) (thousands) 93.0 93.0 93.0
Population, total (millions) 10.21 10.09 10.07
Population growtlannual %) -0.3 -0.2 -0.2
GDP growth (annual %) 5.2 4.1 3.9
Inflation, GDP deflator (annual %) 12.9 2.2 3.7
Gross capital formation (% of GDP) 30 25 25
Agriculture, value added (% of GDP) 5 4 4
Industry, value added (% of GDP) 32 30 30
Services, etoralue added (% of GDP) 62 65 66
Exports of goods and services (% of GDP) 72 66 78
Imports of goods and services (% of GDP) 76 67 77
Merchandise trade (% of GDP) 126 117 134
Market capitalization of listed companies (% of GDP) 25.1 29.5 37.1
Cash splus/deficit (% of GDP) 2.7 -7.4 -8.6

Source: World Development Indicators database, April 2008

Hungary is the second biggest amongst the Visegrad group country (93 thousands sq. km
It is located in central Europe, northwest of Romania. Its poputets decreased recently
rate at a rate of 0.2% approximately. The main ethnic groupsnakélipts population
are:Hungarian 92.3%, Roma 1.9%, and other or unkethwic group5.8% (CIA, 2008).
Hungaryds GDP growt h r at #989hHowevey, ritddannubalt e d
growth rate has been low in recent years, being only 3.9% in 2006. Great progress has bee
made innflation, which has been reduced remarkably from 12.9% in 2000 to a low of 3.7% in

2006. Gross capital investment has gradeallgased since 2000. Breaking down the general
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level of its GDPServicessthe dominant sector (66% of GDP) comparedindihstr{80% of

GDP) andAgricultur@% of GDP). Eports, which arprimarily to Germanynainly consist

of machinery, raw matdsiavehicles, manufactured goods, fuels and Toedfact that

exports amount to 78% of GDP while imports amount to 77% of GDP respectively, underline
the fact that Hungary is an open economy. The merchandise trade to GDP ratio (134% of
GDP) reinforces tis fact. It has been a big increase of market capitaliZdteomnatio of

market capitalization of listed companies has reached the level of 37.1% of GDP in 2006 from
25.1% in 2000. This may be due to domestic privatization and to foreign inve3itaenhts.

the primary strategic objectives for Hungary is to reduce its large budget detintirthet

to be a problem in recent years. With public sector debt of 8.6% of GDP in 2006, the aim was
to reduce it to 4% but there were challenges associatddswillomestic consumer spending
continued to decline in light of harsh governmental budgets that saw subsidization
programmes being cut and taxes being considerably raised in order to reduce its deficit. Ir
2008 the government continues to face challenbeaging its deficit to below 3% of GDP

in order to be able to adopt the euro (CIA, 2008).

3.6.6. I Poland

Pol andds record of economi c-down bfegheal i z.
communism in 1989 highlights it as one of the success atooieg the Visegrad group
emerging economies. During the transition, Poland witnessed extreme macroeconomic
imbalances with unsound government finances, excessive external debt, and hyperinflatior
Drastic measures focused on delivering macroecononlity stadye necessary and were

i mpl emented in one year (1990) . shdcihesagy me a ¢
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programme.Internal and external markets were exposed to radical liberalization and
macroeconomic stabilization was achieved hyesicltange rate policies which saw the Zloty
continuing to be pegged until the second quarter ofE@@huc etal, 2002).

Table 3 reports some demographic as well as some of the most important economic

indicators showing the progress of the Poligioety during the recent years.

Table 3:Poland: Demographic & Economic Characteristics H
2000 2005 2006
Populationtotal (millions) 38.45 38.17 38.13
Population growth (annual %) -0.5 0.0 -0.1
Surface area (sg. km) (thousands) 312.7 312.7 312.7
GDP growth (annual %) 4.3 3.6 6.1
Inflation, GDP deflator (annual %) 7.2 25 1.0
Gross capital formation (% of GDP) 25 19 20
Agriculture, value added (% of GDP) 5 5 5
Industry, value added (% of GDP) 32 31 32
Services, etc., value added (% of GDP) 63 65 64
Exports of goods and services (% of GDP) 27 37 41
Imports of goods and services (% of GDP) 34 38 41
Merchandistrade (% of GDP) 47 63 70
Market capitalization of listed companies (% of GDP) 18.3 31.0 44.0
Cash surplus/deficit (% of GDP) . -4.2 -3.6

Source: World Development Indicators database, April 2008

Poland is by far the biggest country (312.7 thossgaran) with the biggest population
among the Visegrad group. It is located in central Europe, east of Germany. However, its
population has been decreasing. The main ethnic groups are Polish 96.7%, German 0.4%
Belarusian 0.1%, Ukrainian 0.1%, other aspkegified ethnic groups 2.7% (CIA, 2008).

The economic performance of Poland is really notable. The GDP growth rate has rapidly
increased since 2000 reaching the level of approximately 6.1% per capita in 2006 (from 4.3% |
2000).The apparent reasons fbistincrease are seve®&png foreign investment and EU
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structural funds inflows coupled with formerly government owned industries being very
successfully privatized helped encourage consumer spending and saw a significant rise
corporate investmenrnflation has reduced remarkably from approximately 7.2% in 2000 to
1% in 2006, as Table 3 shows. Gross capital formation has been reduced since 2000 but not ¢
much, reaching 20% in 2006. Polish GDP by sectors conSange€64%),Industr{32%)
andAgricultur®%). Exports as well as imports increased since 2000 reaching 41% of GDP in
2006. However, the overall merchandise trade to GDP ratio is the lowest (70%) compared to
the rest Visegrad countries. Market capitalization has risen impressiahosinttipled

from 2000 to 2006 as newly privatized firms entered the Polish market. Lastly, the budget
deficit was 3.6% of GDP in 2006. Continued improvement in the Polish economic climate
could be secured by tackling some of the outstanding shortctmaingrevail in its business
environment (i.e. bureaucratic red tape, an inflexible labour code, contideatl low
corruption, and ineffective commercial legal structures). These all prevent the private secto
from reaching its full function. NonetleslePoland is aiming to achieve further reductions in

its budget deficit and public sector spending witevirgtual target of entering into EMU and

adopting the eur(CIA, 2008).

3.6.6 1V Slovak Republic

Since the fall of the communism in 1989, EiVes successfully negotiated most of
the complicated issues in relation to the macroeconomic stabilization and structural reform sc
as to shift from a centrally planned to a modern market based economy. However, it was nof
until the peaceful disintegoat of Czechoslovakia in1993 (resulting in the contemporaneous

independence of Slovakia) that the reforms were actually put into practice.
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Table 4 shows some representative demographic and some important economic indicator:

if its economy.

Table 4:Slovak Republic: Demographic & Economic Characteristics “

2000 2005 2006
Population, total (millions) 5.39 5.39 5.39
Population grovt (annual %) -0.1 0.1 0.1
Surface area (sqg. km) (thousands) 49.0 49.0 49.0
GDP growth (annual %) 0.7 6.0 8.3
Inflation, GDP deflator (annual %) 9.7 24 2.7
Gross capital formation (% of GDP) 26 29 29
Agriculture, value added (% of GDP) 4 4 4
Industry value added (% of GDP) 32 32 32
Services, etc., value added (% of GDP) 64 64 65
Exports of goods and services (% of GDP) 70 77 86
Imports of goods and services (% of GDP) 73 82 90
Merchandise trade (% of GDP) 121 142 159
Market capitalization oftksl companies (% of GDP) 6.0 9.3 10.1
Cash surplus/deficit (% of GDP) . -3.3 -34

Source: World Development Indicators database, April 2008

Slovakia is the smallest country amongst the Visegrad countries (49.0 thousands sg. km).
is located in Ceral Europe, south of Poland. Its population has grown at a steady rate of
0.1%. The main ethnic groups are: Slovak 85.8%, Hungarian 9.7%, Roma 1.7%,
Ruthenian/Ukrainian 1%, other and unspecified ethnic groups 1.8% (CIA, 2008).

The economic growth of Slovekvas remarkable during the period-22006. It actually
jumped from 0.7% to 8.3% per capitegspective of the fact that there was a general
slowdown taking place in the rest of Europe at the Iterieigh economic performance can
be attributed to great degree to some key factors such as large scale levels of privatization,
business friendly policies that encourage foreign invesaralpwances and liberalization

of the labour market. It has also managed to lower inflation from 9.7 in 2006 o 2006.
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As it is the case for the other countries of the group, the major sector of its economy is
Services (65% of GDP), with Industry and Agriculture amounting to 32% and 4% respectively.
However, in contrast with the other countries of the gi®lopakia seems to be import
orientated. Since 2000 its imports exceed exports. Its overall merchandise trade ratio as sha
of GDP is the highest amongst the group. The market capitalization of listed companies has
been increased, almost doubled durin@®@2006 period to 10.1% of GDP, due to the

large scale private firms that entered the stock market. Lastly, its budget deficit was kept low &
3.4% of GDP in 2006. In 2009 Slovakia satisfied the Maastricht criteria and adopted the eurc

currency.
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Table 3.1 Preliminarily Statistics

Panel A: Excess Currency Returns (ECR)

Mean Variance Skewness Kurtosis JarqueBera (:B)
Czech Republic -0.028 0.13 -0.24* 2.17* 96.35**
Hungary 0.06 0.21 0.99** 4.25%* 427.93**
Poland 0.04 0.38 0.51** 0.96** 38.56**
Slovak Republic 0.005 0.12 0.34** 1.74** 68.38**
Denmark 0.002 0.0003 0.07 2.12** 88.19**
Sweden 0.003 0.13 0.25* 2.37** 114.29**
UK 0.01 0.23 0.19%** 0.20 3.59

Panel B: Excess Stock Returns (ESR)

Czech Republic 0.14 2.32 0.04 1.37* 36.96**
Hungary 0.12 2.96 -0.20*** 0.73** 13.52**
Poland 0.13 2.56 -0.15 1.15* 27.56**
Slovak Republic 0.14 4.06 0.29** 1.29** 39.58**

Denmark 0.06 1.44 -0.08 0.46* 4.72%**
Sweden 0.02 0.90 -0.56** 2.21** 119.58**
UK -0.01 0.62 -0.17 4.53* 401.69**

The asterisks *, **, *** denote the rejection of the null hypothesis at 5%, 1% and 10% significa
respectively. Weekly Data From 1999:01:08 To 200.7:11:30
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Table 3.2 Grangel(1969) ausality imeatestbased on OLS estimations

ECRA ESR ESRA ECR Lags
Czech Republic 0.07 0.003 k=5, =1
Hungary 0.11 0.11 k=5q=1
Poland 0.69 0.07 k =5,q=5
Slovak Republic 0.09 0.99 k =5,q9=2
Denmark 0.05 0.44 k=5,q=1
Sweden 0.05 0.64 k =5,q=3
UK 0.62 0.6 k=5,q=1

ECR stands for excess currency returns (or UIP deviations) and ESR stands for excess stovlklustsras
displayedk- andg refer to the number of lags (see equations 3.1 and 3.2). Bold numbers indicate rejec
null hypahesis of necausality in mean.



Table 3.3 Univariate GARCH estimate

Panel A:Excess Currency Returns (ECR)

Czech Slovak
Republic Hungary Poland Republic Denmark  Sweden UK
0.007 0.0@! 0.03 0.09 0.00002 0.003 0.003
3 (1.38) (4.79 (1.65) (13.62) (2.5) (1.54) (0.75)
0.04 0.08 0.10 0.16 0.07 0.04 0.04
b (1.83 (4.5) (2.89 (3.12) (2.69 (2.79 (2.09
0.89 0.90 0.81 . 084 0.92
¢ (1504)  (5465) (1062) 000 000 (1748 (2964 094 £6.09)
Panel B: Excess Stock Returns (ESR)
0.01 0.10 0.02 0.09 0.02 0.008 0.002
3 (1.04) (1.15) (1.08) (1.73) (1.29) (1.84) (098)
b 0.06 0.04 0.05 0.09 0.10 0.07 0.07
(3.79 (1.71) (2.59 (3.53) (3.19 (3.29 (5.00
C 0.92 0.92 0.93 0.88 0.87 0.91 0.92

(4473 (17.49) (3748  (29.36) (207}  (38.79 (61.85

t- tests are reported in parentheB@d numbers indicate the statistical significant values
univariate case of (3.3) is:

Vo=a @y, € 12
& = h.t%t’ 4 - N011)
he=m be, &,

where Yy denotes the excess returns.
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Table 3.4 Grangerausality imeatest(Cheung & Ng1996)etweerECR & ESR

Czech Republic
Hungary
Poland

Slovak Republic

Denmark
Sweden

UK

ECR stands for excess currency returns (or UIP deviations) and ESR stands for excess sté&thestt
statistics are reported. The asterisks *, **, *tteldhe rejection of the null hypothesis of no causality in m

ECRA ESR

11.17*

2.54

10.22

3.50

2.74*

12.00

0.73

ESRA ECR

4.88**

11.46

11.24*

231

5.10

6.00

14.89

Lags (k, 9)

k=3, g=3
k=3, g=3
k=3, g=3
k=4, g=4
k=2, q=2
k=3, g9=3

k=1, g=1

10%, 5% and 1%ignificance levels respectivigbld numbers indicate the statisticsignificant values.

131



Table 3.5 Granger ausality inariandg€heug & Ng, 1996) between ECR & ESR

ECRA ESR ESRA ECR

Czech Republic 6.91** 5.63
Hungary 5.29* 1.82
Poland 7.08* 5.11
Slovak Republic 17.54** 7.20%**
Denmark 15.39 15.27*
Sweden 0.60 4.49
UK 1.01 0.96

S test statistics are reported. The ig&er, **, *** denote the rejection of the null hypothesis ¢
causality in variance 40%, 5% and 1%ignificance levels respectiviebld numbers indicate th
statisticdy significant values
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Table 3.8 Granger Caulsy inmeatestbased on OLS

ECRA ERAR ERARA ECR Lags
Czech Republic 0.01 0.09 k=5, g=1
Hungary 0.06 0.20 k=5, g=1
Poland 0.08 0.80 k=5, g=1
Slovak Republic 0.09 0.86 k=5, g=2
Denmark 0.02 0.20 k=5, g=1
Sweden 0.05 0.71 k=5, g=3
UK 0.99 0.85 k=5, g=1

ECR stands for excess currency returns or UIP deviations. ERAR stands for excess risk adjustedlvets
are displaye@old numbers indicate rejection of the null hypothesis-causality in mean
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Table 3.7 Granger CausalitynrarfCheung & Ng, 1996) between ECR & ERAR

Czech Republic
Hungary
Poland

Slovak Republic

Denmark
Sweden

UK

ECRA ERAR

10.08**

6.22**

2.30

5.13%

3.85**

4.93*

1.99

ERARA ECR

3.89**
11.26
6.10
2.16
1.61

7.66

7.06

Lags (k, q)
k=1, g=1
k=3, g=3
k=3, g=3
k=4, q=4
k=2, q=2
k=3, g9=3

k=1, g=1

S test statistics are reported. The asterisks *, **, *** denote the rejection of the null hypothesis of r
in mean al0%, 5% and 1%ignificance levels respectividbyd numbers indicate the statisticsignificant

values.
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Table 3.8 Granger Causalitymmriancgheung & Ng, 1996) between ECR & ERAR

ECRA ERAR ERARA ECR

Czech Republic 4.85* 4.18
Hungary 5.78* 1.48
Poland 4.00 5.20

Slovak Republic 4.35** 45.60***
Denmark 9.38** 3.76
Sweden 2.25 0.52
UK 3.05 4.54

S test statistics are reported. The asterisks *, **, *** denote the rejection of the null hypoth

causality in variance 40%, 5% and 1%ignificance lels respectivelBold numbers indicate th
statisticdy significant values
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Figure3.1: Exchange Rates of the Visegrad Group (V4)
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Figure32:IRF: Responses of all marketsatonestandard deviatisiockto Excess Currency

ReturnsECR)
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Figure33: IRF:Responses of all markets to a-stendard deviatighockto Excess Stock Returns

(ESR)
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Exchange
Rates

(Code):

Interest
Rates

(Code):

Equity
Indexes

(Code):

Czech
Republic

CZECH
KORUNA
TO EURO
(WMR) -
EXCHANGE
RATE
(CZEURSP)

INTERBANK
1 WEEK -
MIDDLE
RATE

(PRIBK1W)

PX GLOBAL
INDEX -
PRICE
INDEX

(CZPXGLB)

Start: 1/1/1999

End: 12/7/2007
Frequency: WeeHly
Source: DataStream

Hungary

HUNGARIAN
FORINT TO
EURO (WMR)
EXCHANGE
RATE
(HNEURSP)

INTERBANK
1 WEEK -
MIDDLE
RATE

(HNIBK1W)

BUDAPEST
(BUX) -
PRICE INDEX

(BUXINDX)

Table 3.9:Definition of Variables

Poland

POLISH
ZLOTY TO
EURO
(WMR) -
EXCHANGE
RATE
(POEURSP)

POLAND
INTERBANK
1 WEEK -
MIDDLE
RATE
(POIBK1W)

WARSAW
GENERAL
INDEX -
PRICE
INDEX
(POLWIGI)

Slovak
Republic

SLOVAK
KORUNA
TO EURO
(WMR) -
EXCHANGE
RATE
(SXEURSP)

SLOVAKIA
INTERBANK
1 WEEK -
MIDDLE
RATE
(SXIBK1W)

SLOVAKIA
SAX 16 -
PRICE
INDEX

(SXSAX12)

141

Euro

EURO
EURO-
CURRENCY
1 WK
(LDN:GS)
(GSEUR1W)

DJ EURO
STOXX 50 -
PRICE
INDEX

(DJESS50I)

Denmark

DANISH
KRONE TO
EURO (ECB) -
EXCHANGE
RATE

(DKECBSP)

DENMARK
EURO - KRONE
1 WK (LDN:GS)

( GSDKK1W)

OMX
COPENHAGEN
(OMXC20) -
PRICE INDEX

(DKKFXIN)

Sweden

SWEDISH
KRONA TO
EURO (ECB)
EXCHANGE
RATE

(SDECBSP)

SWEDEN
EURO -
KRONA 1
WEEK
(FT/ICAP)
(ECSWE1W)

OMX

STOCKHOLM
30 (OMXS30)
PRICE INDEX

(SWEDOMX)

UK

UKETO
EURO -
EXCHANGE
RATE

(STERECU)

UK EURO -
£1WK
(LDN:GS)

(GSGBP1W)

FTSE 100-
PRICE INDEX

(FTSE100)



Chapter 4:Financial Stocks: TimeVarying Correlations & Risks

4.1  Introduction

Fundamental weaknesses in financial systems around the world have been uncovered &
the recent US financial crisis, illustrating hoewrinc onnect ed and i nter
economies have becorénce the early 1970s, eighteen-bantered financial crielsave
occurred at a regional level without including the East Asian and Russian crises of the late
1990s. In contrast to these eges, the US subprime crisis has been truly global as it has
spread across national borders causing an infection of financial systems on a ghuludl scale.
was the magnitude of this crisis that financial méHetstire economi@srldwideinto the
depths of recessioror caused slow economic growth rates (eidpspreadbusiness
contraction, decline in exports and commodity price levels, increase in unemployment,
shrinking of GDP, and reductions in government revenues). This illustrates that ywascountr
immune anymore. The current global economic climate is now considered to be the worst the
world has experienced since the great depression. Benn (2009) mentions that this crisis will t
r e me mbas one of widespread greed, corruption haed enadfepdby a policy agenda dominate

by an ideology of deregulation

32 According to Reinhart & Rogoffo@3) the most catastropbid3-% @rises episodes occurred in Spain

(1977), Norway (1987), Finland (1991), Sweden (1991) and Japa®t{39Bpanking and Financial: Crises
Australia (1989), Canada (1983), Denmark (1987), France (1994), Germany (1977), Greece (1991), Iceland (19¢
and Italy (1990), and New Zealand (1987), United Kingdom (1974, 1991, 1995), and United States (1984). A
these crises caused severe declinest he economi c growth rates of the
decaded6 in Japan).

14z



By common consensus, this crisis had its origins in the financial sector, with the initial
shock traced to the US spime and associated credit derivative markets. In partiular,
rapid growth of securitized financial products in the early part of this decade had created pools
ofsubpr i me assets which were O0rated and tr ar
had been widely applied throughout the financial sectouarid d high demand for such
products, the range of underlying assets expanded and ultimately encompassexl sub
mortgages. The demand for these assets was fuelled by the offer of large absolute retur
compared to other assets in what was quite atéresinrate environment, easy global money
and credit conditions from early 2002. The originators (creators or suppliers) of such products
also had a great incentive to participate in this market as the margins chargethe sub
mortgage holders reappd gh returns and the risks <cou
financial systeth Brunnermeier (2@pprovidesan excellent review of the recent crisis.

However, the fragility of the spbime credit derivative market was savagely exposed
as U.S. propertprices began tfall from mid 2007. Mortgage holders found themselves
unable to meet f)gayments on houses that were starting to experience negativé regjuity.
market priceor many subprime securitiesfe we | | bel ow theing of un
huge changes in expectations hadize of subsequent downgrades was enormous. Investors

who had heavily relied upon the credit rating agémaidslacked the ability to evaluate the

33 Purnanandam 2009 discusses in detadrif@atedistributenortgage lending model. In short, the
originator of a mortgage sells it to a thirdyp@e.g. provider of funds) who then securitizes it and sells the
collateralized debt obligation to investdfien this moddlnctions correctly, it allows the originatiagks

and mortgage brokersdistribute risk widegndto economize on the regtdry capital. Howevesome severe

incentive problems occurred, broadly knowpriasipalgenproblems. The agent (e.g. the originator of the
loans) did not have the incentives to act fully in the interest of the principal (e.g. the ultimathdlyam)of

Their main incentive was to maintain the origination volume but not the loan quality. When there was a large
number of early payment defaults and warranty claims, they simply went out of business (see, e&., Honohan
Stiglitz, 2001, Honohan Bfr a better insight grincipalgergroblem).

34 The role played by credit rating agencies in the evaluation of the true risk of structured products was
crucial for the stability of the financial system. In essence, the credit rating agency eatlessiess a debt
creditworthinesand this assessment reflects only credit or default risk. Credit ratings reports are meant to be
directly comparable across countries and instruments. However, the credit rating ditritsuteatitoo little

weigh to the likelihood of default imarket prices anglstematically had underestimated the risk on subprime
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efficacy and validity of these ratings, experienced much |segetHan they initially thought
at the time of purchase. In addition, many products offered-poisiEbborrowers were very
complex and subject to misunderstanding and/or misrepresentaticonipiex and opaque
nature of the instrumentsade investonsiore unwilling tgurchase the already undervalued
subprime securities and CD@se Ashcraft & Schuermat09.

Consequently, defaults began to increase and buyers of tranched credit derivatives
suffered losses. Financial institutions were greatheéxpothese risks due to significant
crosshol di ngs of each otherds securitized p
securitized products through associated Special Purpose Vehicles (SPV) or conduits wer
forced to take these assets back on to lthé&nce sheets, with devastating effects on their
financial health. A liquidity crisis ensued as institutions began to hoard liquid assets due tc
uncertainty about their own future needs and fear of counterparty risk due to the pervasive
nature of the sitk. Debt maturities shortened and spreads increased until liquidity shortages
began to impair the operation of many institutions. This crisis was an important factor in
spreading thaitial shock across different asset markets as good assets wefasbielpf
financial institutions raise cash to meet increasing capital requirements and offset their inabilit:
to raise capital in markets for skertn finance, such as asset backed commercial paper
(ABCP)Brunnermeie& Pedersen (20ppresent a modef this type of shock transmission.

This severe stress and loss of confidence in the global financial markets created marke
paralysidJrgent need has arisen for a quick policy resgdogernments and Central banks,
in coordination with other relevarddies, had to work cldgéo implement actions aimed to
minimize losses to society, to restore market confidence, to stabilize and strengthen the

financial systenRolicy actions taken include financial rescue packages for firms considered to

mortgages pools and on collateralized debt obligations (CDOs) because their rating methodblaggesomere
incomplete or even erroneous modelraptions (see Ashcraft & Schuerm2008.
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be ottom fatiagalivationf certain financial institutions, government facilitation of
mergers and acquisitiorigll protection of bank deposits, credit guarantegstiors of
capital, disposing of toxic assets, and restructuring debt.

In retrospectthe financial institutiondid not adequately appreciate and address the
risks building up in financial markésedatory borrowing and lendimggak underwriting
standards, unsound risk management practices, increasingly complex and opaque financi
products, and consequent excessive leverage combined to create vulnerabilities in the systel
Too much trust was placed i n ckagess inontbkineg di |
loans, the tae judgments of the credit rating agencies, and the capaoitienf technology
and diversification to manage financial r@#ser underlying factors to the current situation
were, amorgj others, the inconsistent and insufficiently coordinated macroeconomic policies
and the inadequate structural reforms, whicholashsustainable global macroeconomic
outcomes (IMF, 200&8lanchard, 2009Therefore, evenhough securitization increased
connectedness and correlations across financial instithiéoogetall ability of the financial
system to channel funds to thomstitutions with productive investment opportunities
dramatically failed.

In this paper, we examine the twaeying canovements of equity returns within
major sectors, across countries. Our investigation is conducted on a sample of eleven countrie
over the past decade as we bid to ascertain if asset return correlations were higher during tr
current turmoil than previously recorded. We generatgdigieg correlations by estimating
an asymmetric bivariate GARCH model, whereby the US serves as a bagegzreor uondd
market and we analyze itsnoovement with each of the remaining ten markets. The
motivation for employing an asymmetric model stems from Cappiello, Engle and Sheppard
(2006) who find significant asymmetries in conditional correlattbres swwonger reaction in

stocks to common bad news eveatiser than good news ever@sir results reveal a number
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of interesting facts. Firstly, while correlations between international financial sectors have
increased over the period of the recemintiral turmoil, current levels ofroovement are

not excessive by historical standards. Secondly, the time variation inherent in the correlation o
each country with the US exhibits a great deal of commonality across markets and one
common factor accountsr almost all of the variation. Thirdly, the results from our analysis

of the financial sector also pertain to thefirancial sector. This implies that the two sectors

are inextricably linked and shocks to the financial sector are largely sy=temntialyc.in

terms of the aggregate indéxe international emovement of stock returns shows a
tendency to increase since the -eaidy2000s. Lastly, the results of the financials and non
financials within each country suggest that both sectors dye cohigelated and this is
particularly the case for the emerging financial markets. This may irbpth tbedtors have

been developirgmultaneouslsince the ear8000s.

An understandingof the time varying nature of volatilities, covariances and
carelationsgs of great importance in a portfolio allocation process for the following reasons.
Firstly, correlations between asset retames crucial ingredients for any portfolio selection.
Theory predicts that if returns in different markets are nfechercorrelated gains can be
achieved through the international portfolio diversificaltanvever, ahigher level of
correlation implies that the benefit from market portfolio diversification diminishes, since
holding a portfolio with diverse countrycsts is subject to systematic. $&kdies of financial
crises, volatility spillovers and contagion empirically establish that there is significant
transmission of shocks across markets andotietation and covariances have the tendency
to increase mie during downturns than during upturns. Consequently, the international
diversification may not provide as much diversification against large returrwbbacks
markets are highly correlated (see for inskarotyi & Stulz, 199&aminsky and Reinhart,

1998; Bae, Karolyi & Stulz, 20GhHetzman, Li & Rouwenhorst 20@E5hong others).
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Secondlyfrom ap o | i ¢ yparapective,dusderstandihg nature of comovemeatross
markets and across bordedgntifying the channels of shock transmission and mgdker
harmful impact of crises is vital, since the success or failure of the designed policies depen
partially on the level of interaction or interdependence between markets.

The remainder of this paper is structured as follows: Section 4.2 reViesvatthe.
Section 4.3 presents our econometric methodology and Section 4.4 describes the dat
employed in our study. Section 4.5 reports our empirical findings for all financial sectors
analyzed. Section 4.6 presents the principal component an@lgkisan@ discusses the

communalities of countriesd movement patte

4.2 Literature Reviewon Asymmetric shocks

In the literature on volatility modelitigere are two main theories that attempt to
explain theobservedasymmetry in the relationship between equity market returns and
volatility. The first is the leverage effect hypoth@sie e.g., Black 1976). A negative stock
price shock wi |l {to-equitycatioe(@ financia levierage)mmiptie sioekb t
riskier and increasing volatilithefefore, the leverage effect claims that return deadk®o
changes in conditional volatilljowever, recent studies find little support for this effect and
oftencallitad d o wn ma r thathaslitdefdifeet conniection to firm levergdgee e.g.,
Figlewski & Wang, 200Even thougthe effect is found to be strongly linked with falling
stock prices, it is much weaker geen nonexistenfor positive stock returns. Changes in
volatility assoated with changes in leverage damp out qsadyfor examplaydemir,
Gallmeyer & Hollifield2006 andHens & Steude, 2009The second explanation for the

volatility asymmetry refers to a twmaeying risk premium or volatility feedbeftkct theory
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(see e.gkrench, Schwer& Stambaugh 198Campbell& Hentschel 1992). If volatility is
priced, an anticipated increase in volatility raises the required return on equity, leading to a
immediate stock price decline. Thereftire, volatility feedbackfeft theory argues that
return shocks areaused blianges in conditional volatiliBekaert & Wu (2000) and Wu
(2001) find that the volatility feedback effect clearly dominates the leverage effect empirically.
Empirical studies have documented thatyequarket (co)variances and correlations
tend to vary over time and increase during periods of high market vélaghiyy early
papers have documented that correlations have increased significantly after the US stock
market crash in 1987 (see, fotanse Bertero & Mayer, 1990; Lee & Kim, 1993). Similarly,
King et al. (1994) use the data of sixteen national stock markets and findinlcatdke in
correlationis only a transitory effect caused by the 1987 ErashHarvey& Viskanta (1994)
repot that timevarying equity market correlations are closely linked to phases of the business
cycle in different countrie particular, they finthat the correlations are at their highest
when the business cycles of two countries are in the recebsisgahjch could abolish the
benefits of international portfolio diversificatibongin & Solnik (1995) use a bivariate
GARCH model to specifically test thgpothesis of a constant international conditional
correlation forseven developed countries fthe period 19601990 to determine if
correlations have increaselden markets are highly volatileeyreach the conclusion that
correlationgienerally rise in periods of high volatlitg also that a positive linkage between
volatility andcorrelatios exists Karolyi & Stulz (1996) construct overnight and intraday
returns of Japanese and US shares and report that correlations and covariances are high wh
omar ket s @lesnay &ontleau;, (2Q01), Longin & Solnik (2001), Ang & Bekaert
(2002) rezh similacconclusionsThey show thatorrelations end t o decl ine ir
and i ncrease dEabien&gRigobbore(2002) useathrde evthedtast Asian

crisesthe Mexican peso crises, ahe 1987 tock market crashand find litle changes in
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correlation between asset returns in pairs of-lutiieuntries. They argue thiae cross
market correlation coefficients are conditional on market volatilitytheyére not adjusted
for heteroskedasticity, the estimated cooelatiefficients can be biasedl inaccurate. They
propose a simple method for correcting thi
contagion, only i n.tale2005¢ghalengeehis viemby quéstonirggehe t i
Forbe®Rigobonmethodology. Using a standard factor model of stock market returns, they
show for the case of the Hong Kong stock market crisis of October 1997 that this conclusion
can empirically not be generalized. They
interdee n d e nBaw &. Lucey (2@) find evidence that during crises periods, the
correlation between stock and bond markets becomes stronger and negative, and this wa
especially the case in the Asian crisis of 1997 and the Russian crisiCbéll@Reaty
(2005) estimates the speed at which the Eastern European stock markets are becomin
integrated based on a smooth transition model and show that the degree of segmentation o
these markets have declined significantly over the pericod9999&oetzman,Li &
Rouwenhorst (2005) examine the return correlations over the long run. They gather a long
dataset on equity return correlations over the last 150 years, and analyse the extent to whic
these correlations have evolved over time. They find that corsetat timearying and
they provide evidence of an upward trend during the e . Chrgyd alg2007) use a
multivariate dynamic conditional correlation (DCC) GARCH model to explore the dynamic
behaiour of stock market return correlations farenAsian marketsver the period from
1990 to 20Q3Trhey find thathere is an increase in correlation during the financial crisis, which
they referred to as a contagion effect, and a continued high correlation in the aftermath of the
crisis, referred tasderding

Likewise, Flavi& Panopoulou (20083st fortwo different types of contagiashiftd

andopured contagionwithin a bivariate regirsgvitching model in which botihocks move
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between lowand high volatility statesThey define pure contagi asidiosyncratic shocks

being transmitted to other countnelereashift contagions definedascommon shocks

being transmittebletween countries during periods of mdtkbulenceThey provide strong
statisticalevidencefor the existence of bottypes of contagiomn most Asian emerging
markets.In the same spiritFlavin et. al. (2008) extended the abovenethodologyto
simultaneousliestfor the presence of bo#hift contagiorand bidirectional pure contagion
between stock and foreign exchangeketswithin a unified framewarkhey provide strong
evidence of pure contagion and less evidence of shift contagion. However, the overall finding
of the above papers tise increased correlatiobgtween domestic markets in East Asian
emerging market®leric etal. (2008) use weekly returns of the US, UK and six major Asian
stock markets to test whether events of global magnitude (e.g. September 11, 2001) have
significant impact on the -acoovement patterns of national stock markets. They find that
correlations have increased andglobal portfolio diversification benefitssinvestors have
decreased in the aftermath of this particular éiegs and Pierdzioch (2009) based on a
timevarying parameter (TVP) model report among other things thatethmeational co
movements of stock market returns in developed cowueethe period 197804 are time

varying and havecreased since the mdheties.

To modelasymmetric effects in (co)variances of returns, Kroner & Ng (1998) initially
introdwced the asymmetric dynamic covariance (ADC) model, which encompasses severa
other multivariate GARCH model$€ely apply it to weekly returns from a Hirge portfolio
and smallfirm portfolio in order to examine the dynamic behaviour of Emgesmal firm
returns. They report significant asymmetric effects in both the variances and covariances: ba
news about largems can affect the volatility of both sHfiath returns and largem
returns. The conditional covariance hésthe tendency toebhigher and signifidaafter the

impact ofbad news. De Goeij & Marquering (2008her developed the ADC model of
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Kroner and Ng (1998).e. generalized asymmetric dynamic cova(@AEBxC)- by including
crosasymmetriésin the conditional volatifitto show that the covariance teats®respond
asymmetrically to return shocks. In particular, they find that the conditional variance of stock
returns responds asymmetrically to stock market shocks, whilst the conditional covariance
becomes fairly lowftar bad newsit the stock market. The same authors in a subsequent
paper,De Goeij & Marquering2009 propose an asymmetric multivariate GARCH model
that includes level effects and camsnmetries in conditional variances and covariances.
Amongst other things, lieyfind weakevidence ofevel effects for stock return volatilsyt
strong (cros¥ asymmetric effects in the conditional variances and covariances in stock returns.

The asymmetric effect in covariancescamcklations irstock returndias also been
explored inCappiello, Engle and Sheppard (2006). Based on an asymmetric generalizec
dynamic conditionatorrelation AG-DCC-)GARCH model, they find strong evidence of
asymmetries in the conditional volatility of stock returns. They also areggrtificant
presence of asymmetries in conditional correlations, to common bad news d¢verdarie
spirit, Hyde, Bredi& Nguyen (2008) usinthe same specification (ABCC-GARCH)
provide evidence of significant asymmetries in conditional \edadititd correlations the
equity marketef AsiaPacific,the EU and the US. They also find that correlations have
increasednore during the end of this decade than in the early 1990s. They interpret this as
evidence oincreasing global market integratiThe timevarying correlatiom stockreturrs
has also been investigated in Li & Zou (2008)aigloocapture the asymmetric responses in
stock correlations to recent government policy decisions in China.

Several papers in the literature investigatéharhstock or bond market yields are

related to global events and tend tonowe, due to either contagililie phenomena, or to

35 They define therossasymmetrieas bllows: dthe conditional variance and covariance between asset
returns can be high@r lower) after a negative shock in one asset and a positive shock in the oth#resisset,
than shocks dpposite signs of theame magnitude.
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local idiosyncratic shocks. A methodology commonly applied with the aim of identifying the
pattern of the conovements whendacing the dimensionality of the data with minimal loss
of information, is the principal component analysis (P®&)PCAis knownto provide a
useful insight into asset-emvementsVolosovych (2005) focuses on international bond
markets during the ped 1875 to 2002. He employs PCA to argue that integration in the last
period of globalization during the lat& d@ntury was markedly lower than in the last twenty
years. Similar data and methods were employed by Maairo(2202), who argue that
coniagion in moderday (e.g. 1992000) bond markets has become much greater than it was
historically (e.g. 181013).Bordo & Murshid (200&@rgue the opposite. BasedRIDA on
monthly spreads on lotgrm bond yields ohoth advanced and emerging counttiesy
provide evidence that financial market shocks were more globalized before 1914 than they ar
now. Also the relevance of this technique has been enhanced with extension to volatility
GARCH modeling (see, e.g., Alexander, 8313, 2009

Overall,the literature tends to confirm the view that in periods of uncertainty or
distress or bad news, financial markets tendrtmee and their conditional correlations tend
to increase and furthermore significant asymmetigtdn the subsequent sectiwa discuss

the econometric methodology employed in this paper.

4.3  Econometric Methodology

Our aim is to explore the comovements of asset redaross different pairs of
countries and sectoower the past decades in ordemsoertain if their coredlons have
increased during the current turméié seek a model that jointly estimates the time varying
variancecovariance matrix of stockturnsand additionally accounts for the asymmetric

effects of return shocks on bothnrean and kvariance eqtians.
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To accommodate the possibilities of asymmetriggeshold effectsn the dynamic
volatility of returns, aitiple classes of GARCH models have been devekiped the
originaldevelopment of GARCH models by Engle (1982) and Bollerslev Th@88&)include
the univariate asymmetric models of Nelson (1991), Engle & Ng (1993), Glosten, Jagannatha
& Runkle (1993) or more recently the-BGC model of Capiello, Engle & Sheppard (2006).

In this study, we employ a multivariate -GHRCH specificatiornwith the BEKK
parameterization of Engle & Kroner (199Bhe asymmetric GJBARCH model is
specifically designed to capture the potential larger impact of negative shocks on return
volatility. Engle and Ng (1993) after comparing a number of stochaslity votalels find

that the GJRGARCH model captures asymmetries naweurately than others. Moreover,

the GJRGARCH models seem to better accommodate the existence of extreme values in the
financial datalLastly, the GHSARCH is consistent with tHREKK parameterizatioof

Engle & Kroner (1995)This formulationguarantees the positive definiteness of the time
varying conditional varianeecovariance matrix. ThBEKK parameterization does not
impose any restriction on the dynamics of conditional semnents, including conditional
correlation?.

For computational reasons, we estimatasgmmetribivariateGJRGARCH(1,1)
model which is structured in two equationtfte conditional mean equation, and the
conditional (cojariance equation. The conditlongean equatiotis written in a vector
autoregression (VAR) form augmented with a term that captueéfedteof adverse shocks
on the level of returns. The conditional variance and covariance equation is structured

according to the GJBARCH specificatn. Hence, ar model is specified as follows:

36 However, thBEKK formulationis sometimes difficult to estimate, because the number of unknown
parameters increases rapidly with the number of markets.
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R= W+R, a+ g1
& =~ N(OH,)

Ht =CiC +A(6;-1 te.LD A $H 1—B é-it@t 1)l-7 (4-3-1)

Let s first focuswheeR=(taer,)cwavdciotdf stacka | m

returns at time, with r g, representing the US stock market returnsrand =1,2,...1(
denoting the remaining foreign stock masktetns at time; W =(1s, w)i is a23 1 vector

ar _
of constantsf =g >"° fsi
ius f;

- is a23 2 coefficient matrix that captures the persistence and
¢

crosscountry effectsn the conditional mean of returrw;:( Ko i,t)?' is a23 1 vector of

error terms and is distributed normally with zero mean and a time varying conditional variance

and covariance matrkt, (seebelow) whiles? is defined asMin(O,e;) and represents the

3 0
negative shocks or the qﬁ:&%’%ﬁo niga@s 2 diagoaat e n't

C q;
coefficient matrixvhose eleents capture the asymmetric effects of adverse shocks on the
level of returndn essence, the conditional mean equation shows that the stock market return
is a function of its own past returns, of
negatre shocks. The inclusion in our model of a matrix that picks up the negative error terms
as an extra component may permit ideatifin of any possible asymmegffects in the

mean. Engle and Ng (1993) suggest that error terms can be used as af measureoo

example, an unexpected increase in stock returns indicates the arrival of gepgd>n@jys (

whilst an unexpected decrease in stock returns indicates bagl ne@3. (t is interesting to

explorethereforethe effect of negative news on the mean return equation.
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éhJS,t hJS.lt

We next turn to the conditional second order moments wner%% ho
(; US,t )t

1=1,2,..1Cis a 23 2 timevarying varianeeovariance matrix aftock returns with,g ;

denoting the covariance term of the US stock returns with one of the remaining foreign stock

o

.. . . - . _ aCUS,US CUS i . .
market returns,, in a bivariate combinatio8.= g IS @ 2x2 symnmat matrix of
(} C|,US Cl,i
é a i : b i : i .
constants,A = ae%s,us E HBosus Pus , G %%S‘”S &i =1,2,...1C are all
g ai,US a1| éeh,us hl (; gI,US [

23 2 coefficient matrices. The matrix of negative error teérimssdefined as before. Matrix

A captures the effects of shocks (laggrred residuals) on current volatility. M&rix
picks up the persi st ewvolatiity oa tufrentcvoléty. Mafrix&G he p
captures the extra effect of negative shocksiment volatilityThe conditional volatility of

returnsequation,H,, isa function of constants, lagged squared innovations, of its gedh lag

values, and of a term that takes into account the negative error tertndrathis setup,

volatility tends to i nler<@ptshea nmowiet hwitthhe tohe
(e.,>0). Good news has an impact Af whereadad news has an impact Af+ (. If

G =0 this implies that the shock is symmetripdsitive return shock has the same effect on
volatility asthe negative return shock of the same maghitudiée if G ,Othe shock is
asymmetric (e.g. @ >0 then the asymmetric effexxists)Equation 4.3.tapturedoth the
asymmetric effects of return shoakshe conditionaheanand variance equatgn

It is well documented that in the estimation of regression models with ARCH errors
the regression coefficients for an ordinary least squares (OLS) are unbiased but not consistel
(Engle, 1982). If the erragrins are not conditionally normally distributediothdikelihood

function is misspecified, that is, does not correspond to the true conditional distribution of the
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dependent variablen such instance, the estimator derived from maximizing the inlogrect
likelihood function is not the maximum likelihood estimator. Following the literature, to deal
with violations of the normality assumption often observed in financial time series, we use the
guasimaximum likelihood (QML) approach, proposed by Beileanid Wooldridge (1992).

The main advantage of this approach is that under fairly weak conditiQh, gstimates

are known to be consistent and asymptotically normal under regularity coNditiinear
optimization is performed using the Broydeletcher, Goldfarb and Shanno (BFGS)

algorithm.

4.3.1 Conditional Correlations

Modern portfolio theorgttestshat not only returns and volatilities are significant in
the portfolio selection process, but also correlations betweerar@ssefsallyriportant for
optimalasset allocation. Correlations between international equity aratldgpendences in
asset returnare often found to vary over time and to increase during turbulent periods
(Chesnay & Jondeau, 208ilio, Caporin & Goblo, 200&gpiello, Engle & Sheppard,
2006; Hyde, Bredin & Nguyen 2D0& this study, we examine the twaeying ce
movements of stock returns across countries and we analyze the conditional correlations

exhibited by crosgountry pairs during the recent findnaisis.In particularwe compute

the conditional correlation coeffitie based on equation 4.3llet r g, denote the

conditional correlation coefficient between the US stock market return with one of the

remaining foreign stockarketsgiven information available at tityie Hence:
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usie ™ xf hus,us t\/m

with hJS,Lt:covt{rUS,t,ri,t}. Zero correlation between two assets is equivalent to their

independencdf r g, varies over time, this implies that both the conditional variances (e.g.

ﬂ/h,S,USt and ﬂ/h“) and the conditional covariance term (R,g.,) evolve over time.

Consequently, the modeling of the fimagying conditional covariancesugy importantfor
both portfolio managers and regulators who wish to perform an optimal allocation of their
assets, since international diversification benefits decrease wlatiorem@ee highthis is
particularly true iturbulent periods. Diversification cannot decrease the risk during periods of

high volatility.

4.3.2 Principal Component Aalysis(PCA)

Later, we analyse the degree of commonality exhibited by otgsouortogsco
movements. We employ a Principal Components a(fayaiswhich is explained here.

PCA is well known as a data reduction technique. la les®ss number of variables
to represent the main information of the original variables, which bringsieoce for
process monitoring. Traditionally, the PCA linearly transforms a set of correlated variables into
a smaller subset of uncorrelated variables, in order to capture most of the variation in the date
By reducing the dimensionality of the daia,tdthnique is very useful for identifying the
pattern of cemovementsnherentin the data with minimal loss of information (see for

example, Alexander, 200Bjosovych, 200%eng, 2009
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To investigate the common driving factors underlying thevaiyieg conditional

correlations of our sample, we do as followg, te{ z, z,..., z,)i denotea 10% 1 vector of
ten observable conditional correlation variables( f,, f,,...,f,,)i denotea 103 1 vector of

ten unobservable variabtedledcomponentsL /., 4,..., ,d)i denotea 10° 1C vector of
loadings ands; is a10°® 1 vector of zero mean error term. Thigipal corponent analysis

is of the following form

Z=IF w, (433

Equation 4.3.3uggests that for any givép variables, it is possible to extr&ct
principle components, under the assumption that none of these variables are perfectly
correlated with each other. Thdseprinciple components are just an orthogonal linear

combination of the originalnablesEach linear combination is an eigenvector of the matrix

of correlations and the elements of the eigenvector are the |@ddingmcipal components

are ordered according to the size of the eigenvBhee§irst principal componerthe one
comesponding to the largest eigenvaoegunts for as much of the variability in the data as
possible, and each succeeding component accounts for as much of the remaining variability
possiblel( t he r est of t he v aCansedquéhg only a few @riscipal i b e «
components are required to represent the original variables to a fairly high degree of accurac

which brings convenience for process monitoring

15¢



4.4  Data

The data used in this study consists of time series oefreida}t pricendices for 11
sample countries. All indices are wvakighted and denominated in local currencies. The
indices are measured at weekly frequency to reduce the effedyochoonous tradinghe
total market indices are decomposed into two broadtedieiectors, namely financial and
nonfinancial stocks. To begin with, we will concentrate on the financial sector, but will later
broaden our study to include different categories of stocks across countries. We will also
analyse the total market acrdssoantrypairs as well as the financial andfimancial stocks
within each country. We do so, as the harsh effects of the recent crisis were felt, not only in the
banking’ sector, but also in a wide array of-banking financial services sectors acros
countriesThe sample of countries is a mixture of developed and developing countries. These
are:the United States (UShe United Kingdom (UK), Canada (CN), Germany (BD), Japan
(JP), Ireland (IR), Greece (GR), Poland (PO),-Kong (HK), Singapore &3, and Malaysia
(MA). To calculate the stock market returns, the first difference of the logarithmic stock price
indices are takeAll series are stationary. Augmented DiEkidlgr tests (not reported here)
overwhelmingly reject the null of a unit rootthe first difference of logarithmic price series.
All the datas retrieved from Datastream International for the period January 1, 1999 through
February 6, 2009 comprisinigs528 observations. Tabld displays descriptive statistics for

the weeklyaturns.

[Insert Table 4.1 about here]

The statistics show that the financial returns (Panel A) of the US, UK, Japan, Germany,

Ireland and Greece are on average negative compared to-finanwia returns (Panel B).

37 Comparable patterns emerge whekihg stocks alone are considered in the analysis
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Such a result can be largely aitteith to the poor performance of the financial sector between
2007 and 200 ombiningogether the financial and rfamancial returns, the total market
returns (Panel C) are on average negative only for those counarglse collapse of the
financiakector was spectacular (i.e. Ireland and Greece).

More analytically, for financial stocks (Pan&lofgndandMalaysidave thehighest
average returns of 0.082 week whereas the Germany has the lowes0WiEh6 per week.

With regard to volatilityjong Kongappeasto havethe highest volatility of around 0.(@@2

week, while Malaysia has the lowest of 0.0009 per week.-fioamoal stocks (Panel B), the
returns of Canada, Poland and Malaysia are the highest on average around 0.001 per wee
whilst the US displays the lowest average returns of 0.00008 per week. In this category, th
most volatile countries with a variance of 0.001 per week are Ireland, Greece, Poland anc
HongKong while Germany is the least volatile with a variance of 0.0008ege Lastly,

taking together the financial and non financial returns, the total market returns (Panel C) of
Canada, Poland and of the three Asian emerging marketkadtgndingapore and Malaysia
display the highest average returns of 0.001 per wittkrefand displays the lowest- of

0.0006 per week. In relation to the variances, the markets of Ireland, Greece, Poland anc
HongKong are the most volatile with a variance of 0.001 per week while Germany is the least
volatile with a variance of 0.00@9 week.

The distribution of returns over the sample is skewed for the vast majority of countries
in all three categories. The skewness coefficient decisively rejects the null hypothesis of
symmetric distributiompost often at the 1% significarkeeel Additionally, aktock returns
are characterized by a statistisadlyificant kurtosis. As can be seen in ablall returns
exhibit fatter tails and higher peaks in contrast with the normal distribution indicating that our
series are leptokurtithe excess kurtosis statistics for the financial returns in Panel A ranges

in value froml.08 for Japan to 18.81 for Ireland; for thefir@ncial returns in PanelitB
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rangegrom 1.70 for Poland to 9.24 for the UK; and lastly for the total markasnetianel
C thekurtosis rangdgsom 1.65 for Poland to 10.77 for the UK. Accordingly, the JBeyae
test confirms that the distribution of all returns ismamal.

Furthemore we switch our attention to the relative importance of the financial and
nonHfinancial stocks in the total market index. Figure 4.1 depicts the proportion of total market
value attributed to financial stocks, represented by the lower segment (darken adlo

countries.

[Insert Figure 4.1 about here]

The general pictuteat emerges from Figure 4.1 is thatfinancial stocks account for
between 20% and 30% of total value over the sampledfpetiveideveloped markets, such
asthe US,the UK, Canada, Germany, Japan, as well as Malaysia from the emerging markets
We doserve that there is a modest decline in the relative importance of the financial sector
during the recent crisis. The rate of its decline is slightly quicker compared with the non
financial sector over the same period. For the remaining markets, tbe @eaal that the
relative contribution to market value from financial stocks is much greater. For example, the
financial sectors of Poland and Ireland reach almost 60% in total market value. We also
observe a modest rate of decline of market capibalizaboth sectors. The only exception is
Ireland, and to a lesser extent Greece, where the fall of its financial sector was spectacular

from a high of about 58% in late 2002 to about 6% in eark}. 2009

38|rish banks were hugely exposed to the housing and construction sectdraveeigberienced huge declines
since 2007.
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4.5 Empirical Results

Our goal is to empiricallgstimate thdimevarying correlations aftock market
returnsbetween the various countries in our sample and the U.S, in bivariate combinations.
this section therefore we present resultssbavariate, adjusted for asymm&fAR modelas
well as theGJIRGARCH parameters that govern the dynamics on the variances and
covarianced’he main advantage of our specification is that it incorporates the asymmetry in
both mean and variance into the specification, such that the effect of a return shock on both

the conditional mean and the variance is simultaneously measured.

4.5.1 Financial Stocks

45.1L] Conditional Mean

Table 4.2 reports the parameter estimatefinforcial stocksPanel A of Table 4.2
presents results from the conditional mean procegse aisymmetric bivariate VAR(1,1)
whilst Panel B presents results from the conditional variance and covariance process of the
asymmetric GIBARCH(1,1) model. In each case, associated relalges are reported in

parentheses. According to #kaike Iformation Criterioff (AIC), the inclusion of one lag

39 AIC criterionis a simple formula that is broadly used to compare differtisticsti models and to
identify which model explains the data best when using the minimum number of pdrathetgeneral form,

the values of AIC are computed as folloWZ = 2In(L) 2K, wherek is the number dhe parameters

in the statistical model ahdis themaximized value of the likelihood function for the estimated madetiel
with the lower AIC is the best model which uses smaller muofibgsrameters and provides the highe

RS
goodness of fit. Rearranging the above formula, we ob#l& = nlog(——) 2k, where
n

. a
RSS= 4 € are the i.i.d. estimated residuals of the fitted model
i=1
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of the stock returns is sufficieRtanses & Van Dijk (1996) and Choo (1999) document that
models with low lag length order, such as GARCH dfeBufficient to ope with the

changing variance.

[Insert Table 4.2 about here]

We first consider the conditional mean mududsl jointlyestimates the financial stock
market returngcross different market paits can be seen in Panel A of Table 4.2, the

constant termsi{,; and 1, ) are not statistically significant for the US mean return equation

but sometimes they are for the mean returns of other couksriespected, returns at this

frequency are almost serially independent. The effects of own kaggsdmecurrent values

are largely not statistically significant (seé gg. and f;;). Nonetheless, the operiod

lagged US financial stock returfig,, appear to have significaxplanatory power and a

positive impact over the other marietpart from Malaysia which imposed capital controls
during the Asian crisis in 1997 and appears to be segmented from global markets. The rever:
relation i.e. marketto US, is not significant in our sample. This may be attributed to the fact
thatthe United States is the main underwriter of the international financial system, the source
of dollars, which are extensively used as currency reserves and as anahstanatzwd of
exchange, and supplies a great deal of the financial capital that circulates the world seekir

higher returnsThe dummy variable introduced in the mean equation measures the asymmetric

effect of an innovation of one market upon its ownrmetuFor example, thgg s

component ofQ matrix measures the direct effeficpast negative shocks of the US market
upon its own financial returns. The asymmetric effect is statistically different finraigkto
out of ten cases for the US market but it is rather weak for the remaining markets (four out of
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ten). The negative sign of the asymmetric estimates implies that an unanticipated adverse

shock exerts a positive influence on the conditional nieanrsre

45.1LjLj  Conditional Variance

Turning to the conditional seceodler momentsanel B in Table 4.2 preseihits
estimated coefficients for the conditional variances and covariance process of the financia
returns.In this model, the diagonalwsll as the nediagonal elements @f matrixare all
statistically significant, apart from a very small number of cases. A careful look at the ARCH
coefficientshows that thers evidence of time variatidn.particularthe diagonal elements
of the Amat r i x, which signify the i mportance
market, are significant in many cases. The covariancectptuedby the offdiagonal
elements, are also statisticalyificant with a mix of positive and negative signs, in six out of
ten cases considered. The positive sign of the covariance terms means that a shock of financi
returns causes both markets to move in same direction. Hence, a significant increase of twi
negative shocks at time 1, for example, leads to a significant increase of the covariances of
returns at time. Furthermore, athe lagged conditional variances as shown by the diagonal
elements oB matrix arestatistically significant across all mgréies. This suggestshigh
persistence of shocks to the conditional volatiityever, the covariance effeitte off
diagonal elementss significant in only two countryinga implying a weak -toovement
between the volatility of financial assets of the US with the rest of the markets. Lastly, the
asymmetric response to positive and negative shocks, captu@dmhbirix, is very
pronounced androvides support for the specificatidime diagonal elements are significantly

positive, as most of the affagonal elements are, in the conditional (co)variance of financial
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stock returns equation. This evidence reinforces the finding often folatt@nature, that

bad news increases volatility more than good news does.

45.1LjLjLj Time-varying Conditional Correlations

We focus next on the evolution of the conditional correlations of financial stock
returns. We generate the tivaeying conditional correlations for each market pair. For
completeness, along with the conditionaketations, we also show a filtétegries (thick
line), which is specifically designed to show therdantgends in the series. All relevant

graphs are displayed in Figure 4.2.

[Insert Figure 4.2 about here]

Our simple time series plot of returnmovements suggestawamber of interesting

points. Firstly, there is clear evidence that the conditional correlations across all country pair:

40 The filtered series is extracted using the Helratcott (HP) filter,riginally developed by Hodrick
Prescotin 1981 and reprinted in Hodrick & Pres¢d®97).The HP filter is used to determine the {twmrgn
trendand cyclesf a macroeconomic time series by discounting the importance-térshditictuations. More

spefdfically, Hodrick & Prescoffl997)assume that the original serk{s, is composed of a trend component,

¢, ,and a cyclical componeg,. That is:y, =¢; 4 whee t=1,2,...T . The aim is to construct a filter

freeoff trend from datalrherefore, the problem is how to separate the two components and in particular, how to
minimize the variance of the cyclical component which denotes the devih#iarrigfnal variable series from

the longrun trend (i.ect* = yt -i‘*t ). HodrickPrescott (1997) propose a way to decomq*oémm y: by

, : el . v iy . soe, ) 2
minimizing the following sum of squaré&tn{l‘t}‘z1 8tazl(yt - l‘t) + /tgg wd -t) t‘( T g‘_l-) q
where/ " is the penalty parameter of incorporating fluctuations into the trend. Many pa{p*erqmno 1600.
The larger its value the smoother the tread. *Aapproaches to zero, tlsem of squards minimized and the
trend component becomes equivalent to the original s}{ri@s[: , while as/~ diverges tanfinity, t‘t*
approaches to the limegane trend. Intuitively, the HP decomposition guarantees that the change in the trend (i.e.
Dt,

o " [:7) would be as small as possible minimizing in this way the variance of the cyclical component.
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are timevarying. Bordo and Murschid (2000) report similar findings. They provide evidence
that the crossountryco-movements are timarying during both financial crises episodes

and periods of relative tranquility. Therefore changes in correlation are not exclusive to period:
of high asset return volatilitgecondlythe patterns of emovements are roughly dani

across all markegirs and can be classified into two groups. The first grownoivements

refers to advanced financial markets. This group is charactehiggd feyurn correlations

around 0.8 or highebetween the US and its traditional trqgartners such as the UK,
Canada and Germarthis strong pattern of dependence does not come as a surprise. This
may be attributed to the fact that developed countries display a high degree of financial anc
trade integration, which in turn may haveltesbun stronger interdependences between
nationscaptured by high degrees ofntovementNonetheless, the degree chuavement,

despite its increase, is not excessively large in a historical context during the recent financi
crisis.The secondjroupof comovements ef er s t o todayods emer gi
group is characterized by rather small conditional correlations. For example, the correlation:
between the US and Malaysia, Poland or even Greece are around 0.2 and 0.4. The salie
charaaristic of the emerging capital markets ighleat financial systems display a relatively

low level of sophistication and development, which in turmeflegt lower conovements

with the US. Thirdlythe conditional return correlatioeghibit a genal upward trend

towards the end of the sample period, across all epairgyInthe early period of our
sample, thgraphscapture a spectacular decline in the correldtiotie aftermath of the

Asian cisis of 19988, crosgountry correlations deasediir ough o u't 699 bu
increase again from 2000 onwards as shocks such as the bursting of the dot.com bubble, th
2001 Argentine crisis and the collapse ofotig term capital managemdifG@M) hedge

fund caused further turmoil in the finahcsystem.These crisesffected market €o

movements as international financial stocks responded to theseSshoe30102 returns
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have become more tightly correlated, displaying an increasinghiegmdeems to maintain
until the end of the samplacross all countpairs. Only in the case of Japsthis upward
trend temporaly interrupted during 202805 Berben and Jansen (2005) also find a relatively

low camovement of the Japanese stock market with other major stock markets.

4.5.2 Non-Financial Stocks

45.2L] Conditional Mean

We now shift our attention to the nfBimancial sectolWe repeat the analysis to
examinavhether or not thaeonfinancials can serve as a good hedge in diversifying financial
risk. Modern portfolio theory suggeshat international anovement of stock returns is a key
issue for international investors who seek to invest indiweeified global portfolitn our
case, an investor should be able to hold a well diversified portfoliefioanoial assets to
hedge the risk of tHei nanci al s, when o0badOAbAgangwesisear eV
asymmetric bivariate GARCH (1,1) model, as specified in eqdaidn The results are
displayed in Table 4.3. As above, Panel A reports the parameter detinfaemean
equation for noffinancialswhile Panel B of the same table reports the analogousesstimat

for the variance equation.

[Insert Table 4.3 about here]

We observe thahé nonrfinancial returns are serially independent and unpredictable in

most of the countrpairs. The effects of own lagged returns on current values are statistically
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insignificant in the mean equation. The only exceptiagged US returng, o, which

appears to be statistically significapredid¢or of returns in other countrieghis finding
underlines the fact that the US plays a leading role in this sectothésesityweak evidence
that adverse shocks have a persistent effect on current retbenmajority of casesince
the coeffi@nts that capture the asymmetry in the mganare not significantly different

from zero.

45.2LjLj Conditional Variance

As was the case for financials, thefimamncial stocks also display significant evidence
of time variation in the conditional second endements (Panel B of Table 4.3). In general,
there is considerable evidence of ARCH effectdl markepairs studied. The diagonal
coefficients of théd matrix indicate that the lagged squared residuals are significantly positive
in over half of our sample. Additionathg covariance effect as captured by thdiagbnal
elements is rather weak since all pairs, apart from two cases, are not statistically different fror
zero. In relation to the persistence effects of lagged volatility, the results are very strong,
justifying the GARCH (1,1) specification. The didgeleanents of theB matrix are
predominantly statistically significant and less than one, in allpamskefAs for their
magnitudes, they are all relatively high, implying a long memory in the conditional variance
However, thecovariance terms are not significantly different from zero, apart from the two
Asian countries. Lastly, the asymmetric impact of negative shocks on return volatility is
pronounced. fie diagonal elements of tRematrix are signdantly positive in almost all
cases. Also, the affagonal elements are found to be statistically significant in six out of ten

cases. This finding indicates a strongi@eement between the volatility of the US-non
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financial returns with the rest of timarketsFurthermore, the relatively high magnitudes of
the estimated coefficients suggest that negative return shocks are followed by a relatively hig
conditional variancénce again, our results are consistent with the stylized fact that the

negativeshocks increase the return volatility more than positive shocks do.

4.5.2LjLjLj Time-varying Conditional Correlations

Figure 4.3 contains graphs of the estimated ecossitry conditional returns

correlations for the nefmanciaktock market returns

[Insert Figure 4.3 about here]

In most cases, the dynamics of thenowements are similar to those observed for
financial stocks. Among all the cowpimyrs considered,evagain detect significant variations
in the conditional correlations of mfimancal returns over the sample period. The co
movements show a strong tendency to increase since th2088dywith a few exceptions.
This phenomenon is prominent in correlations of the UK, Gerr@Gaegce, Polandnd
Singapore paired with the U8is stong international emovement of noifinancial returns
may also imply that the diversification benefits from investing in a portfolicfofancrals
will tend to declinek@rolyi & Stulz, 199@/erci et al, 2008;) Furthermore, the similarity of
co-movement patterns between financial andfimamcial stocks suggest there will be little

diversification benefits to holding portfolios of these sectors
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4 5.3 Total Stock Market Return across markets

4.5.3L]j Conditional Mean & Variance

We proceed to Table 4.4 which refers to the weekly total medtkesfor all
countrypairs. Panel A gives the parameter estimates of the conditional mean equation in the

total stock returns while Panel B reports estirfwatdee variance equation.

[Insert Table 4.4 about here]

Once again, we find that the US acts as a global leader. The lagged US total marke
returns have a direct effect on the current returns of the other markets, apart from one case
All coefficients dplay a positive sign, which means that they have a tendency to move
together in the same direction. We further observe that adverse shocks in the previous periot

have a persistent influence on current total stock returns but it is \weggessed by éh

frequentlystatistically insignificant estimated coefficieqis { and g ;). This is to be

expected given the differing results found for financial adthaanial stocks in the previous
subsections.

Parel B of Table 4.4 reports the parameter estimates of the conditional volatility
process of the total stock market returns. In general, the elements of the three coefficient
matricesC, A and B are statistically significant in a considerable number of cases, across all
countrypairs. To be more specifitiere is strong evidence of persistasfcéhe lagged
squared innovations in the conditional variance equation since moré tifathédnaiagonal
estimates of thé matrix are significantly different from zero. Thedaffjonal elements,
however, indicate poor-caovementdetween the volatility of total market returns of the US

with the rest of the marise since only a few coefficients are statistically significant
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Furthermore, we find that lagged volatility is strongly persistent. The diagonal elements of the
B matrix are all statistically significant across countries.sOtisuggests that past volatility
seems to have a great i mpact on todayodos t
coefficients is reasonably big, implying a long memory in volatility. Nonetheless, the off
diagonal elements are not statistichfferent from zero in many cases. Lastly, we find that

the asymmetric impact of shocks on volatility of returns is pronounced across countries. The
off-diagonal estimates of tematrix are statistically significant in nuteod ten cases. This

implies that negative innovations lead to more volatility than positive innovations of similar
magnitude. As regards covariances, the asymmetric effect is strong, since the correspondir
estimated coefficients are statistically isamifin six out of ten cases considered. As total
market returns move together in the same direction, negative shocks involve higher risks. The
positive sign of the coefficients indicates that the conditional covariance between stock returns
is high whenhere are negative shocks. This makes sense, as it is riskier to invest in two asset

that are highly correlated than to invest in two assets that are less correlated.

45.3.LjLj]  Time-varying Conditional Correlations

We shift our attention to the analysis of the conditional correlations found in the total

stock market returns. Thesentovements are displayed in Figure 4.4.

[Insert Figure 4.4 about here]

As expected, itermsof the aggregate index, we find a clear upward trend across al country

pairs over the whole sample period. This evidence is consistent with what has commonly bee!
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found in recent literature, that there is an overall increase in internatmoatm@ntof

stock returns since eantyd 1990sFor instance, Flavin & Panopoulou (2@08) Flavin et.

al. (2008) report evidence of higher correladiba®sscountry equity markeits East Asian
emerging marketsver the period 199¥D07.Berben & Jansen () find that correlations
amongt the USGermanandthe USUK equity markethavemore than doubled between
1980 and 200@yuso & Blanco (2001) find that the degree of financial market integration
among major stock markets has increased during thestitetiever, een thoughhe total

stock returns have risen substantially across all gpaingrin our sample, there are a number
of downward segmentshich suggest that there are also short periods of decline in the early
2000s. This is especiallg ttase for theS with the followin@K, Ireland and Japan. Lastly,

we find strong evidence that during the current crisis episottdri®nal correlations have
increasedGood examples are th& correlations with thék, Germany, Poland, Greece, and
Singapore. This finding provides an additional insight on thieataitte correlation between
national stock markets tenb increase after events of global magnitude and importance

(Meric etal, 2008).

4.5.4 Financial & Non-Financial Stock MarketReturns per country

454| Conditional Mean & Variance

Lastly, we examine the conditional second order moments of financial and non
financial stocks within each market. Panel A of Table 4.5 reports the parameter estimates o

the conditional mean equatihilst Panel B displays estimates for the variance equation.
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[Insert Table 4.5 about here]

Results in Panel A suggest thath the financiahnd nonHfinancial stock returns of
each market are largely serially independent and unpredictable. Theallaggexf the
coefficients do not significantly differ from zero, in the majority of cases. Coupled with the
fact that the negative innovations exert a weak influence on current returns, we can infer tha
predictability in the mean equation is rather weak.

The estimates for the variance equation, as reported in Panel B of Table 4.5, provide
stronger evidence in favour of the asymmetric specification adopted in this study. The
coefficient estimates of tlagiged squaredsiduals display significant eviden@RCH over
the sample period he diagonal elements of thematrix are statistically different from zero
in the vast majority of cases (seven out of eleven cases). In a similar manngiggbrabff
elements are statistigakignificant, apart from a few cases. This indicates strong co
movementdetween the volatility of financial and -financial returns within each country.
Furthermore, we findlear evidence of time variation with most of the persistence estimates in
the B matrix, statistically significant. This result is pronounced for the diagonal elements,
since allagged conditional variances are found to be statistically sigatficssiall country
pairs. Also, the magnitude of theneates is big which indicategh persistence of volatility
shocks. However, the small number of statistically sigrificdi@igonal elements suggests a
weak cemovement patterrLastly, we find that negative innovations have a large overall
impact on lie volatility of financial and néinancial returns (nine out of eleven cases).
relation to the asymmetric effects in the covariances, the effect is not statistically negligible
The corresponding estimated coefficients are statistically signiBoaonutrof eleven cases,
suggesting that the conditional covariances react more strongly to negative rather than positiv

shocks.
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4541l Time-varying Conditional Gorrelations

Next, we focus on the g¢novement pattern of financial and +im@ancial ®cks

within each country, as displayed in Figure 4.5.

[Insert Figure 4.5 about here]

Figure 4.5 depicts how the-mmovement of stock returns within each market has
changed over time. The integration of the financial anfinaogial sectors within éac
country is worth mentioning. The strong upward trend of Hmeogements suggests that
both sectors have been developingndensince the earB000s. Interestingly, this trend is
not only noticeable in the traditionally advanced economies like the WkS Germany or
Japan, as expected, but also in the emerging financial markets of Hong Kong, Poland, an
SingaporeHowever, the graphs suggest that there are also short periods of decline, as for
example in Malaysia. It is likely that these dowrsegments reflect some regional or
countryspecific economic conditions (e.g. high inflattmessionary pressuets).

Taken all together, figures 4.2 to 4.5 show that this shock has been largely
undiversifiable. This finding is consistent ®@hanget. al. (2007)andWang & Moor (2008)
who also findan increased levedl the stock market correlations during and after the Asian
financial crisisThe high level of correlation observed in most of our market pairs across
countries and sectors implies thatbenefit from market portfolio diversification diminishes,
since holding a portfolio with stocks of different countries or sectors is subject to this

systematicrisk Addi ti onalll vy, i rovi éisatgartfol® selettiono ok h i b i

41 0 Home bi as dinvastarp Hidli aesighstantially targer proportion of their equity in domestic
equitiesrather than international assets, eventhough the benefits of international portfolio diversification are
significantly positivd=or instance, while the W8are in the world portfolis a bit less than 50%he US
investors' domestic equity holdings account for only about 80% of their total equity Hioddingsture offers
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act ogimally Under a systemic crissperior portfolio construction and hedging strategies
may fail. Consequently, by either diversifying into foreign equit@diong the majority of
their financial portfolios in domestic asset®storsdo not hedgedi risk The recent crisis

wasglobaland affected all sorts of portfolio compositions.

4.6  Principal Component Analysis (PCA)

In order to examine the contemporaneousngeement patterns of the financial
stocks across all counprgirs over the wholersple, we extract principal components from
the covariance matriXhe underlyingidea is to find common factonshich drive the
variation of these emovements when collapsing the dimensionality of\lataxtend the
analysis to all sectohs.each seot, theprincipal components analysis of the ten conditional
correlationsndicates that the bulk of the variation in conditional correlations can be attributed
to the first principal component, with the remaining components much less significant and
perhgs just constituting nois€he factor loadings of the first principal component in all
different stock categories atisplayedin Table 4.6. A detailed discussion of the PCA

methodology can be foundviolosovych(2005).

[Insert Table 4.6 about here]

The feature of interest in Panel A of Talfeis that the first principal component

aloneof financial, nofiinancial and total market stocks respectively captures approximately

a variety of explanation§ international portfolio choice and the hesras puzzléncluding transactiocosts,

taxes, information asymmetries, currency risk, legal or government restrictions, political risk and other controls
Hau & Rey (2008) document the presence of home bias in the portfolios of managers in financial institutions
where a®\hearne, Griear & Warnock (2004) and more recevitlip Nieuwerburgh & Veldkamp (206Bpw

how home bias results from poor or costly information and/or information asymmetries.
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96% of the entire varit i on i n conditional correl-ation
financi al within each countryd6 category (
total variationThe factor loadings on the first component for all categories (Panel Afare all

the same sign and of roughly similar magnitude. Countries that are most integrated with the
US (e.g. the UK, Canada and Germany) athleagieatest dependence on the financial sector
(e.g. Ireland) display the largest loadiigshe contrary, the lstaintegrated with the US is
Malaysia from the emerging market countries.

A striking conclusion from the above results in relation twthinancial sectas its
correspondence to its financial counterpart, which may reflect its high dependence on the
overall financial health of the global economy. Moreover, it highlights the difficulty in creating
a hedge against shocks to the financial sector. The fundamental role of the financial sector i
facilitating the operation of economic activity means theksshitting this sector behave like
systematic shocks. Given the gl obal natur
that much of the risk inherent in financial stocks was indeed systematic and could not be
diversified away by holding stofrken other sectorue to the shortage of money and the
unwillingness of the banking sedtoissue risky loanmany nosfinancial companies were
faced withincreased costs of borrowihgfact, the upward trend in correlations is greater for
the nonfinancial sector at the end of our saraplthe real economy began to feel the effects
of the crisis and many countries experienced recédsion et al. (2008)arrive at similar
conclusionsThey use principal component analysis, together with eéthaiques, to come
to the conclusion that the correlations betveterk markets have increased and, therefore,
they provide a limited portfolio diversification benefit (see also Hyde et. al. 2008).

It is accepted tha combinationof cheap credit and lolending standards, which
resulted in the housing bubble, were the roots of the current financighsmnsentioned

earlier, the capital erosion and the severe lending ctspuiaired down prices and tightened
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funding even further. Fearing fundingk rand wishing t@rotect themselves from cash
shortagedjnancial institutions required more liquidity to cover their own positions and felt
the need to hoard liquid assets, which in turn worsened ibeyligusis. Brunnermeier
(2009 underlines thsignificance of liquidity shortages in spreading thisBrnisisermeier,
Nagel & Pedersen (2008) find that liquidity keyadriver of currency crasldeden liquidity
dries up, currencies crashee (2009j finds that the U.S. market liquidity is thain driving
force of global liquidity risk. Liquidity has also been recognized as an important factor for
bond pricingsee e.gRastor & Stambaugh, 2P0Bhe issue of fighb-quality haslsobeen
examined in BeheBrandt & Kavajec2009) who showhat allocating funds from one
market to another can, at times, be motivated by liquidity considerations. In particular, they
find that whilst rebalancing towards more liquidsstbedtare less risky, (e.g. fixed income
securities) investors care bdibuw credit quality and liquidity. However, during economic or
stock market distress investohase liquidity instead of credit qualdgyenko& Ukhov
(2009)argue that illiquidity has a crosarket effectThey uncover a twway Granger
causality iljuidity for thestock and bondnarkets over a long period of tirfre particular,
they find that thestock illiquidity impacts bond illiquidity, whichomststent with flighto-
quality or flighto-liquidity episode#t the same time, they demonstthtd monetary policy
shocks can be transmitted through bonds to the stock markets and ultimately affect stock
market illiquidity.

In an attempt to identify which observable factors cause the variation in the first
component, we use measurescradit and iduidity risk. W regress the first principle

component on both theS returns and the spread eh@nth LIBOR (London InteBank

42 An earlier version of this paper can be found inttp://www.cob.ohic
state.edu/fin/dice/mpers/2006/2004.0.pdf
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Offered Ratéj over the anonth Treasurill rate (TED). The inclusion of the US returns is
important since the US marketrexa positive impact over other markets considered and its
leading role is undoubted. The inclusion of the TED spread (a measure of credit risk) is also
crucial. The greater the spread, the greater the anxiety in the marketplace. The increase of tl
spred indicates a downturn in the U.S. stock mallketo withdrawal of liquidity. Results are

presented in Table 4.7.

[Insert Table 4.7 about here]

In each sector, both the US returns and B2 spread are statistically significant and
they explain somef the variation of the ten conditional correlations captured by the first
componentThe underlying logic is thatliquidity shortage in the financial system depresses
the activities of all financial institutions, which in turn increases the conghticeiation
between all sampled pairs. Lee (2009) reaches similar results. Bdspidityadjusted
capital asset pricing modelGAPM)for 50 developed and emerging countries from 1988 to
2007 hefinds thatliquidity risks which arise from thevasiances of asset return (liquidity)
with local and global market liquidity (returns) are priced in the US maekktngrun
correlation movements presented here display satians to the liquidity risks generated

from bond markets iRontaine anarcia (2009).

43 LIBOR is an indicator of the trustnong financial institutions. This is the interest rate banks charge for
shortterm loans to each other. It forms the basis for many financial contracts world wide
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4.7  Conclusions

We analyze the risks andncovements of stock returns over the past decade, paying
particular attention to their behavi@around the time of the recent andgaing credit
crunch. Firstly, we break the market into bwaadly defined sectors, namely financial and
nonHfinancial stocks. We further investigate the-cmsgry effects of both sectors together
by jointly estimating the total market returns, and lastly, we consider the evolution of both
sectors within eadountry. Wemploy a asymmetric bivariatéAR in the conditional mean
equation and an asymmetric @WRCH (1,1)specification in the conditional variance, in
order to capturéthe asymmetric effect of bad news events on the stock returns.

The general rak that emerges from this study is that the conditional correlations exhibit
significant time variation and increase during periods of financial turmoil, in all stocks and
categories. However, correlations do not exceed previous highs (e.g. theolsads rec
around 20002) during this current crisis. Our generated conditional correlations exhibit
similar patterns of emovement in all categories and a principal component analysis reveals
that the first component accounts for almost all of the varidf®ralso find a statistically
significant relationship between this factor and both US returns and an interest rate spreac
(LIBOR 0o T-bill rate). This is consistent with the leadership role of the US in the financial
system and the importance of liquiddl in propagating the current crisis across markets.

In relation to the noffinancial sector, we find that it behaves remarkably like its financial
counterpart. We find no evidence that this sector can offer a good hedge against financia
shocks. In fdg¢ it suggests that the shocks in financial markets that caused the initial crash
became systematic and pervasive factors affecting all equities regardless of sector. The cent
role of the financial sector implies that such is its role in facilitatogné activity that its
health is crucial to the whole economy. Any shocks it suffers are likely to be transmitted

throughout the other markets through credit and liquidity channels. When we assess the co
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movements of both sectors within each countrfindi¢hat the noffinancial sector is highly
integrated with the financial. This is not only the case for the developed markets, as expectec
but also for the emerging markets. This further supports the hypothesis that the shock was
largely systematic asttategies based upon either geographical or industrial diversification
were unlikely to deliver much benefit in terms of risk reduction. Therefore, ensuring that
financial markets are properly regulated is of paramount importance for the future prosperity

of the global economy.
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us
UK
CN
BD
JP
IR
GR
PO
HK
SG
MY

Mean

-0.0001
-0.0002
0.001
-0.0006
-0.0002
-0.002
-0.0003
0.002
0.001
0.001
0.002

0.00008
0.0006
0.001
0.0005
0.0001
0.0001
0.0001
0.001
0.002
0.0009
0.001

0.00001
0.0003
0.001
0.0002
0.00002
-0.0006
-0.0001
0.001
0.001
0.001
0.001

Table 4.1 Summary Descriptive Statistics

Variance Min Max Skewness

Panel A: Financial Returns

0.001 -0.20 0.26 0.25%**
0.001 -0.24 0.16 -0.87***
0.0006 -0.18 0.18 -0.52%**
0.001 -0.24 0.17 -0.57***
0.001 -0.18 0.11 -0.07

0.002 -0.46 0.35 -1.53***
0.001 -0.24 0.27 0.22%*
0.001 -0.17 0.19 -0.17

0.001 -0.14 0.14 -0.20**
0.001 -0.15 0.16 -0.31***

0.0009 -0.12 0.18 0.45%**
Panel B: Non-Financial Returns

0.0007 -0.17 0.10 -0.85***
0.0005 -0.18 0.12 -0.58***
0.0008 -0.15 0.12 -0.79***

0.0009 -0.16 0.21 0.02
0.0007 -0.20 0.10 -0.87%*
0.001 -0.18 0.10 -1.08**
0.001 -0.14 0.21 0.35***
0.001 -0.12 0.19 0.31***
0.001 -0.16 0.15 -0.05
0.0007 -0.16 0.14 -0.35%*
0.0006 -0.09 0.11 0.05

Panel C: Total Market Returns

0.0007 -0.18 0.12 -0.71%*
0.0006 -0.20 0.13 -0.77%*
0.0006 -0.15 0.13 -0.74%*
0.0009 -0.18 0.18 -0.29%*
0.0008 -0.19 0.08 -0.80**

0.001 -0.26 0.13 -1.30%*
0.001 -0.17 0.19 0.18*
0.001 -0.15 0.15 0.03
0.001 -0.15 0.11 -0.19*
0.0007 -0.15 0.11 -0.43%*
0.0006 -0.09 0.12 0.13
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Kurtosis

9.95%**
8.92%**
13.04***
7.14%**
1.08%+*
18.81***
6.18%**
3.35%**
2.43%*
2.32%**
4.73%+*

6.41***
9.24***
5.55%**
6.58***
5.22%**
4.82%**
5.39%**
1.70%**
2.18**

4.08***
2.61%+*

6.61%**
10.77**
7.12%*
5.90%**
4.18***
10.49***
5.28***
1.65%**
1.80***
3.26%**
3.17%x*

JarqueBera

2162.79***
1800.40***
3727.41%**
1140.07***
25.97*%*
7900.99***
837.32%**
247 457
133.16***
126.33***
506.2***

958.80***
1888.00***
726.16%**
942.73*
660.31***
609.51**
643.00%**
72.15%%*
104.06***
373.82%**
148.97***

995.25***
2578.67***
1153.60***

765.81%**

437.96%*
2541.98***

610.42*%**

59.40***
74.14%**
248.32*%**
220.31***



fUS, us

fUS,i

%S, us

us
UK

0.0007
(0.73)

-0.008
(-0.14)

0.005
(0.08)

-0.10
(-1.32)

0.001
(0.76)

-0.13
(-2.11)

0.20
(3.60)

-0.02
(-0.20)

Table 4.2 Estimates for model wiffinanciatock returns

USCN

-0.00003
(-0.10)

-0.01
(-0.16)

0.04
(0.49)

-0.16
(-3.27)

0.003
(1.69)

-0.14
(-0.98)

0.10
(3.29)

0.04
(0.32)

USBD

0.0004
(0.58)

-0.04
(-0.76)

-0.01
(-0.28)

-0.11
(-1.83)

0.003
(2.60)

-0.17
(-2.60)

0.09
(1.92)

0.21
(1.79)

Panel A: Mean Equation

UsJpP

0.0002
(0.21)

-0.01
(-0.26)

-0.04
(-1.71)

-0.09
(-0.99

-0.003
(-2.79)

0.04
(0.88)

0.16
(4.43)

-0.24
(-3.53)

USIR

0.0004
(0.41)

0.02
(0.38)

-0.05
(-2.06)

-0.17
(-1.90)

0.0004
(0.26)

-0.05
(-0.90)

0.21
(6.25)

-0.15
(-1.80)

18-

USGR

-0.001
(-0.15)

0.007
(0.11)

-0.02
(-1.10)

-0.17
(-1.79)

0.002
(0.99)

-0.03
(-0.40)

0.14
(1.90)

0.07
(0.60)

USPO USHK
0,001 -0.00006
(113) (-0.05)
002 001
(0.43)  (0.36)
0.007  0.002
(0.27)  (0.06)
o 020
204 (219
0.004 -0.0005
(1.75)  (:0.49)
004 0.9
(0.49)  (1.67)
009 018
(231) (4.70)
011  -0.30
(0.75) (-3.:36)

US- SG USMY
-0.0002 -0.0008
(-0.26) (:0.97)
003 001
(0.85) (0.20)
-0.09  0.005
(2.63) (0.13)
019  -0.17
(-3.09) (-2.07)
0.001  0.0004
(0.90) (0.34)
003 0.11
(0.54) (1.32)
019 0.5
(3.97)  (4.06)
0.14 -0.10
(-1.11) (:0.84)



Table 4.2(con}: Estimates for model with Financial stock returns

Panel B: Variance Equation

USUK USCN USBD USJP USIR USGR USPO USHK USSG USMY
0.002 0003 0002 0002 0004 0003 0004 0004 0003  0.002

Qsus  (302) (355 (1.89) (167) (263) (3.10) (3.06) (3.79) (L99)  (1.87)
0.002 0001 0004 -0.0008 0.003 0003 0002 0002 0003  0.002

Qsi (273 (337) (5.34) (047) (237) (178 (191) (269 (2.23)  (194)
c 0.004 0003 0006 001 0005 001 001 0004 00007 -0.0003
i (5.11) (2.94) (5.76) (2.30) (4.24) (3.77) (2.66) (477) (0.23) (0.21)

0.10 0.11 008 013 -011 006 -011 016 -009 001

Qsus  (1.86) (1.87) (116) (1.97) (134 (101) (113) (3.77) (-1.18) (0.16)
007  -013  -007 -007 002 0002 005 -009 012 0.03

Qsi (263 (291) (-240) (238 (0.38) (0.08) (091) (-334) (291) (152
009 0008 -011 025 020 029 019 014  0.19 0.23

& (2.40)  (0.18)  (-1.47) (-348) (2.31) (3.81) (2.12) (2.69) (2.16)  (6.26)
b 0.94 0.93 093 092 09 091 091 090 089 0.93
UsUs  (66.81) (36.65) (63.99) (37.12) (21.53) (34.23) (19.79) (33.27) (28.66) (31.89)
b 001  -0.009 -004 001 -003 -003 -003 -002 -002 -001
Usi  (1.02) (1.03) (207) (0.82) (1.17) (1.13) (1.14) (-1.60) (-0.83) (0.73)

b 0.91 0.91 087 089 092 087 079 094 095 0.96
K (49.36) (23.16) (39.19) (15.13) (43.19) (17.97) (5.63) (65.74) (27.74) (97.78)

0.36 0.35 044 051 046 047 048 048 048 0.46

Qsus  (640) (570) (7.94) (751) (5.34) (753) (560) (752) (832  (5.05)
0.14 0.25 012 -002 013 011 013 014 016 0.05

Dsi (263 (426) (198 (076) (1.42) (2.48) (151) (3.08) (256)  (0.99)
P 0.40 0.13 053 025 038 025 043 031 011 0.09
£ 6.43) (2.07) (721) (2.84) (450) (2.14) (439) (4.78) (0.82)  (1.79)

Equation 4.3.) for financial stocknarket returns is estimated kgximum likelihood with optimization performed us
the BFGS algorithm. Robustests areeported in parenthesis. Entries that are statistically different from zero at
confidence level are represented in bold.
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fUS, us

fUS,i

%S, us

USUK

-0.0003
(-0.37)

-0.08
(-1.28)

0.12
2.19

-0.14
(-1.78)

0.0008
(0.82)

-0.10
(-1.80)

0.10
(2.15)

-0.04
(-0.44)

Table 4.3 Estimates for model witdonFinanciatock returns

USCN

-0.0000.
(-0.04)

-0.08
(-0.81)

0.02
(0.39)

-0.09
(-0.98)

0.002
(1.63)

-0.09
(-0.94)

0.06
(0.83)

0.001
(0.009)

USBD

0.0001
(0.16)

-0.07
(-0.90)

0.05
(0.88)

-0.12
(1.11)

0.001
(0.92)

-0.08
(-0.95)

0.14
(1.90)

-0.03
(-0.26)

Panel A: Mean Equation

USJP US IR
0.0008  0.001
(0.81) (1.07)
-0.08  -0.13
((131) (-2.38)
003  0.03
(-0.77)  (0.93)
006  0.03
(0.65)  (0.40)
-0.002  0.002
(-1.26) (0.88)
002  -0.07
(0.33) (0.82)
018 0.1
(3.46)  (1.69)
021 010
(1.48)  (0.49)

18¢

USGR

0.0007
(0.77)

-0.08
(-1.55)

0.01
(0.44)

-0.001
(-0.01)

-0.00006
(-0.03)

0.09
(1.47)

0.18
(2.44)

-0.10
(-1.02)

USPO USHK

-0.0003  0.001
(-0.43)  (0.63)

003  -0.13
(-051)  (-1.51)

0.04 0.03
(151)  (0.92)

013 0.009
(-1.70)  (0.05)

-0.0003  -0.0001
(-0.15)  (:0.10)

0.07 0.04
(0.83)  (0.51)

0.20 0.35
(350)  (4.41)

010  -0.28
(-0.76)  (-2.91)

UsSG USMY

-0.0002 0.0001
(0.19)  (0.18)

001  -0.14
(0.23) (-2.15)

001 008
(027)  (1.20)

018  0.02
(-1.66)  (0.20)

-0.0001 0.001
(0.13)  (0.87)

009  0.04
(2.72)  (0.28)

021  0.09
(5.00) (2.70)

024  0.09
(-3.65) (0.32)



Table 4.3(con}: Estimates for model with Ndfinancial stock returns

Panel B: Variace Equation

USUK USCN USBD USJP USIR USGR USPO USHK USSG USMY

Cusus 0002 0002 0002 0002 0001 0003 00003 0004 0002  0.002
(1.16) (0.97) (198 (0.72) (0.18) (269 (0.19) (147) (303  (1.29)

0.001 0.002 0.003 0.004 0.002 0.002 0.003 -0.0006 0.003 0.002
Cus.i (1.58) (249 (2.50 (2.57 (1.28) (1.92 (0.92) (-0.29) (5.03 (2.07

0.003 00006 0.006 001 001 0003 0006 0005 0004  0.001
i (539 (049) (389 (7)) (539 (189 (419 (365 (289  (0.73)

dsus 014 023 029 009 009 005 010 -0.06 007  0.09
@89 (379 (639 (209 (059) (1.18) (140) (035 (210  (1.22)

001 -0001 -011 -019 016 003 -002 001 -0.004 0.3
Qs (030) (0.B) (1.30) (573 (42) (087) (071) (0.11) (0.14)  (1.46)

004 029 027 -003 001 019 024 034 020 0.23
A (066) (747 (405 (0.62) (004 (434 (779 (03 (589 (553

bysus 096 093 092 094 094 095 095 087 095 0.95
(49.83 (3566 (29.05 (3599 (2867 (3496 (1775 (1913 (5815 (27.3}

b,; -001 0007 -0003 -002 0001 -002 -00L 005 004 -001
(0.42) (055) (012) (0.99) (0.04) (1.38) (054) (17} (913  (-1.13)

b 093 094 08 08 08 095 092 090 092 0.96
i (6476 (80.13 (1650 (11.9L (19.03 (41.3) (3322 (2843 (953 (86.5)

Qsus 022 031 016 031 035 029 030 030 022 034
279 (447 (1.12) (463 (183 (329 (195 (205 (243 (270

011 001 020 005 -002 015 010 019 023 0.06
Dsi (135) (025) (232 (150) (0.14) (364 (168 (349 (600  (L79

034 012 040 038 055 018 027 -009 024 0.06
9 679 (@9 (360 (373 (333 (244 (247 (042) (493  (0.59)

Equation 4.3.) for nonfinancal stock returns is estimated bsxmum likelihood with optimization perform
using the BFGS algorithm. Rob#stests are reported in parenthesis. Entries that are statistically differe
zero at the 10% confidence level are represented in bold
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USUK

-0.0003

(-0.46)

-0.07
(-0.92)

0.11
(1.63

-0.15
(-2.29

0.0004
(0.45)

-0.08
(-2.79

0.11
(2.18

-0.06
(-0.54)

Table 4.4 Estimates for model wifhotalStock Market Returns

USCN

-0.0004

(-0.37)

-0.07
(-0.90)

0.05
(0.67)

-0.13
(-1.26)

0.002
(1.6

-0.08
(-0.82)

0.05
(0.89)

0.003
(0.03)

USBD

0.0006
(0.77)

-0.09
(-1.24)

0.02
(0.53)

-0.05
(-0.47)

0.002
(2.09

-0.17
(-2.13

0.13
2.2

0.14
(1.17)

Panel A: Mean Equation

UsJpP

0.0003 0.0009

(0.33)

-0.05
(-0.61)

-0.04
(-1.10)

0.008
(0.07)

-0.002
(-1.63

0.03
(0.35)

0.21
(4.0

-0.27
(-1.69

USIR

(1.00

-0.10
(-2.10

0.03
(0.86)

-0.02
(-0.29)

0.0002
(0.16)

-0.02
(-0.48)

0.17
.79

-0.04
(-0.42)

18¢

USHK USSG

uUsmy

-0.0002
(-0.24)

-0.12
(-1.6)

0.08
(1.42)

-0.02
(-0.21)

0.001
(0.83)

0.06
(0.50)

0.11
2.83

0.04
(0.18)






