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Abstract— In this paper we consider how a group of wireless
access-points can self-configure their channel choice so &3
avoid interference between one another and thereby maximés
network capacity. We make the observation that communicatn
between access points inot necessary, although it is a feature
of almost all published channel allocation algorithms. We ggue
that this observation is of key practical importance as, exept
in special circumstances, interfering WLANs need not all le
in the same administrative domain and/or may be beyond
wireless communication distance (although within interfeence
distance). We demonstrate the feasibility of the communid&on-
free paradigm via a new class of decentralized algorithms tht
are simple, robust and provably correct for arbitrary inter ference
graphs. The algorithm requires only standard hardware and vwe
demonstrate its effectiveness via experimental measuremis.

I. INTRODUCTION

least two IEEE standards-track activities (the 802.11% tas
group and the recently formed 802.16 MMR study group).
Multi-channel devices are already available: most modern
802.11 APs support channel bonding to increase available
bandwidth. Multi-radio configurations are already commuon i
community wireless mesh networks and likely to become more
prevalent. All of these developments create more pressure
on the available spectrum and thus on the channel selection
methodology.

Manual channel selection evidently scales poorly with net-
work size. Centralised automated solutions require common
administrative control of every interfering access pditgnce,
while an excellent niche solution, centralised solutioms a
clearly problematic in more general contexts where interfg
networks may belong to different administrative domaing.(e
interfering wireless networks may be operated by different

In this paper we consider how a group of access-points/baggyseholds or businesses). Over the years, a great man:
stationd can self-configure their channel choice so as to Mifistributed schemes have been proposed in the literature |
imise interference between one another and thereby maximisy  see [9], [2], [4], [3], [7], [5], [6], [10], [11], [12], 13]

network capacity. A practical, reliable and resilient sigo

and references therein. However, almost all are distribirte

to this problem would go a long way to allowing true plugnhe sense that they require only local communication betwee
and play WLAN operation and has recently attracted renewglcess points that directly interfere with one another@es

attention, e.g. see [1], [5], [6], [8], [10], [11], [12], [13

implemented via sniffing of packets rather than by dedicated

Historically, common practice in arriving at channel alyansmissions, e.g. see [5]). The requirement for message
locations has lain somewhere between (i) a detailed radigssing means that such schemes suffer from a similar prob-
survey and careful placement of access points combinggd; o centralised solutions when interfering networksitie
with manual spectrum planning, and (i) placement of acceggferent administrative domains; namely, firewalls antieot
points according to current need (leading to organic growlacyrity devices may hinder explicit communication, while
of the wireless network) and use of device default channefgycket sniffing on the radio channel runs into the difficulty
More recently, to reduce the manual administrative burden 5t the distance over which packets are readable is typical
larger deployments there has been a move towards the use\gfth less than the distance over which network transmission

centralised wireless switch solutions, where channekgele

interfere (thus interfering access points may well not bie ab

(amongst other things) is delegated to a central automatgdsyit each others packets). Moreover, most of the prapose
switch that has a control plane connection to every wirelegftributed schemes are heuristic in nature and come with fe
access point. A key requirement of such a centralised mUt'performance guarantees (partly due to the NP-hard nature of

is, of course, administrative control of every access point

the channel allocation problem, although NP-hardness only

Looking ahead, industry roadmaps point towards (i) inglates to the computational complexity of the problem).
creasingly dense network deployments (including mul-ho |, this paper we suggest that a different approach is p@ssibl

operation) and (ii) multi-channel/multi-radio deviceserize

Building on the preliminary work reported in [15], we make

deployments are already a practical concern, as can be sgfiopservation that to constrymbvably correcdecentralized
from the functionality of centralised wireless switchesjana|gorithms for channel allocation it is sufficient for each
also from anecdotal evidence in apartment and office blockgcess point to simply be able to sense its own environmental
and measurement studies [1]. Multi-hop wireless is alreagdynditions. This requirement is commonly satisfied andtesea
common in community-based WLANs and the subject of & need for explicit communication nor for any form of

This work was supported by Science Foundation Ireland dN®/03/1346.

LIn this paper we use the term access point or AP to denote thediating
station in a WLAN that is responsible for channel selecti@here is no
intention to restrict consideration to a specific WLAN teclugy and the AP
here might equally be the access point in an 802.11 infretstret WLAN,
the base station in an 802.16 network, etc. Each AP has assdwireless
client stations and we refer to the collection of clientsspAP as a WLAN.

common administrative control. We emphasise that thisiig ve
different from recent approaches such as [5], [6], [10],][11
[12], [13] which all require some form of message passing
between interfering stations. The closest work to that m th
present paper is the unpublished work of Kaufmann et al [8],
discussed below.



The principle that communication is not needed for diswithout message-passing. Also, for non-zero temperatare s
tributed resource allocation is well-known in wireless MAQilated annealing necessarily has probability of stopping a
design, and is for example embodied in the 802.11 CSMA/Cron-optimal solution i.e. an interfering channel allocati
MAC?2. However, the application of this concept in a soundly-
based manner to the channel selection task is new. Direct 1. WLAN C HANNEL ALLOCATION TASK

adoption of a CSMA/CA type scheme is ill-suited to the We briefly discuss simple examples with the aim of illus-

f‘:harjn_el a,\’llocatlon t_ask as It |nev!tably involves per$Imetrating the channel allocation problem in a WLAN context and
collisions” and persistent changes in channel, even whent . = . =~ ° : .
i . of highlighting the very substantial performance gaing tizen
network topology is static. . .
Our main contribution in this paper is twofold Firstbe achieved by a proper choice of channel,
bap : Figure 1 shows an example of interfering 802.11 WLANSs.

we d(_amonstrate the fea3|b_|llty Of. the Co.mmumcat'on'freﬁansmissions within the AP1 and AP2 WLANS can interfere,
paradigm for channel allocation by introducing a new class 0

. . . with the interference range of each WLAN indicated by
decentralized algorithms that are simple and robust, [igva . - . :

! . . the dashed circles in Figure 1 (the use of circles is purely

correct for arbitrary interference graphs, require no camm.

nication between interfering WLANs and yet are remar indicative). The level of interference between any patéicu

ably efficient under a wide range of network conditions anpaalr of trgnsmls&ong depequ on the physmal Ioca‘uonbeoff[
. . . ) .~ communicating stations. This can easily lead to complex hid
topologies. These algorithms are suited to implementaiion

den/exposed terminal problems. For example, if AP2 tratssmi

standard equipment, requiring no special hardware suppgat[a to client 1 at the right-hand edge of the figure at the

and making only light demands on computational reSOUrC&3me time as the client 2 station located at the left-hane edg

Our sepond main conFnbuU_on Is the !mplementat|on anst the figure sends data to AP1, then reception by AP1 may
evaluation of this algorithm in an experimental testbed. V\ge

. . . e blocked by AP2’s transmission while AP2’s transmiss®n i
present detailed measurements of the interference emvéaoh

in a office-based WLAN testbed and highlight a number (%Sﬁjccessfully received at the right-hand station as thisy®hd

: : . . . e interference range of AP1. This is, of course, an example
features including the time-varying nature of channel ifyal . ) . .
: of hidden terminal behaviour, known to have the potential to
the channel dependent nature of interference levels batwee . S
induce gross unfairness and reduced network utilisatioreS
. L AP3 and AP4 are located within communication distance of
All of these features have important implications for the d ; . o .
; : . oth AP1 and AP2, their transmissions can similarly interfe
velopment of practically useful channel allocation altjforis. . ; . )
: . . reating further potential for four-way hidden/exposeuahiie
We then implement our decentralized channel allocation é:]lél behaviour
gorithm using standard 802.11 hardware and demonstrate, Vi '
extensive measurements, that it does indeed offer the titen
for effective channel allocation in realistic environmenin
particular, this includes environments with complex, &gt A client2 i
varying noise and channel dependent propagation behaviour ; e \\

0
and with time-varying load. §\§§_b

" interferénee,
radius

Il. RELATED WORK

The channel allocation task has been the subject of a
considerable literature, spanning cellular networks.(sag
the survey paper [9]), wireless LANs (e.g. see [9], [2], [4],
[31, [71, [5], [6], [10], [11], [12], [13] and references thein)
and graph theory (our channel allocation task is equivalent
to the classical graph-colouring problem). Almost all disth
work has, however, been concerned either with centralised
schemes or with distributed schemes that employ extensive

message-passing. The closest work to that in the preseat pé\:{lf' 1. Example of interfering 802.11 WLANSs. Dashed circieslicate

: g erference radius, shaded circles indicate communicatdius. The use of
is perhaps the unpublished work of Kaufmann et al [8] whercles is purely indicative — we do not assume any conggain the shape
study a distributed simulated annealing algorithm for fjoirpf the interference domains.

channel selection and association control in 802.11 WLANS.
Convergence of the annealing algorithm s, however, only gyigently, when all stations use the same channel the

achieved asymptotically as temperature tends to zero.ieUfpterference between stations can lead to complex behaviou
tics are therefore needed to stop the algorithm and alsoig; significantly degrades network performance. If, havev

restart it if the network topology changes. Such networlewi gach of the APs selects a different channel then the previ-
stopping/restarting in a distributed context seems probt& o5y described hidden/exposed terminal problems immedi-

, _ _ o ately disappear, network behaviour becomes much simpler
The 802.11 MAC is also able to exploit packet header infoionate.g.

NAV values, but the basic CSMA/CA operation does not rely ugnich and. overall ca.\pacny increased. The ch.allerlwge is, howéver,
information — carrier sense is sufficient. achieve genuine plug and play operation i.e. for the overall



and thereby to the wired internet. Suppose that relay statio

APl WLAN AP2 WLAN
AP3 is equipped with a 3-channel radio (leaving all other
s AP/LAN nodes with single channel radios as before). It then becomes
T possible for the AP1, AP2 and AP4 WLANSs all to operate
i on different channels yet still communicate with the relay

station AP3. An appropriate non-interfering channel altomn
can then be used to avoid hidden/exposed terminal problems
Fig. 2. Interference graph of Figure 1. and simplify network administration. Note that providee th
relay station has a radio with sufficient channels available
then connectivity requirements are satisfied for any non-
network to automatically configure itself so that statioise u interfering channel allocation. It is also possible to exit¢he
an optimal (non-interfering) channel selection. We regar channel allocation task to include constraints on the nurabe
simple, robust and reliable solution that can be applied ahannels available at each WLAN. The channel allocatidk tas
arbitrary topologies and, since we allow that stations madlyen becomes a list colouring problem, but we do not consider
belong to different administrative domains and/or lie b&yo this extension in the present paper. Instead we note that whe
communication distance, our solution cannot rely uponieipl the relay station is under-provisioned, the available ol
communication to agree a channel selection. can always be partitioned into time-slots and these time-
In this simple example the optimal channel selection itsedfots allocated to avoid interference. The allocation b
is straightforward to see, but this need not be the case i m@ logically equivalent to the pure channel allocation cdee
complex topologies. Indeed, the underlying channel select both cases, the key challenge is to achieve a suitable channe
problem considered here is equivalent to graph colouriry afor time-slot) allocation without relying on message pagsi
thus known to be NP-hard. To see this, define the interferertmetween interfering APs.
graph by associating a node with each WLAN (e.g. with eachlt is important to note that power control (adjustment of
BSS in an 802.11 network) and inserting an edge betwete transmission power employed by each station), while an
nodes that interfere. For example, Figure 2 shows the intextremely valuable tool, is only of limited help in examples
ference graph corresponding to the wireless network inréiguisuch as these. In the first example of interfering single-hop
1. A colouring of the graph assigns colours to each node, awfLANs, the WLANs might be located on different floors
a proper colouring is an assignment of colours to each noitlean office block and operated by different businesses. The
such that no adjacent nodes share the same colour. A nmguirement to provide coverage for client stations plazes
interfering channel allocation is thus equivalent to a proplower limit of the transmit power that makes interference
colouring of the interference graph associated with a w#®l unavoidable. In the second example of a multi-hop relay,
network. our freedom to adjust transmit power is constrained by the
It is important to stress here that the use of circles tequirement to maintain connectivity between client etati
denote interference regions in Figure 1 is purely illugteat and their APs, connectivity between AP1/AP2 and the relay
In general, obstacles, channel variations and so on mean ttation AP3, and connectivity between the relay and badkhau
interference regions can be highly complex. We therefaaeel stations AP3 and AP4. Once again, there is thus a lower
no constraints whatsoever on the shape of the interfereticeit on the allowable power level which is large enough that
domains. Importantly, we note that since channel charactsignificant interference cannot be avoided.
istics are dependent on the frequency channel used, we can
expect that the shape of_ th_e_inFerference regions_ \{vill be IV. COMMUNICATION-FREE ALGORITHM
channel dependent. That is, it is in general not sufficient to ) ] ) )
confine consideration to a single conflict graph as shown for!n this section we introduce the class of decentralized
example in Figure 2, but rather a different conflict grapflgorithms studied in this paper. Letdenote the number of
may be associated with each available frequency chanrffailable channels and let each access point with respbtysib
The occurrence of this type of situation is borne out by odipr channel selection maintain-alement state vectgr Letp;
experience in taking experimental measurements — see lafignote theith element of with 37 p; = 1. Consider the fol-
One consequence is that the channel allocation problentis Iyving class of communication-free decentralized algonis
necessarily equivalent to the standard colouring task dn-a or updatingp.
gle graph, but rather may involve a more general multi-graph Communication-Free Learning (CFL) Algorithm
colouring task. While the decentralised algorithm studiece 1) Initialisep = [1/¢,1/¢,...,1/(]
readily accommodates such conditions, the situation witibro ~ 2) Toss a weighted coin to select a channel, withthe

classes of algorithm is less clear. probability of selecting channel. Sense the channel
While the example in Figure 1 considers a single-hop single-  quality. Any interference measure can be used that

radio scenario, very similar considerations also apply uitim yields a “success” when interference/channel noise is

hop multi-radio situations. For example, suppose that AP4 i within acceptable levels and “failure” otherwise. Thus,

the only access point with a wired backhaul link. Internet  we might, for example, use an aggregate measure de-
traffic to/from clients of access points AP1 and AP2 is passed rived from multiple packet transmissions or from direct
via intermediate relay station AP3 to the backhaul stati®# A measurement of the channel SINR.



3) On a successful choice of channeglpdatep as (i) Clock Synchronisation/Slotted timeDf key practical
= 1 =0 Vi (1) importance, we _note_ that Theorem 1 carries over without

b 'Pj J change to the situation where channel updates at nodes ar

i.e. on a successful choice we use the same channet synchronised. That is, there is no requirement for dloba

for the next round. This creates a degree of “stickinessynchronisation of clocks across interfering WLANS.

which ensures that any channel allocation that removes(iii) Hidden nodes and Uncooperative nod&$e algorithm

interference between all WLANSs is an absorbing stanverges to a proper channel allocation in the presence of

(a state is absorbing when the algorithm cannot leatédden nodes or legacy/uncooperative nodes, althoughpepro

that state once it enters it). allocation may require a larger number of channels than when
4) On failure on channel, updatep as such nodes are not present.
(iv) Multi-graph colouring Although not discussed in detalil
pi = (1-0b)p, (2) here, it is straightforward to show that Theorem 1 can be
p; = (1—=0b)p;+ % Vi #£i (3) generalised to encompass the case where, as discussed in tf

previous section, the interference conflict graph is channe
i.e. on a failure multiplicatively decrease the probabildependent.
ity of using that channel, redistributing the probability (v) CSMA/CA Although both are stochastic algorithms,
evenly across the other channélss a design parameter,the proposed CFL algorithm differs from CSMA/CA type
0 < b < 1; the selection of the value @fis considered algorithms in many fundamental respects. For example, for
in detail below. a given network of WLANs the CFL algorithm converges to
5) Returnto 2. a static allocation with no collisions, whereas the CSMA/CA
This CFL algorithm is evidently straightforward, but twoalgorithm incurs a persistent collision overhead.
immediate questions that arise are whether it will indeed (vi) No need for stopping/restartinghe CFL algorithm is a
always converge to a channel allocation and whether or it tiyenuinely convergent one, with no need for heuristic stogpi
allocation is non-interfering. Our main analytic resulttiris criteria. One consequence is that the CFL algorithm carlysafe
paper is to answer both of these questions in the affirmatile left running at all times, supporting automatic adaptati
More formally, letG denote the interference graph associated changes in the network topology. This is of importance in
with a wireless network. A non-interfering channel allesat practice as stopping/restarting in a distributed contexnss
is one where each WLAN uses a different channel from all goblematic without message-passing.
its neighbours inG.

V. CONVERGENCERATE
Theorem 1 Suppose each node in a gragh operates the
CFL algorithm. Assume that the channel allocation problef%"
is feasible (i.e. the number of available channels greater ~ We begin by studying the impact on convergence rate of the
than or equal to the chromatic numbgrof G). Then the CFL learning elements of the CFL algorithm, Steps 3 and 4.
algorithm converges, with probability one, to a non-inggifig
channel allocation.

Impact of Learning

T T T T T T T T T
O uniform random scheme
7| ° + learning scheme |

The proof of this result is given the the Appendix. Our proof 10
actually provides a partial answer to a further questiomeig
how quickly the algorithm converges to a non-interferirig-al
cation. The stopping time is the time taken for the algorithm
to converge. We have the following property.

mean #iterations

Corollary 1 Let = denote the stopping time of the CFL
algorithm. Therprob[r > k] < ae™"*, for positive constants .

«, 7. 10°F 5

That is, the stopping time probability decays exponertiall e
Our argument does not yield a tight estimate of the exponent i e B
~, which determines the precise convergence rate of the
algorithm, but given that the underlying colouring probl&m Fig. 3.  Mean number of iterations to converge to an optimainciel
NP-hard this is unsurprising. Characterising the convecge allocation vs number of nodes in interference graph (randisi graphs with

. . . L . radius R=0.5, mean is taken over 1000 graphs, #channels¢, b = 0.1)
rate is discussed in more detail in later sections.

Before proceeding, however, we make the following brief
observations. We can remove these steps to yield a crude algorithm which

(i) Multiple Radios WLANs where stations are capableassigns a constant probability to each channel and thusesy/ol
of making simultaneous use of multiple channels can las a uniform random walk over every possible combination of
accommodated by running a copy of the CFL algorithm farthannel allocations. More interesting is a modificationha$ t
each channel required. crude algorithm to add the “stickiness” step 3 whereby an




AP settles on a successful channel, but which upon failure o
still assigns uniform probability to every channel (i.e.tire

CFL algorithm step 4 is replaced by “On failure update

to [1/¢,1/¢,...,1/c]"). Figure 3 plots the mean number of
iterations to converge versus the number of wireless naufes f w0 o
this strategy and for the full CFL algorithm. In this example
the network interference graph is modeled as a random disk
graph; that is, APs are uniformly randomly located in a unit

mean #iterations
k)

++

square and the WLANs associated with two APs interfere o t

when the APs are located within a radius R of each other. A ' ° 0 o . g

“failure” or “collision” occurs when neighbouring nodedeet NS

the same channel at a given iteration of the channel allmeati o ‘ ‘ ‘ ‘ ‘ ‘
algorithm, and a “success” when a node selects a different R T

channel from all of its neighbours. For each interferenepr

the number of channels is set equal to the chromatic numberig. 4.  Mean number of iterations to converge to an optimaincel
(calculated using the DSATUR algorithm); that is, we use tradlocation vs learning parametér(random disk graphs, random numbers of
minimum possible number of channels for a feasible solutioff4eS: #channels = 1.25x, each point is mean taken over 1000 graphs)
The impact on the convergence rate of using larger numbers

of channels is discussed in detail later. The convergenoe ti ) ) _
values plotted are the average over 1000 randomly choskn di§annel switches) yet adapt rapidly when needed. We canside

graphs. The impact of the learning step 4 is evident: e.g. fd}€ impact of variations in the interference graph over tane
a 30 node graph the learning step yields an improvement!Bf performance of the CFL scheme. Time-variations might
four orders of magnitude in mean convergence time. Note tgése from many factors including changes in traffic load on

and so on.

B. Choice of Learning Parametér

The CFL algorithm contains a parametethat needs to
be specified. If rapid convergence required tuning of the
parameter to each specific graph, then obviously this wougg
diminish the utility of the algorithm. Instead, we would dik

A. Perturbation Analysis: Adding a New Node

We can gain insight into the impact of changes in the
twork interference graph by considering a network with an
timal channel allocation and adding a new WLAN.

. . " ) . Consider, for the moment, a network where the interfer-
there to exist a “universal”’ choice éfthat yields a sweet spotence graph is complete (every WLAN interferes with every

with good performance on a wide range of graphs._ other WLAN so that each node in the interference graph is
The parameteb determines how quickly an AP discounts

) h | (or fail h connected to every other node) with WLANs and ¢ =
Previous SUCCESSES on a channe (or failures on other cl@nnﬁ,+ 1 channels. We will extend consideration to more general
on experiencing transmission failures on that channelb s

4 . " situations later. Suppose that the WLANSs in this original
made larger, failures are penalised more and the “inertia” bp 9

ssticki " of th e d Small inertia all Retwork are using our distributed channel allocation atgor
stickiness- of the system decreases. smatl ineftia a and have converged to an optimal non-interfering channel

system to escape from poor choices of channel allocation %%cation using theV channels{1,2,.., N}. We now add a

if the inertia is too small the'.q convergence is slowed. RiguF1ew WLAN to now yield anN 41 node complete interference
4 plots the mean number of iterations to converge to a prop Eph. LettingFy,1(k) denote the probability that the new
channel allocation versus the learning paramétgsed. It can +

. WLAN experiences a failure at iteratidn then Sy 1(k) =
be seen that a& approaches 0 the algorithm does not Iear{l — Fysai(k) is the probability of success. Figure 5 plots

from failures and the convergence time rapidly increases AE;LEN“(I{)]’ the mean probability of success (i.e. convergence

a;)?r:oacheﬁ 1 th?. cpn\t/f(]argen(ie tlm\(/evalso rses ?rsl "’; colns;qufj non-interfering channel allocation), obtained by agerg
ofthe smail inertia in the system. VVe can see thal values Of, .. 1000 simulation runs for the new WLAN following its

in the range 0.1-0.3 yield the fastest convergence timeafo%ddition to the network. Figure 5 shows resultshds varied
range of interference levels (results are shown for interfee nd it can be seen that choosing values @f the range 0.1-

_rad|us_|_?:0.25, 0.5, 0.75), with Fh? convergence rate !WQ%Z yield the fastest convergence, which is in good agreémen
insensitive to the value used within this range. That is, WEith the previous results in Figure 4

can indeed choose a universal valué dfiat performs well in Also shown in Figure 5 are the predictions corresponding

a wide range of circumst_ances and_ does not require case—{%y—the following simple analysis. Leby (k) denote the
case tunlng. In the remainder of this paper we use the ValHr%bability of the new WLAN choosing channeé¥ + 1 at
b=0.11in all examples. iteration k. Assume that the channel allocation of WLANS in
the original network remains unchanged. Then on a collision
VI. TIME-VARYING TOPOLOGIES pn -1 is updated according B[Sy 41 (k)] = 1— E[Fx1(k)].
A channel allocation scheme must be parsimonious in re-It can be seen from Figure 5 that the predictions of this
acting to changes in network conditions (avoiding unneamgss analysis are remarkably accurate for the case when0.1,



of local solutions and bin the simulation data according to
| the number of local solutions when comparing against the
sl analytic predictions, see Figure 6. The foregoing analgars

be applied provided there exists at least one local solusiod

it can be seen from Figure 6 that in such situations it yields
remarkably accurate predictions.

0.7F
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——b=0.4 10°
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Fig. 5. Probability of success (convergence) vs iteratiowd @hoice
of parameterb following addition of a new WLAN. (10 node complete
interference graph, simulation probability is the meamfrd000 runs). 02t

indicating that the channel allocations of the WLANSs in o 10 2 s w0 s o w0 ®
the original network possess sufficient “inertia” that thay e
indeed effectively remain unchanged (this is also confirined _ N _ . ,
direct measurement of the network channel allocationsrbefgi'jgd- 6. Probability of failure (- prob of success) vs iteat following
ition of a new WLAN. Dashed lines are analytic prediciofSolutions

and after the addition of a new WLAN). refer to the number of possible channels that the new WLAN rmseigct

Recall, of course, that the “stickiness” or “inertia” of thdo ach_ieye a proper channel allocation vyithqut disturbing allc_)cations of
channel allocation to the original WLANs depends upon trii%i:;',?gf;':\fg‘égzx()z% iogi'r)andom disk interference grapth R=0.5,
value of the algorithm learning parameterb = 0 prevents
changes in an allocation once it has been successful, but
changes become more likely & increased. For larger values It can of course happen that there existlocal solutions,
of b, the new WLAN generates collisions with the original.e. all of the available channels are already used by the
WLANS that result in them choosing new channels and theighbours of the new WLAN. This situation is marked as
algorithm must find a new allocation for the whole networkhe “zero solutions” curve in Figure 6. In this case a noraloc
rather than just the new WLAN. While the predictions of oure-allocation of channels is necessary in order to achieana
simple analysis are accurate for small values,dhey become interfering channel allocation and the previous analyarsot
more inaccurate for large values bfas the key assumptionbe applied. We can nevertheless carry out an approximate
of the analysis (that the original network WLANS effectiyel analysis of this case as follows. Denote the set of WLANs
retain their original channel allocations) is violated. neighbouring the new WLAN byVN. We know that these

While the foregoing analysis is for networks with complet®/LANs make use of all available channels. Our measurements
interference graphs, the arguments carry over directlyeto- g on many hundreds of thousands of disk graphs indicate that we
eral situations. For example, Figure 6 shows simulationltes almost never see adjacent nodes such that the neighbowsrhooo
for a network with a random disk interference graph togethef bothnodes make use of all available channels. We therefore
with the corresponding analytic predictions. In this extanpassume that the neighbourS N do themselves have the
we take a network where WLANSs are located randomly iffeedom to change channel. Consider the behaviour of the
the plane and WLANSs interfere if they are within a distanceew WLAN: because there is no local solution it must choose
R of one another. In this case the interference graph istke same channel as one of its neighbours. By assumption,
random disk graplG. We then randomfyadd a single new a neighbour will change channel with probability at least
WLAN and record the probability of success and the numbgf(c — 1) and otherwise stay on the same channel. Note that
of collisions that occur. We do this repeatedly (alwayststgr it can occur that more than one neighbour shares the same
from the same network and randomly adding one new WLANhannel, in which case we need all such neighbours to change
to sample the distribution. A little care has to be taken ighannel in order to free up that colour. This possibility is
applying our analysis as it may be that there exists more thaeglected in our model because simulations show it is a rare
one channel that the new WLAN can select that will yield accurrence. Hence our model predicts that independently at
proper channel allocation without disturbing the allogasi of each timestep, the system will reconverge approximatetly wi
the original WLANSs. We therefore condition upon the numbgsrobability at leasb/(c—1). The accuracy of this approximate

analysis is illustrated in Figure 6.

3The network is_ 'Iocated in the plan_e, making it straightfadvéo gdd a The foregoing analysis can be used to make quantitative

new WLAN. Specifically, we select uniformly randomandy co-ordinates - .
predictions of convergence rate, provided we have knovdedg

for the new WLAN and then determine its neighbours using tierference ] ! ’ :
radius R. of the number of local solutions in a neighbourhood of intere



Hardware model spec

(or perhaps the probability distribution of these). We agu

. ¢ e AN 5x AP Soekris net4801 266Mhz 586
however, that its real importance lies in the qualitativeight 5% client Soekris net4801 266Mhz 586
that the addition of a new WLAN induces only minimal 5x measurement node Dell 3100C 2.8Ghz P4
changes in the original network channel allocation. This-W-ANNIC Atheros ARS004G _ 802.11a/blg Mini PCI
property is key to achieving high performance in time-vagyi TABLE |
environments. TESTBEDSUMMARY

B. Example

We illustrate the impact of persistent, multiple changes to
the interference graph (rather than the one-off additiora of
singe new node as in the previous section). Based on the above . ) .
analysis, we expect that provided changes in the interéeren The CFL algorithm requires no special hardware support
graph occur slowly, compared with the convergence time 8f'd; in addition to avoiding message passing, does notreequi
the channel selection scheme, they will induce only minim§lock/slot synchronisation between interfering WLANs. We
channel reallocation and the level of failures (neighbouR$ve implemented a prototype version of the CFL algorithm on

choosing the same channel) will be small relative to tH standard Linux platform and present results demonstratin
number of successful outcomes. performance under real interference conditions. Befoe pr

ceeding, however, we first describe our testbed setup.

VIl. EXPERIMENTAL RESULTS

A. Testbed Setup

The testbed consists of 10 PC-based embedded Linux boxes
based on the Soekris net4801, 5 boxes configured as APs
in infrastructure mode and 5 as client stations, see Table I.
We also use 5 PCs acting as monitoring stations to collect

+ ] measurements — this is to ensure that there is ample disk
n space, RAM and CPU resources available so that collection
of statistics does not impact on the transmission of packets

+ These machines are setup as five WLANs (denoted WLAN A -

+ WLAN E) located in a university office space as shown in Fig-
e = - - J ure 8. All systems are equipped with an Atheros 802.11a/b/g
mean rate of change of graph (nodesieration) mini-PCI card with an external antenna. The system hardware

configuration is summarised in Table I. All nodes use a Linux

Fi%- 7. Overhﬁadh(failure '\;late) induzed bfy togolozgg Ch%gﬁ%o:‘ in-d 2.6.16.20 kernel and the MADWiFi wireless driver. All of the

2t exponenaly distibuted Intervals with mean rate giy the x-axs 1o SYSIEMS are also equipped with a 100Mbps wired Ethernet

random disk graph with radius R=0.25, 5 channels are avejlabsults are POrt, which is used for control of the testbed from a PC.
average over 100 graphs= 0.1). Specific vendor features on the wireless card, such as turbo
mode, are disabled. Channel scanning is also disabled as we

Figure 7 presents simulation results showing the me4R® the CFL algorithm for channel seleption. Unless OFmHWi
channel selection overhead (“failures” as a proportion Ibf astated,.all_of the tests are performed using the 802.11aqztlys
channel selection outcomes) as a function of the rate ofgxhaﬁransm'ss'on rate of 18_ Mbps W't.h RT.S/CTS enabled and_the
of the interference graph. The results are the average @ger hannel number explicitly ?et- With this PHY rate_ and_usmg
tests each with a mean of 20 nodes. In each test we start wi 500 byte packets, the achieved throughput in a singletebla
random disk graph. Nodes are randomly added/deleted at ti AN is measured to be approximately 13 Mbps.
intervals which are exponentially distributed, with theeraf . )
change of the interference graph given by the reciprocaief tB- Implementation of CFL Algorithm
mean number of iterations between node addition/delefion. The CFL algorithm is implemented as a user-space perl
maximum of only 5 channels are assumed available (so tlsatipt that runs on each WLAN AP. WLAN-wide channel
at some instants the channel allocation problem may in fastitching is achieved by a broadcast instruction from the
not be feasible). It can be seen that, as expected, the atrh&P that is received by a user-space script running on each
increases with the rate of change of the network interfexen?/LAN client station, which then uses theconfigcommand
graph. Observe, however, that the absolute overhead remamchange channel. Ultimately, the 802.11s standard coald b
low even in rapidly changing conditions; for example, thased to request channel changes.
overhead is only 10% even when a node is added/deleted fronThe CFL algorithm requires a measure of channel quality.
the network on average every 5 iterations. to the time reduirWe initially investigated using the RSSI value returned oy t
to sense the channel state and so might be on the order of a fdvwireless NIC. However, we found this value to be unre-
tens or hundreds of milliseconds depending upon the metlimble — when channel quality is degraded due to interfering
used. WLANSs it is quite possible for the background noise level to

mean collision rate
=
S
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Fig. 9. Baseline throughput for WLAN C versus channel nunmbet.4GHz
band (no other WLANS active).

1) External Interference SourcesThe testbed hardware
supports operation both in the 802.11a 5GHz band and in the
802.11b 2.4GHz band. While spectrum analyzer measurements
revealed little external interference in the 5GHz band (@eo
Fig. 8. Plan showing wireless node locations. floor of around -80dB being typical), significant external

interference was observed in the 2.4GHz band. For example,

Figure 9 shows measured throughput versus channel numbe|
be low yet for the frame error rate to be high due to colliding, the 802.11b band for WLAN C — none of the other WLANS
transmissions. We therefore use a direct measure of framie epctive here, so there is no testbed related interference. It
rate as our channel quality metric. can be seen that there exists significant background noise

For our prototype implementation, to allow scripting enpn channels 7-10. Measurements using a spectrum analyse
tirely within user-space we took advantage of the RTS/CT@nfirmed the presence of noise on these channels, which
functionality. Usingtcpdumpto monitor packets transmitted,js attributed to bluetooth devices operating in a lab (mdrke
over 10 second intervals we collected statistics on (i) RTgifice 001 in Figure 8) close to WLAN C. We note that the
transmissions for which no corresponding CTS handshajgge| of external interference is strongly location depemtd
was received, (ii) transmissions for which the RTS/CTS handn( is essentially negligible for WLANs B and E which are

shake was successful but the data packet transmission yasated approximately 10m further than WLAN C from the
not paired with a MAC ACK, and (iii) transmissions withjnterference source.

successful RTS/CTS and data/ACK handshakes. We label (i)z) Time-varying Channel QualityOur measurements indi-

as CSMA/CA caollisions, (ii) as frames lost due to interferen 4te that the channel quality can be strongly time-varyffiug.

and (i) as successful transmissions. The first of theselstabexamme Figure 10 shows measurements of the mean rate o
is only approximate as RTS/CTS handshakes may be IQgfcessful transmissions versus channel number whenla sing
due to interfering transmissions or noise. However, the CRpy AN is active (WLAN E in this case). Measurements are
algorithm only requires a coarse good/bad measure of chanpgeated about an hour apart. The time-varying nature of the
quality and we find that measuring channel quality by the,annel quality is evident — e.g. compare channels 48 and 153
percentage of type (ii) events and thresholding at 10% i®qui A5 marked on Figure 10 are error bars that indicate the

eff_ectllv(ej. In add|tf|on,r:‘or some testsf \E)ve augmen':(ed tf}]"qmeﬁstandard deviation of the error time history measured over a
to include a test ort_ € presen;:e od ef'ilcon packets rrlom ‘:]‘ eriod of 50s from which it is evident that variations in chah
WLANs — see section VII-D for details. We note that t lity also occur on shorter time-scales. This is shown in

u
use Of. RTS/C.TS creates an over_h(_ead that can reduce net (E’e detail in Figure 11 which shows an example time history
capacity. While RTS/CTS |s_suff|0|ent for p_roof of conceplys measured channel quality over a period of approximately
we are therefore als_o investigating alternative measuréh [60 minutes. It can be seen, for example, that the error rate
and will report experimental results on these at a later.datg;cos 1o around 15% for a period of about 10 minutes early in

this experiment, then falls to around 3% after approxinyatel
C. Nature of Interference Environment 30 minutes.

Prior to evaluating the performance of the CFL channel allo- In this particular example, measurements using a spectrum
cation algorithm, we attempted to characterise the inteniee analyzer indicate that there is little background noise (thise
environment in our testbed. This is, of course, of intenests  floor is consistently below -80dB) and thus presumably the
own right as interference characteristics in the “wild” @m measured variations in channel quality are related to radio
relatively poorly characterised. Moreover, such measeregm propagation effects. Radio signal propagation within ddiug
provides insight into the sort of performance requiremémds is of course complex and our tests indicate that it can vary as
must be met by any channel allocation algorithm if it is to béer example, doors are opened/closed, people move about, et
practically applicable. Fortunately, we can also observe in Figure 10 that certain
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Fig. 12. Measured interference induced error rate versasred number in
Y — 5GHz band. Here WLANs B and C both transmit CBR traffic on theea
channel. Plot shows measured packet error rate at WLAN Ceashhnnel
number used for transmission is varied (with WLANs B and Cagfsvsharing
the same channel)..

Throughput (Mbps)

graph colouring task.

D. Communication-Free Channel Allocation Algorithm Ex-
36 40 44 48 52 56 60 64 149 153 157 161 165 perimental Results

Channel #

We now study the practical performance of the implemented
Fig. 10. Measured throughput with a single WLAN active (ne.interfering CFL algorithm for decentralized channel allocation.

WLANS). Measurements are shown for WLAN E over the range &.80a 1) Convergence to non-interfering channel allocatioFo
channels. The measurements in the upper and lower plotakea about 1

hour apart. Observe the substantial variation in throughpth with channel demonstrate the operation of the CFL algorithm for channel

number and time. selection, we simultaneously generated traffic between the
nodes on each of the five WLANs. To create a relatively

N e demanding channel allocation task, the channel allocation

wl | ] algorithm was restricted (via scripting) to the use of four

- ‘h ] 802.11a channels. Initially, all WLANSs are started on theea
“N\Mﬂ | 1 channel and a copy of the CFL algorithm is run on each
k “‘MW ‘ W | ] WLAN to learn a non-interfering channel selection.

— \ J W"‘ M { \Hﬁ‘\ A 1 We emphasise that there is no message passing whatsoeve
| I “M iy 1 between the WLANSs — the only information available to each
s ﬂ ] WLAN is its local measure of channel quality. Local channel
quality is measured based on packet trace statistics over a 1
second sampling interval as discussed previously.

o @m0 me mw o e  ww w0 Figure 13 shows traces of the channel selection time histo-
Fig. 11. Example of time-varying channel quality. ries for each of the five WLANSs as we run the CFL algorithm.
Throughput significantly increases once a non-interfering
channel allocation is selected, yielding a substantialeiase
in network capacity: the aggregate network throughput from
channels are consistently of good quality, e.g. channel$436 50-60 seconds is approximately 51 Mbps compared with an
and 60-64 and so a channel allocation algorithm should seglgregate throughput of 11.31 Mbps when the WLANSs all use
to allocate on these channels. the same channel. That is, we obtain approximately a fadtor o
3) Channel Dependent Interferencédur measurements four increase in network capacity through appropriate okén
indicate that the level of interference between WLANs caselection. Table Il gives detailed measurements. Simglsults
be strongly channel dependent. For example, Figure 12 shamexre obtained across many runs, confirming that this level of
the measured interference level between WLANs B and &@pacity improvement is consistently achieved.
as the channel number is varied. We found this effect to be2) Convergence Ratelt can be seen in Figure 13 that the
particularly pronounced in the 5GHz band, with a signifibant network converges to a non-interfering channel allocation
lower level of channel dependence measured in the 802.1ddproximately 20 iterations. The duration of an iteratign i
2.4GHz band. This is perhaps unsurprising as we can expédetermined by the time required to sense channel quality and
path propagation characteristics to be frequency depéndénset to 10s in our tests (this is discussed in more detaikiel
However, it has profound implications for channel alloeati yielding an overall convergence time of 200s.
algorithms as it means that the channel allocation task is noWe note firstly that during this convergence period the
equivalent to standard graph colouring, but rather to aimulhetwork continues to achieve a significant level of throughp

Error Rate (%)
5
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: : : : ‘ measurements.
This behaviour is illustrated in Figure 15 — here, the same
S ] packet trace is processed using different measurementatge

to allow direct comparison of the resulting time historids o
estimated frame error rate. While use of a long measurement
interval yields smoother channel estimates, if the channel
quality is in fact time-varying (as often seems to be the
case, see below) then use of a long interval will introduce
s |k measurement errors. Further, use of a long interval meats th

0 P . e 00 it takes longer for the network to sense channel conditiowls a
Fig. 13. WLAN channel time histories. Five WLANS, four aadile channels. adapt to changes.
Note that in this example the network settles on only threanobls. We therefore want to choose the shortest measurement
interval that yields consistent channel quality estimafégure
16 plots the standard deviation of the frame error rate mea-

Channel #
P
8
L

WLAN Default Channel CFL Channel £ . fth . | d

Selection (Mbps) ~ Selection (Mbps) surements as a function of the measurement interval used. In
WLAN A 2.56 12.90 our tests, a 10 second interval corresponds to between 200C(
WLAN B 3.86 8.08 and 10000 packet transmissions (depending on the level of
WLAN C 2.58 12.69 interf eldi dard deviati fl h
WLAN D 539 584 inter erence), yielding a standar eviation of less t &k 1
WLAN E 1.51 12.02 which we found to be a good compromise between accuracy
Totals 12.93 51.55 and responsiveness.

TABLE Il
MEASURED THROUGHPUT$S5 WLANS AND 4 AVAILABLE CHANNELS . » ) ) ) 1000 Packet Window

2000 Packet Window
5000 Packet Window

This is illustrated n Figure 14 , which plots cumulative petsk
number received versus time for each of the five WLANSs for

a second example. Hence, the cost of the convergence period
in terms of throughput is limited.

Secondly, the simulation analysis in [15] indicates that
the CFL algorithm converges rapidly under a wide range of 0 ‘ ‘ ‘ ‘
conditions and this is confirmed in our experimental tests. F ' L
examp|e’ the mean convergence time measured over 10 tesf@isls. lllustrating impact of choice of measurement ivéon accuracy of

. . . . . . frame error rate measurements. Results shown are for the paoket trace
five iterations with five WLANSs and four available Channelsbut with measurement intervals of 1000, 2000 and 5000 pscRetcket trace

covers 200,000 transmission attempts.

Eror Rate (%)

25000

"10.220.3.231.data"
102203234 data"
"10.220.3.237.data"
¥10.220.3.240.data’
"10.220.3.243.data" -~
20000 b

Standard Deviation of Error Rate

15000

# Packets Received

10000

5000 |-

0 b L L L L
o 10 20 30 40 50 60
Time (s) sl 1

Fig. 14. Cumulative packets received versus time for eatheofive WLANS.
Five WLANSs, four available channels. —

o . .
10 100 1000 10000
Sample Size (Packets)

) ) ) o ~ Fig. 16.  Standard deviation of measured frame error rateength of
3) Estimating Channel Quality:Channel quality is esti- measurement interval. Results shown are for the same paces but

mated from the average frame error rate measured over aWjth measurement intervals varied. Packet trace covers@0Qransmission
second interval. The CSMA/CA MAC scheduling process i%ttempts'
802.11 means that frame errors due to interfering transoniss
are random in nature and the choice of measurement intervadt) Controlling local channel reuseObserve in Table Il that
used therefore affects the accuracy of measurements oéframilLAN B and WLAN D settle on the same channel. It can
error rate. For example, use of a very short measuremémet seen from Figure 8 that these WLANSs are located near
interval tends to yield measurements with high variahilitfo each other and on closer inspection of packet traces we

and conversely a long measurement interval yields smootliiad that the nodes in these WLANSs are visible to each other

Standard Deviation (Error Rate (%))
e
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WLAN Default Channel CFL Channel WLAN Throughput for Throughput for CFL
Selection (Mbps)  Selection (Mbps) Default Channel Se- Channel Selection (Mbps)
WLAN A 1.52 13.05 lection (Mbps)
WLAN B 454 12.99 at time 50 at time 120
WLAN C 3.41 12.97 WLAN A 0.45 12.45 12.12
WLAN D 1.41 12.57 WLAN B | 4.77 12.90 11.71
WLAN E 0.85 12.45 WLAN C | 0.00 (inactive) 0.00 (inactive) 11.76
Totals 11.73 64.03 WLAN D 2.27 12.21 12.57
WLAN E 0.74 12.56 12.15
TABLE IIl Totals 11.31 50.12 60.31
MEASURED THROUGHPUTS5 WLANS AND 4 AVAILABLE CHANNELS .
DETECTION OF FOREIGN BEACONS USED TO FORCE GDOCATED TABLE IV
WLAN S ONTO DISTINCT CHANNELS MEASURED THROUGHPUTSFOUR WLAN S ACTIVE INITIALLY , WITH

FIFTH WLAN BEGINNING TRANSMISSIONS ARE TIMEGO

(no hidden nodes). That is, both nodes involved in a coliisio

are able to detec.t that the collision occurred_, thus thel&02. Our experience suggests that this adaptive behaviour of the
CSMA/CA MAC is able to schedule transmissions properi¢r| aigorithm is a key feature that any channel allocation

and the frame error rate (i.e. packet losses not associ rithm must provide if it is to be practically effective,

with CSMA/CA collisions) is low. Since our objective here in,jih6ugh the issue of channel dependent noise/propagaiin
allocating channels is to avoid hidden node and mterfenrenﬂ:]_e strong spatial variation in channel quality does noirste

related problems, this behaviour is as expected. Indeedy e peen widely considered in the WLAN channel allocation
seems desirable in dense deployments as it increases #e g 4t re.

of channel reuse. That is, channel reuse is possible not only
between WLANS located so far apart that their transmissions
do not interfere, but also between WLANs located close
together so that CSMA/CA operates correctly.

If desired, however, it is straightforward to force nearby
WLANs to use different channels (channel reuse is then
confined to WLANS located sufficiently far apart). To illuste
this, we augmented our channel quality metric to include not
only frame error rate but also detection of beacon frameas fro ‘
foreign WLANs. Channel quality is judged unacceptable if ’
the frame error rate exceeds 10% or if foreign beacons are
detected. The CFL algorithm itself is otherwise unchanged. ) = e W W ww

Table Il gives an example of measured performance Whﬁ@. 17. Example of a new WLAN becoming active. Four WLANsiaet
this change is made — it can be seen that the netwanikially, with fifth WLAN beginning transmissions are tim@0.
capacity increases from 11.73 Mbps to 64.03 Mbps, with each
station achieving a throughput of close to 13Mbps which the
achieved throughput measured in a single isolated WLAN (nog) Time-varying network conditionsthe level of interfer-
interference). Note that in this example the five WLANS makence between WLANSs is dependent on the traffic load on each
use of only four channels, and the CFL algorithm successfulvLAN. In particular, when a WLAN carries no traffic and
exploits the potential for spatial reuse in our testbed. therefore generates essentially no interference. Imptbyta

5) Impact of external and channel dependent interfereno&hen a WLAN that has been inactive becomes active, we
Our measurements of the testbed interference environmesduire to allocate a channel to that WLAN and this may
highlight the presence of external interference sourcefén require reconfiguration of the channel allocations usedthgro
2.4GHz band, and the channel dependent nature of the lenetles. Since the CFL algorithm is convergent (i.e. staykedet
of interference between WLANS. on a non-interfering channel allocation once it has foung)pn

Returning to the channel dependent interference betwaeran be left running at all times. Changes in the network,
WLANs B and C noted in Figure 12, we recorded statisticguch as a previously dormant WLAN becoming active, that
on the channels selected by these WLANS over a series ofd@ate new interference will then automatically activdte t
tests. In line with Figure 12 we find that, as expected, the CRLFL algorithm to adapt the channel allocation to restore a
algorithm settles on either channel 36,40 or 64 and avoiels thon-interfering allocation. This is illustrated in Figufer.
lower quality channels. Similarly, in the case of WLAN E itHere, we start with four WLANs which quickly settle on a
can be seen from Figure 10 that the quality of certain channabn-interfering channel allocation. At iteration 60 of {G&L
can be strongly time-varying. We can also observe in Figuadgorithm, a fifth WLAN is activated (i.e. begins transniti
10 that certain channels are consistently of good qualiy, etraffic). It can be seen that the network automatically réigen
channels 36-44 and 60-64. Our measurements confirm that tines its channel allocation to accommodate this new WLAN
CFL algorithm automatically avoids the low quality charmeland quickly settles on a new non-interfering configuration.
and settles on the good quality channels. Table IV gives the corresponding WLAN throughputs.

WIANA ——WIANB WIANC WLAN D WIANE
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7) Spatial ReuseTo investigate the level of spatial reuseéNevertheless, it can be seen from Figure 19(b) that a spa€ing
feasible in our testbed, we measured the frame error r&ehannels is sufficient for effective orthogonality, comgzh
between pairs of WLANSs as the channel used by one WLAM the 5-6 channels usually quoted based on co-locateds.adio
was varied. Initially we consider the behaviour when the This behaviour is encouraging as it suggests that in peactic
802.11a 5GHz band is used. Figure 18(a) shows the measumeddo not need to confine allocations to the usual orthog-
throughputs of WLANs A and E when WLAN E is heldonal channels. Instead, attenuation within a building rsean
fixed on channel 36 while the channel used by WLAN A ithat dense deployments can potentially take advantage of
varied between channel 36 and channel 64. Figure 18(b) shaggressive spatial reuse. It is important to emphasisethieat
the corresponding measurements for WLANs C and E. NoB#-L algorithm can be used without modification to achieve
that unlike in 802.11b/g, 802.11a channels are not numbe@thogonal channel allocations even in such complex ggttin
consecutively i.e. channels 36 and 40 are in fact adjacelitwe allow the algorithm to choose any of the available
Observe from Figure 8 that WLANs A and E are locatedhannels (e.g. to select from all 11 channels in 802.11b),
adjacent to each other whereas WLANs C and E are locatise¢ CFL algorithm will always seek an orthogonal channel
approximately 10m apart. We therefore expect that a largatocation, automatically avoiding channel configuratiadhat
separation in channels is needed between WLANs A andcEeate interference.
than between WLANs C and E and indeed our measurements
support this prediction.

It can be seen that when WLAN A is located on channel 56
and above, the aggregate network throughput is 26Mbps which
is approximately the maximum combined capacity that can be
achieved by two independent WLANS for the 802.11a settings
used here. Observe also that both WLANSs achieve throughputs
i.e. network capacity is allocated equally. However, when
WLAN A is on a channel that is closer to that of WLAN
E we have that (i) the aggregate network throughput falls

[ VCAA oot e WLARA Thougipur S0 Tomrso
WLAN E Throughput mmsss  WLAN E Throughput SD X

Throughput (Mbps)
&

substantially and (ii) the WLANSs can experience dramaljcal O T a a2 s e e
different throughputs (e.g. when WLAN A uses channels 44 (2) WLANs A and E (x-axis marks channel used by
or 48 it achieves a throughput close to zero, while WLAN E WLAN A).

achieves throughput close to 12Mbps). The latter unfagrnes [ AT = UACTAIS T e ]

is associated with hidden node type effects that occur when
the WLANs operate on channels that are sufficiently close
for their transmissions to interfere yet not so close thayth
can successfully decode each others transmissions. Wken th
WLANS operate on the same channel, they can decode each
others transmissions since the WLANS are located near to
each other and thus the 802.11 CSMA/CA operation fairly
allocates the available bandwidth. However, the aggregate
network throughput is half that achieved when the WLANs

ughput (Mbps)

Throl

operate on orthogonal channels. (b) WLANs C and E (x-axis marks channel used by
This behaviour can be contrasted with that of WLANs C WLAN C).

and E. From .Flgure 18(b) we see that even when WLANs lgg. 18. Measuring potential for channel reuse. Using th2.Ba 5GHz

and E use adjacent channels the aggregate network throughgkl, wLAN E is held fixed on channel 36 while the channel ugegezond

is nevertheless close to 26Mbps. WLANs C and E are locatédiAN is varied. Measurements are shown for WLANs A and E and fo

only 10m apart, yet the attenuation due to walls etc wheltie,C W01S EEE & GEPOR TERa O he v e

combined with the attenuation between adjacent channelsyig shaded area marks throughput of second WLAN. Also rdadethe

sufficient to effectively yield orthogonality of transmisss.  histogram are the standard deviations of the throughptithvdive a measure
To investigate this behaviour further, fo comparison Figu %, WOUSHbtL By 1 n b seen bt U sncmetons e

19 shows the corresponding measurements when the 802.41ANs C and E are located approximately 10m apart.

2.4GHz channel is used. Note that in these 802.11b measure-

ments there exists significant background noise on channels

7-10 for WLAN C — see earlier discussion. The impact of this

noise can be seen in Figure 19(a), which plots the measured VIII. SCOPE OF THE PAPER

frame error rate on different channels when WLAN C alone is In this paper we focus on the channel allocation task itself,

active — the high frame error rate on channels 7-10 is eviderdther than joint channel allocation, routing (and the tezla
Focussing for the moment on channels 1-6 where tlssue of association control) and power control. Certdimngse

background noise level is low, it can be expected that timetwork aspects are coupled, but also individually chajieg

level of transmission path attenuation is reduced when dowend joint optimisation is left as future work. In this paper

frequency transmissions are used and indeed this is the cage also confine consideration to situations where sufficient
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—_— this algorithm does indeed offer the potential for effeetiv
channel allocation in realistic environments. In partcuthis
includes environments with complex, spatially varying sgoi
and propagation behaviour and with time-varying load.
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IX. CONCLUSIONS

In this paper we introduce a new class of decentralized APPENDIX: PROOF OFTHEOREM 1
channel allocation algorithms that are simple and robust,We show that in a determined finite amount of steps the sys-
provably correct for arbitrary interference graphs, reguio tem has some minimum positive probability of convergence.
communication between interfering WLANS and remarkabMW/e show that starting from any configuration the system can
fast under a wide range of network conditions and topologiegach some standard state after two steps. From this sthndar
These algorithms are suited to implementation on standatdte we show that the system can then potentially reach a
equipment and we investigate the implementation of our chastate where every node experiences a failure simultangousl
nel allocation algorithm in an experimental testbed lodateallowing convergence without issues of dependence between
in an office environment. Initially, we use measurements twdes. Hence the network always has positive probability of
investigate the interference environment present in thibéel. global success and will almost surely converge.
We observe that the environment includes (i) external non-In the sequel we refer to two nodes choosing the same
cooperating interference sources in the 2.4GHz band, (@hannel as a “collision”. We say that the st&teonsists of all
strongly time-varying quality on some channels, (iii) chah possible non globally converged configurations with albcol
dependent levels of interference between transmissions smlection probabilities strictly greater tha}ﬁ—l. Denote the
different WLANs. These effects are all of importance whemaximum node degree by.d and the diameter of the graph
developing a practically useful channel allocation altjori. (length of the longest shortest path between two noded) by
We then implement the channel algorithm on standard 802.11The system may avoid sta by some node undergoing
hardware. We demonstrate, via extensive measurements, tepeated same channel collisions. We show in Lemma 1 that
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if the system has reached a configuration with some coloatr step7; every node selects a colour so that no collisions
selection probabilities very small there is a positive lowepccur. |
bounded probability that it will return in two steps to our Lemma 3. There is a strictly positive lower boungig
standard statB. Thus (with some probability) the initial colouron the probability of the evolutiodE occurring from any
selection probabilities will have no effect on the probipil configuration in state.
of a given evolution. Proof of Lemma 3. Given the initial colour selection prob-
Lemma 1. From any configuration of the system, if aftembilities and which nodes collided initially, the evoluti@ is
two steps the system has not converged, the system is in sta¢dl defined and has some positive (computable) probability
S with some probabilityprs > 0. pre Of occurring since the system is finite.
Proof of Lemma 1. After any step7, there was either By assumption the system begins in st&i@nd so the initial
global success (and convergence) or at least two nodesexliffecolour selection probabilites of just collided nodes ansdo
a collision. Starting at timd, we allow the system to evolve bounded; therefore there is some probabijlity > 0 such that
for 2 more steps and lower bound the probability of thgrs > pr; irrespective of the initial selection probabilities.
system not being in stat®. We ignore nodes who succeedlhe subset of nodes which collided initially is one of finjtel
and then collide as their colour selection probabilitiee amany possibilities and so again there is some probabitigy>
clearly at leasth/(c — 1). Consider any just collided node;0 such thatpr; > prs irrespective of which nodes collided
after the first collision by choosing colouy, it has probability initially. |
pr1 > b/(c—1) of choosing some specific other colagrand Proof of Theorem 1. Defining prg = prsprs gives the
probability pro > (¢ — 1)pr; of choosing any colour other probability that the system is in sta$eafter the first two steps
thani;. So the probability of two repeated collisions on thand then follows evolutiofE. So every2 + md x D steps the
same colour at a specific nodeyig; < 1 — pro. In the whole system will converge with probability at legsty. Hence after
system the probability of some node having two consecutiyé2 + md x D) steps we have converged with probability at
same colour collisions ipry < nprs — () (prs)? +--- < 1. leastl — (1 — prg)’ which converges td as;j — oc. |
Hence with some probabilityrs > 1 — pry > 0 the system
has no node with consecutive same colour collisions. Thus
after these two steps with probabilipy:s all colour selection
probabilities of nodes which have just collided are styictl
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greater tharb/(c — 1) and the system is in stafe L gow in 1986 and was awarded his PhD, also from

Lemma 2. Suppose that the system is in st&teAssume the University of Glasgow, in 1989. In 2001, Prof.

; ; ; Leith moved to the National University of Ireland,
Wlt_hout loss of genera_llty that the graph |s.connected.. ghear PLACE Maynooth to assume the position of SFI Principal
exists a specific evolutioR of the system which results in all PHOTO Investigator and to establish the Hamilton Institute
nodes transmitting succesfully. HERE (www.hamilton.ie) of which he is Director. His

Proof of Lemma 2. In state$S by definition we have not current research interests include the analysis and

. design of network congestion control and distributed
converged and (at least) two nodesand k2, say, have just resource allocation in wireless networks.

experienced a collision. By way of notational convenienee
say these two nodes wevesited at step2. Suppose now that
k1 collides with its first non visited neighboue; (if any)
at step3. Suppose also that, collides with its first non
visited neighbour (if any, potentially; also) at steg3 also. We
say that such nodes awisited at step3. Inductively suppose
now that a node once visited collides with all its nonvisited
neighbours in consecutive steps. This is possible because a piace
visited node having just collided can potentially choosg an PHOTO
colour. Note that a node being visited simultaneously (@lon HERE
two different equal length paths frody and k. say) is also
possible.

Suppose that once a node has collided with all its nonvisited
neighbours it then repeatedly chooses colbuntil stepT; =
To+3+mdx D. We note that as a nodg is colliding with its
nonvisited neighbours some of them may become visited from
other nodes before they collide with; we suppose then that
k4 does not visit such nodes. Note also thad x D upper
bounds the time needed for this visiting procedure to visi PLACE
every node. PHOTO

By connectedness, at ting, — 1 it is possible for every HERE
node to have been visited and to be choosing colotitence
every node is colliding. Since every node is colliding, gver
node can choose every colour, so we can finally suppose that
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