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A Simple and Effective Real-Time Controller for
Wave Energy Converters
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Abstract—A novel strategy for the real-time control of oscillating
wave energy converters (WECs) is proposed. The controller tunes
the oscillation of the system such that it is always in phase with the
wave excitation force and the amplitude of the oscillation is within
given constraints. Based on a nonstationary, harmonic approxima-
tion of the wave excitation force, the controller is easily tuned in
real-time for performance and constraints handling, through one
single parameter of direct physical meaning. The effectiveness of
the proposed solution is assessed for a heaving system in one de-
gree of freedom, in a variety of irregular (simulated and real) wave
conditions. A performance close to reactive control and to model
predictive control is achieved. Additional benefits in terms of sim-
plicity and robustness are obtained.

Index Terms—Optimal control, real-time estimation, wave en-
ergy, wave forecasting.

NOMENCLATURE

z(t), Z(w)  Fourier transform pair.

z Complex amplitude of z(t) = R {Ze?'}.
x(1) Heaving position of floating body.

v(t) Heaving velocity of floating body.

Jex(t) Wave excitation force.

Ju(®) Power takeoff force (control input).

Zi(w) Intrinsic impedance of floating system.
Z(w) Radiation impedance of floating system.
B(w) Radiation resistance of floating system.
1/H Ratio velocity to excitation force.

K(s) Feedforward controller for velocity tracking.
H, Significant wave height.

wo Peak frequency.

A Sharpness of Ochi standard spectrum.

Aw Peaks spacing in double-peaked spectrum.
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PTO
RCW

Power takeoff.

Relative capture width.

I. INTRODUCTION

CEAN wave power represents a resource which can

make a significant contribution to the development of a
more sustainable, and renewable, energy strategy for several
countries worldwide [1]-[3]. The economic performance of
WECs, however, is still far from competitive and significant
scope exists for the improvement of the capacity factor, through
more intelligent control systems. In particular, the efficiency
of oscillating WECs can be significantly increased through an
automatic control that tunes its oscillations to the incident wave
elevation, in such a way as to improve the power transfer from
the ocean to the system.

Control strategies for wave energy conversion are usually
based on complex-conjugate control, which gives the optimal
conditions, in the frequency domain, for maximum wave en-
ergy absorption [4], [S]. A real-time implementation of com-
plex-conjugate control, however, is not practical, due to its non-
causality [4], [6] and to the fact that physical constraints are
not taken into account. Alternative control solutions have also
been proposed, where the limitation imposed by the physics of
the system (e.g., amplitude of motion or velocity, applicable
forces) are explicitly accounted for. In particular, some of these
alternatives include latching [7]-[9], where the oscillation in the
system is delayed so to be in phase with the excitation from the
waves, and model predictive control (MPC) [10]-[13], which is
based on a constrained optimization. Controllers that adjust the
damping and stiffness coefficients of the power takeoff (PTO)
mechanism, in real-time, were also proposed. In [14], a fuzzy-
logic controller tunes the damping based also on predictions of
the incident wave elevation. However, results are not compared
with latching or MPC types of controllers and the assumption
of linear damping can be unrealistic with most PTOs (hydraulic
in particular).

While, in theory, latching allows the achievement of high en-
ergy capture, its applicability has been questioned [15], due the
excessive loads on the latching mechanism, the disappointing
performance in the case of self-reacting point absorbers [16],
and the long (some minutes) prediction horizon required for
the real-time optimization in irregular waves to converge [7],
[9]. Solutions based on MPC, on the other hand, have shown
many benefits, including the ability to handle constraints in a
straightforward way [12], [13]. Such techniques, however, need
to solve a constrained optimization problem at each time-step,
that can be time-consuming if a complex model of the WEC
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is utilized. Besides, the performance of the controller depends
on a variety of variables (cost function, optimization algorithm,
future horizon, specification of the constraints, etc.) that are not
always related to the physical domain of the problem and can
only be tuned by extensive simulation. MPC-based controllers
also require prediction of the excitation force which, although
possible for 1-2 wave periods [17], introduces additional uncer-
tainty in the solution.

This paper proposes an alternative controller that, while
being suboptimal, is simple and effective at the same time,
which makes it well suitable for real-time applications. In
particular, the proposed controller has a hierarchical structure
where a reference velocity is calculated from the current value
of the wave force through a constant of proportion, which is
tunable in real-time for performance optimization and con-
straints handling. The reference velocity is then imposed on
the system by a low-level control loop based on classical con-
trol theory. Based on a nonstationary, harmonic model of the
excitation force, the reference generation does not require an
optimization, like MPC, and does not rely heavily on the model,
which makes it inherently more robust to model uncertainties,
through an appropriate design of the low-level controller.

The controller is a reactive type and it requires a PTO capable
of implementing a bidirectional energy flow. Typical hydraulic
PTOs and linear electrical generators that have been studied for
applications in wave energy have the ability of inverting the
energy flow [18], [19]. The nonideal efficiency, however, needs
to be taken into account for an appropriate evaluation of the
performance of the device [20], [21]. While this paper assumes
ideal efficiency, since the focus is on the controller’s concept, a
quantitative discussion about the requirement of active power is
proposed in Section IV.

The controller is derived in Section III, following introduc-
tion of the model of the wave energy conversion system under
study in Section II. Validation against ideal complex-conjugate
control (in the unconstrained case) and MPC (in the constrained
case) is documented in Section IV, under a variety of random
waves. Conclusions are discussed in Section V.

II. MODEL OF WAVE ENERGY CONVERTER

A. Model Definition

A single-body floating system, as in Fig. 1, is considered
where energy is extracted from the relative motion with the sea
bottom, through a generic PTO mechanism. The system is con-
strained to move in the heave direction only. The external forces
acting on the WEC are the excitation from the waves and the
control force produced by the PTO. Under the assumption of lin-
earity, neglecting viscosity, and other losses, the force-velocity
model can be expressed in the frequency domain, as follows [4]:

oMV (@) + Zo(w)V () + 2 =

Jw

Fos(w) + Fu(w). (D

In (1), V(w) is the heaving velocity, while ey (w) and F, (w)
are the wave excitation and PTO forces. The imbalance between
gravity and the hydrostatic restoring force is modeled by the
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Fig. 1. One-degree-of-freedom (heave) floating system for wave energy con-
version.

stiffness coefficient K. The radiation force, due to waves ra-
diated by the body’s motion, is expressed through the radiation
impedance Z,.(w). Notice that Z,.(w) can only be considered as
a Fourier transform in a generalized sense, as its imaginary part
is unlimited for w — oo, so that it is often decomposed as

Z(w) = B(w) + jw[M(w) + Mc]
— H,(w) + Mo, @)
where B(w) is the radiation resistance (real and even) and
M,(w) is the added mass after the singularity at infinite fre-
quency M, is removed. The function H, (w) is a valid Fourier
transform.
The model in (1) can be expressed in the compact form

1
= ——|F. F,
Viw) Z:(w) [Fex(w) + Fu(w)] 3)
where the intrinsic impedance Z;(w) is defined as
K
Ziw)=Bw)+ jw | M + M(w) + Mo — 2| 4)

The excitation force is the effect of the incident wave on the

floating system

Foe(w) = Hex(w)E(w) (5)
where E(w) is the Fourier transform of the incident wave el-
evation 7)(¢). The transfer function H.x(w) is a property of the
WEC and has low-pass filter characteristics. Note, however, that
H(w) is noncausal, since the incident wave is not the cause of
the force (the pressure distribution is) [4] and cannot be imple-
mented in real-time simulations.

The example WEC system considered in this study consists
of a heaving cylinder with radius K = 3 m, height H = 5 m,
draught & = 4 m, and mass M = 3.2 x 10® Kg. The radiation
and excitation transfer functions, H,.(w) and H.x(w), are iden-
tified numerically through the hydrodynamic software Wamit
[22] and are shown in Fig. 2.

B. Model Identification

The linear model in (3) is only known numerically for some
frequencies. This is due to the fact that the radiation impedance,
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Fig. 2. Radiation and excitation frequency responses for a floating cylinder
with radius & = 3 m, height H = 5 m, draught » = 4 m, mass M = 3.2 x
10% Kg, calculated using the hydrodynamic software Wamit [22]. (a) Radiation.
(b) Excitation.

Z»(w) or H.{w), can only be derived numerically from hydro-
dynamic simulation software or from experiments.

From a finite-order approximation of the radiation
impedance, [:IT(s) ~ H,.(jw), the floating system in (3)
can be approximately modeled as the following SISO system:

V(s) _ s a 1
Fox(s) + Fu(s) s2(m+ My) + bf{r(é) + K, Zi(S()@
where s is the complex frequency in the Laplace domain. The
input is the external force (from the waves or from the PTO),
while the output is the system’s velocity.

For the geometry specified in Fig. 2, a fourth-order approxi-
mation of the radiation was calculated using frequency-domain
identification, following the approach in [23]. The result of the
identification, shown in Fig. 2(a), gives a very accurate estima-
tion of the radiation response of the system. A sixth-order force-
velocity system is, therefore, obtained from (6), and is specified
by the following transfer function (coefficients rounded to one
decimal place for brevity):

1 1.8x 107 %.5(s2+1.15+0.4)(s2+1.65+1.8)

Zi(s)  (82+1.25+0.4)(s2+1.45+1.6)(s2+0.15+1.5)"
@)

>

III. REAL-TIME CONTROLLER

This section outlines the proposed strategy for real-time con-
trol of a WEC of the type modeled in Section II. As shown
in Fig. 3, the approach consists of the generation of a refer-
ence velocity, from knowledge of the current wave excitation
force acting on the system, and then imposition of such ve-
locity, through the PTO force, via a lower-level feedback con-
troller K (s). After an analysis of the conditions for maximum
wave energy absorption, in Section III-A, the reference-genera-
tion strategy is derived in Section III-B. Section III-C shows the
possibility of handling constraints and Section III-D describes
the design of K(s).

A. Maximum Wave Energy Extraction

As extensively studied in [4], maximum energy transfer from
the waves to the system PTO is obtained when

Fy(w) = =Z7 (@)V(w) ®)

23
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Fig. 3. Proposed control architecture.

where Z¥(w) is the complex-conjugate of the intrinsic
impedance of the system. The condition in (8), however,
is anti-causal and cannot be implemented in real-time.

The control law in (8) is termed complex-conjugate control
(note the electrical analogy from impedance matching) or re-
active control, from the requirement of a bidirectional energy,
which means that a negative energy absorption would be expe-
rienced for parts of the cycle.

An alternative, and equivalent, condition for maximum en-
ergy extraction [4] is a phase and amplitude relation between
oscillation velocity and wave excitation force

1 1

mFex(w) =

Viw) = 2B(w)

Fox(w). )
The radiation resistance B(w) is a real and even function in
the frequency domain. As a consequence, the phase and am-
plitude condition in (9) is noncausal, and, in particular, the cor-
responding time-domain impulse response function is also real
and even [4].

Under conditions (8) or (9), the average absorbed power
P,(w) is maximum and it is half the average excitation power
P..(w), the other half being lost in radiation P, (w) [4].

It has been shown [6], [17] that the noncausality can be ad-
dressed with simple regressive predictors of excitation force.
However, there are two more characteristics of reactive control
that make its practical implementation difficult (if not impos-
sible) in some situations:

* The optimal velocity, position, and PTO force can have
very large amplitudes, well beyond physical constraints,
particularly in large waves and for small systems.

» Since the energy flow in the PTO is bidirectional, power
needs to be injected back into the system for part of the
cycle, in order to achieve the optimum. Inefficiencies in
the PTO, when reversing the energy flow, may, therefore,
undermine the efficiency of the solution.

In Sections III-B and III-C, a nonoptimal approximation of
reactive control is proposed, where the noncausality and the
constraints are overcome in a simple, but effective, way. Note
that, in the following, we assume that the WEC, modeled in
Section II, has a PTO machinery capable of implementing a re-
versible energy flow with ideal efficiency.

B. Simple and Effective Realization of Reactive Control

Based on (9), the velocity should always be in phase with the
excitation force and it should have an amplitude that is modu-
lated in the frequency-domain by the inverse of double the ra-
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Fig. 5. Real-time estimation of amplitude and frequency of a stochastic excita-
tion-force signal, generated from a power spectral distribution centered around
5.3 rad/s.

diation resistance 1/2B(w), which is noncausal. Predictions of
the excitation force can be utilized to resolve the noncausality
[6], [17]. This paper, however, proposes a nonoptimal simplifi-
cation that does not require predictions.

The relation in (9) is a frequency-dependent gain, shown in
Fig. 4, to be applied to the excitation force, such to obtain the
velocity. The noncausality derives from the fact that, in theory,
all the frequencies may be present at the same time. In prac-
tice, the excitation force is contained within a restricted band of
frequencies, mostly within the flat part of 1/2B{w). A constant
approximation, based on a second-order model of the system,
was already proposed in [24]. If a real-time estimate of the peak
frequency of the excitation force is available, however, we can
adapt the constant from the curve 1/2B(w).

Assuming that the excitation, fe (%), is a narrowband har-
monic process, defined by time-varying amplitude, A(%), fre-
quency, w(t), and phase (%)

Jex(t) = A(t) cos(w(t)t + (1)) (10)
the reference velocity can be generated from the following adap-
tive law:

1 1
= mfex(t)-,

Uref(t) m —

2B(w) (b
where the value of the constant H(t) is calculated from the
curve 1/2B(w), based on a real-time estimate of the peak fre-
quency of the wave excitation force.

An online estimate of the frequency w and amplitude A is ob-
tained with the extended Kalman filter (EKF) [25], already pro-
posed in [17], [26] for modeling the wave elevation. Although
suboptimal, the estimation obtained with the EKF is satisfactory
in our case, as shown in Fig. 5. Alternative methods that give a

solution closer to optimal have also been proposed, as reviewed
in [27] and [28].
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Note that the sinusoidal assumption in (10) was considered
by a number of researchers [29], [30], so to remove the non-
causality of complex-conjugate control. However, simulations
were always carried out in regular waves, so to satisfy the as-
sumption. In the present paper, the controller is tested with ir-
regular waves (simulated and real data), that do not necessarily
satisfy the assumption, as discussed in Section IV.

C. Constraints Handling

The control solution proposed in Section III-B, where the ve-
locity is simply calculated from the excitation force through a
variable gain, allows the handling of physical constraints in a
quite intuitive and effective way. Based on the narrowband as-
sumption of (10), the excitation force can be expressed in com-
plex notation as

fox(t) = R{AT® ) Fo 2 Ae’? (12)
where FEX is termed complex amplitude of fox(#).

As a consequence of the proportional reference-generation
law, in (11), the complex amplitude of the velocity V and posi-
tion X can be expressed as

. A

V= ﬁe’*’ (13)

. VA

X=—-= A 14
Jw ijP (14)

Suppose that the vertical excursion of the WEC is limited to

+ Xiim m from equilibrium. From (14), the position constraint
can be written as an equivalent velocity constraint

Y%

X=—

Jw S Xlim — |V| S thIIl

(15)

and the following upper bound for the variable gain 1/H, in-
volving the amplitude and frequency of the excitation, can be
derived from (13)

1 wX lim
q < 1 (16)

The reference generation strategy, based on (9), (11), and
(16), can, therefore, be modulated in order to keep the amplitude
of the velocity within the bound specified in (15). A real-time
estimate of the frequency w and amplitude A of the excitation
can be obtained through the EKF [17], [26]

1 —
H(t)

According to (17), when in the unconstrained region, the ve-
locity is tuned to the optimal amplitude given by complex-con-
jugate control, as in (9). Otherwise, the maximum allowed ve-
locity (lower than the optimal) is imposed, while keeping the ve-
locity in phase with the excitation force. Note that a velocity cal-
culated from (17) is optimal within the proposed parametriza-
tion, which means that it gives the maximum energy extraction

1
2B(%)

1 e wX)im
sB@) >
wXim

(17

otherwise.
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Fig. 6. Graphical representation of adaptive law (17). Note that magnitude of
the excitation force | A| is translated in amplitude of the incident wave elevation,
= = |Heox(w)A], from (5). (a) Magnitude of velocity with respect to amplitude
of incident wave elevation. (b) Ideal optimal value and upper limit, for a con-
straint X|;m = 0.8 m, of the adaptive constant 1/ H , as from (17).

among all the velocities proportional to the excitation force and
smaller than the constraint.

Given the geometry specified in Section II-A, and a constraint
Xjim = 0.8 m, Fig. 6(a) shows the profile of the reference ve-
locity, for two frequencies, as a function of the amplitude of the
incident wave elevation, which is related to the amplitude of the
excitation force, |Z| = |AH.(w)], from (5). For small waves,
the velocity is modulated from the optimal condition given by
reactive control, while above waves of a certain size it is kept
at a constant maximum amplitude (smaller than optimal), so
that constraints are satisfied. The limit of the unconstrained re-
gion depends on the frequency, as from Fig. 6(b). In the case of
0.2-m waves, the controller would work at maximum allowed
speed for w < 1 rad/s, where 1/2B(w) = wXy;,/A, while it
would follow the optimal speed for higher frequencies. When
the system is excited by 0.5-m waves, the velocity is always
tuned at the maximum allowed by the constraint (lower than the
optimum).

Note that:

1) Ultimately, the controller is regulated only through a single
parameter 1/H that is the constant of proportionality be-
tween excitation force and velocity. Such a parameter can
be tuned for best performance, as in (17), but also based on
other requirements. It could, for example, be tuned for the
regulation of the power at a desired level (absorbed power
is proportional to the velocity squared).

2) Unlike optimization-based solutions, the proposed con-
troller relies on the model of the system only in the
unconstrained region. In the constrained region, the
low-level control loop depends on the model, while the
reference-generation does not, and a robust design would

25
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Fig. 7. Low-level controller based on IMC feedback structure.

benefit from this separation. Further discussion on im-
proving the robustness will be mentioned in Section I1I-D.

3) Predictions of the excitation force are not necessary.

4) A practical implementation would only require an estima-
tion of the excitation force, which is not a measurable quan-
tity. An observer can be built from measurements of the
motion (velocity, acceleration) of the system [10].

D. Velocity-Tracking Control Loop

The desired velocity, generated from (11), is imposed on the
system by the low-level controller, that acts on the PTO force
f.(t). The controller, namely K (s), is based on the concept of
internal model control (IMC) [31], that was also proposed for
the control of the Archimedes Wave Swing WEC [32].

Fig. 7 shows the equivalent structure of the IMC. The com-
pensator K (s) is given by

QW
1= Q(s)/2:(5)

where 1/Z;(s) is the model of the system, given in (7), and
()(s) is a filter that can be opportunely chosen. In the case of
perfect model and no disturbances, it can be shown [31] that the
controller works in open-loop and the feedforward compensator
simplifies to the filter ()(s). Feedback only appears in the pres-
ence of model uncertainties or disturbances.

As a consequence, (J(s) can be intuitively designed for per-
formance and disturbance rejection. In addition, it can be shown
[31] that the stability of (J(s) implies the stability of the closed-
loop system, at least in the case of perfect model.

As proposed in [31] and [32], the filter (}(s) is designed as

Qs) = F(s) - Zi(s) (19)

where Z;(s) is the inverse of the system and F'(s) is a low-pass
filter that ensures the stability and the physical realizability of
Q(s). Perfect control would require that Q(s) = 1, but this is
only achievable in a limited range of frequencies, due to the
presence of F'(s).

From (6), it is derived that the model of the system 1/7;(s) is
proper with relative degree of 1 and is nonminimum phase due
to the presence of a zero at s = 0. Therefore, it is required that
F(s) has a zero at s = 0, to cancel the unstable pole of Z;(s),
and that it is proper with relative degree of 1, for the physical
realizability of K (s).

In our specific case, the filter F'(s) is shaped as a bandpass
filter

K(s) (18)

(20)
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where 0.2 and 5 rad/s are the cutoff frequencies of the high- and
low-pass sections, respectively.

Fig. 8 shows that the sensitivity function of the controller in
the case of perfect model approaches unity (good tracking) in
the region [0.3, 2] rad/s, which corresponds to the typical active
band of frequencies of the excitation force. Note that the exci-
tation force resulting from any possible sea state is always con-
tained in such a region for the given system (due to the low-pass
characteristics of the excitation filter H,(w) givenin [Fig. 2(b)]
so that the controller K (s) does not need to be adaptively tuned
to the sea state, but its structure can be fixed at the design stage.

In the presence of model uncertainties, a procedure exists
[31] to ensure robustness of the feedback controller. In order
to maintain the focus on the performance of the reference-gen-
eration strategy, outlined in Section III-B, the robustness design
is omitted.

IV. RESULTS

A. Wave Data

The proposed control method is validated on the heaving
cylinder as specified in Section II under several wave condi-
tions. Random waves are generated from single- and double-
peaked standard wave spectral distributions. The three- and six-
parameters Ochi spectral distributions [33] are utilized, which
give the possibility of independently specifying the modal fre-
quency wy, the significant wave height H, and the sharpness A

45,+1 4 A
“o,j

T(A5)

2
. Hs,j o (A +1/4)(wo /)"
YN

5,,,,((0) = Z (

21)
where j = 1, 2 are the components of the spectrum (only j = 1
for the single-peak case) and I'(-) is a Gamma function.

Fig. 9 shows some examples of the spectral distributions.
The double-peak spectra are parameterized with the ratio
H, 1/H, 2, that is the relative energy of the two peaks, and
with the spacing between the peaks, Aw = w2 — wo 1.

The variety of single-peak spectra has been chosen with wy
ranging from 0.3 to 1.2 rad/s, A from 0.5 to 5 (widebanded to
narrowbanded spectrum), and H; = 1 or H;, = 3 m. For the
double-peaked spectra the ratio H 1 / H; » ranges from 4 to 0.5;
the frequency spacing Aw ranges from 0.2 to 0.9 rad/s.
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Wave time series of 3600 s sampled at fs = 2.56 Hz, are
generated as superposition of harmonic signals

N/2
n(kT.) =) ajsin(wikTs + ;)

=0

(22)

where the amplitudes a; are specified by the spectral shape
Syy(w), the phases ¢; are randomly chosen from a uniform dis-
tribution in the interval [0, 27]. The number of frequencies N,
equally spaced in the interval [0, 7 f,], is chosen such that statis-
tical properties of random waves are satisfied and that the signal
n(k) does not repeat itself within the simulation [34]. In partic-
ular, the signal n(k) generated from (22) is periodic of N - T s,
so that it was chosen NV = 3600 - 2.56 = 9216.

B. Performance in the Unconstrained Case

The performance of the controller proposed in Section III-B
is initially validated for the unconstrained case. Complex-con-
jugate control, outlined in Section III-A, is utilized as a com-
parison. The controllers are implemented, as shown in Fig. 3, as
a reference-velocity generator followed by a velocity-tracking
loop, as designed in Section I1I-D. In the case of complex-conju-
gate control, the reference velocity is generated from the optimal
noncausal law (9). The noncausality is resolved as proposed in
[6], by assuming exact knowledge of the future excitation force,
for the ideal case, and by using real-time predictions with an au-
toregressive (AR) model [17], labelled as noncausal controller
in Fig. 10(a).
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Performance is measured in terms of relative capture width
(RCW)

P,
CW = “
ROW 2RP,

(23)

which is the ratio between average absorbed power P, and av-
erage wave power P, over a front as wide as the cylinder (2R).
Note that deep water is assumed, so that the wave power, per
meter of wave front, is calculated from the wave spectral distri-
bution Sy, (w) as [4]

p b [T Sy,
v 2 Jy w m

where p is the water density and g is the acceleration due to
gravity.

Fig. 10(a) shows the RCW obtained with the nonoptimal (and
causal) controller compared to the ideal optimum, for wide-
banded (A = 0.5) and narrowbanded (A = 5) wave spectra,
centered around different periods, 27 /wg. The proposed con-
troller performs very close to optimum, particularly for nar-
rowbanded waves. For widebanded sea states, the performance
is very close to the ideal maximum only for short to medium
waves, while it significantly drops for very long waves. Note
that only a minor improvement in performance is obtained with
anoncausal approximation of complex-conjugate control, using
predictions.

Note that RCW is quite large in most situations, and this is
due to the fact that physical constraints are not taken into ac-
count, which is one of the limitations of ideal reactive control.
Fig. 10(b) shows the distribution of the heaving position and
PTO force required to obtain the results of Fig. 10(a). The po-
sition typically ranges from —5 to 5 m (with bigger excursion
in some situations!), which is quite impractical for a floating
cylinder 5 m high and with a 4-m draught. Also, PTO forces of
more than 1 x 10° N are experienced in some occasions, which
can require large and expensive machinery.

The performance of the proposed controller in double-peaked
seas is also assessed.Fig. 11 shows the behavior of the RCW, rel-
ative to ideal optimum from reactive control. Clearly, the per-
formance is negatively affected (below 50% of optimum) when
the two wave systems have a similar energy content and when
they are widely spaced.

(24)
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Fig. 12. Ratio of average reversed power (energy from PTO to system) to ab-
sorbed power (energy from system to PTO).

A final analysis is carried out in order to determine the amount
of energy that needs to be injected from the PTO back into the
system, during part of the cycle, known to be an issue with com-
plex-conjugate control.Fig. 12 shows the ratio of the average
reversed power, that is the average absorbed power of negative
sign, to the overall average absorbed power (that is always pos-
itive if the controller is effective). Most of the time, a higher
reversed energy flow than what is actually absorbed is required
(between 1 and 5 times!). The ratio seems to increase with the
average power absorption of the system but, in general, it looks
quite unreasonable to achieve since it would require an exces-
sive over-specification of the PTO.

High levels of reversed power, together with the excessive
motion required, make unconstrained complex-conjugate con-
trol unpractical most of the time, apart in the case of very small
waves (how small depends on the geometry and rating of the
specific WEC).

C. Introduction of Constraints

The proposed causal and nonoptimal controller is also val-
idated when physical constraints are imposed, as described in
Section III-C. MPC, which solves a constrained optimization
problem at each time-step, is utilized as a comparison, following
the approach proposed in [12]. In particular, the future horizon
for the optimization is set to 30 steps (== 11.77 s), which is about
double the resonance period of the floating cylinder (5.2 s).
For a fair comparison, predictions are not assumed to be ideal
and a forecasting algorithm, based on AR models, is imple-
mented, as proposed in [17].

Fig. 13 shows the RCW obtained from the two controllers,
in wide- (A = 0.5) and narrowbanded (A = 5) sea states for
different peak periods, 27 /wy. Two significant wave heights,
H, = 1 and H, = 3 m, are also utilized. Due to the con-
straints, the performance is similar to the one obtained in the
unconstrained case only for short waves (small period), while
it shows a peak for medium waves and it decreases again for
longer waves, as theorized by Budal [4]. The suboptimal con-
troller performs quite closely to MPC for short and long waves.
It is less efficient, however, around the peak. Note that, unlike
the unconstrained case, the bandwidth does not seem to affect
the performance for the constrained case, although it affects the
relative efficiency compared with MPC, which offers better re-
sults for narrowbanded waves, A = 5, most likely due to better
predictions of the excitation force [17]. Note that for bigger
waves, H, = 3 m, the trend of the power capture with wave
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Fig. 13. Performance of proposed nonoptimal causal control, compared with
optimal MPC. (a) RCW. (b) Distribution of heaving excursion and PTO force.

period is similar, but the peak moves towards smaller-period
waves.

An important point that emerges from Fig. 13(a) is that, for
very long waves, the suboptimal controller seems to outper-
form MPC. The reason behind this unexpected behavior may be
found in the way MPC is specified, which depends on many pa-
rameters (optimization algorithm, future horizon, specification
of functional, etc.) whose choice is not always straightforward,
and our choice is probably not optimal enough for those waves.
Such a behavior highlights one of the main benefits of the pro-
posed controller, that although suboptimal, requires tuning of a
single parameter which has intuitive physical meaning (1/H ),
representing the modulation of the magnitude of the velocity
with respect to the excitation force.

A further advantage of the proposed controller is the linearity
achieved between excitation force, velocity, position, and PTO
force. Motion and force have the same harmonic behavior as the
incident wave, with no abrupt variations that may adversely af-
fect the survivability of the system components. The probability
distribution of position [Fig. 13(b)] shows how MPC keeps the
system mostly close to the constraints, with higher velocities
in moving from one extreme to the other. The proposed con-
troller, on the other hand, imposes a smooth and harmonic oscil-
lation in the system, so that the position is almost normally dis-
tributed around the zero. Such a behavior can also be observed,
though to a much lesser extent, in the force. Note that, for both
controllers, the position goes slightly beyond the imposed con-
straint of 0.8 m, due to model uncertainties. This unwanted be-
havior occurs slightly more frequently with the suboptimal con-
troller, obviously, but can be overcome by adopting a more con-
servative reference-generation strategy than in (17). A sample
time-series simulation, that makes clearer such considerations,
is shown in Fig. 14, where the evolution of the position and the
required control force are plotted for the two controllers.
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Fig. 15. Performance of causal control, as a percentage of MPC performance,
with double peak spectra: H, 1 /H » is the relative energy between the two
wave systems; Aw is the frequency spacing.

The performance of the suboptimal controller, relatively to
MPC, with double-peaked wave systems, is shown in Fig. 15.
When the two peaks have a comparable size, the suboptimal
controller outperforms MPC, particularly when Aw is small.
Such a behavior could be due to higher inaccuracies in the pre-
diction of the excitation force, that is quite poor for multipeaked
sea states [17].

The amount of reversed power required, in the presence of
constraints, is shown in Fig. 16, where the ratio of reversed
power to absorbed power is compared, for the proposed con-
troller and MPC. Much less energy needs to be injected back
from the PTO to the WEC, between 10% and 40% of the ab-
sorbed energy, than in the unconstrained case (100% to 500%).
Hydraulic or electrical generators can be designed to accom-
plish such levels of reversible energy flow, and the proposed
controller can be optimized by taking into account inefficien-
cies in the two modes of operations, by acting on the constant
1/H.

D. Performance With Real Wave Data

The proposed controller is also validated with real wave data,
provided by the Irish Marine Institute and coming from a data
buoy in the Belmullet wave energy test site, off the West coast
of Ireland. Three wave-elevation records of 30 min, sampled
at 1.28 Hz, are selected. As shown in Fig. 17, a variety of sea
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TABLE I
PERFORMANCE WITH REAL WAVE DATA OF FIG. 17

Causal non-optimal control MPC
Set | Pu kWl || 5 " ow) RCW P. kW] | ROW
S1 7.58 36.5 0.48 43.6 0.58
Sa2 17.0 57.2 0.34 62.7 0.37
S3 44.3 64.7 0.146 65.4 0.148
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Fig. 18. Energy capture over a 3-h simulation with real wave data. The data
were collected at Belmullet on October 1, 2010, 0:00 A.M.

conditions is covered, with the peak period going from 6to 15 s
and with different spectral bandwidth.

The performance of the proposed controller and of MPC
is evaluated in the same conditions utilized for the simulated
waves, in Section IV-C. Table I summarizes the results, by
showing the average power absorption and the RCW with each
of the records selected. In line with what is expected based
on the general results of Fig. 13(a), the nonoptimal proposed
controller performs almost as well as MPC.

The energy absorption over a 3-h simulation in real waves is
also shown, in Fig. 18. Although real waves are nonstationary
and the spectral distribution changes in time, the proposed con-
troller maintains its performance, consistently with MPC.

E. Sensitivity To Parameter Variations

In wave energy, the typical operation of a device involves
wide motions. Therefore, the typical assumptions of linearity,
on which the model of Section II is based, may not be valid.
The model is similar to a damped mechanical oscillator, with
relatively small damping, and it makes sense to apply varia-
tions to one of the main terms that define the system, which is
the hydrostatic stiffness K ,. Relative variations ranging from
AK = —50% to AK = +450% are applied, resulting in a
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Fig. 19. Performance of the proposed nonoptimal controller against MPC, in
the case of variations of the buoyancy coefficient AR".

change in the dynamics, as shown in Fig. 19. A large variation
is verified around the resonance frequency of the system, in par-
ticular.

A robustness analysis is carried out with the WEC being ex-
cited by irregular waves centered at a frequency of 1.25 rad/s
(resonance frequency of the model). Fig. 19 shows how the
RCW obtained with the proposed controller and with MPC is af-
fected by parametric variations in such a wave condition. While
MPC is quite robust for variations up to AKX = +10%, the ro-
bustness of the proposed controller is clearly superior.

This is due to the fact that the reference velocity produced
by the proposed controller, in the constrained region, does not
depend on the model of the system, while MPC needs to solve
an optimization based on such a model.

V. CONCLUSION

A novel strategy for the real-time control of bottom-refer-
enced oscillating WECs has been proposed. The controller sets
the velocity of the oscillator to be in phase with the excitation
force and with an amplitude proportional to the wave force. The
ratio between the magnitudes of velocity and excitation force
can be tuned in real-time for best performance and constraints
handling. While results were only shown for a bottom-refer-
enced body, there is scope for generalizing the approach at least
to self-referenced oscillating systems [35].

Based on a harmonic, nonstationary assumption about the
wave excitation force, the proposed controller is suboptimal in
real waves. However, it allows the achievement of levels of
power capture close to MPC in most sea states, particularly in
narrowbanded waves, without the need of predictions and of
the solution of an optimization problem in real time. At the
same time, the calculation of the reference velocity does not
rely heavily on the model of the WEC, resulting in a supe-
rior robustness to model uncertainties. In addition, unlike MPC,
the resulting motions and forces are linear with respect to the
excitation force, giving velocities and forces that follow the
same harmonic behavior as waves, with benefits in terms of
long-term survivability of the WEC equipment. The effective-
ness and computational simplicity make the proposed controller
ideal for real-time applications.

While ideal efficiency in the bidirectional energy flow of the
PTO mechanism was assumed, it was highlighted how the na-
ture of the controller allows the possibility of including the ef-
ficiency information in the adaptive strategy of the high-level
control. Also, the structure of the low-level control loop allows
explicit addressing of the robustness to model uncertainties. Fu-
ture work will go in such directions.
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