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Abstract. In this paper we describe the applicaion d analogicd structure matching
techniques to the domain of Geographic Information Systems (GIS). Automatic
caegorisation o map data into roads, buildings etc. is currently based on isolated oljeds.
We describe how identifying analogous clusters of objeds can caegorise anbiguous
paygons by introducing context into the caegorisation process We describe anumber of
GIS clasdficaion tasks that can be performed by analogicd structure matching, resulting
in auseful clasgficaiontoal that operatesin a cognitively plausible manner.

1. Introduction

Manually recorded topographic data consists primarily of boundary definitions, where lines combine to
form polygons enclosing parcds of land. But these “line drawings’ are of limited usefulnessto both
cartographers and the genera public. Clasdfying individual polygons as buildings, roads, made-land, or
unmade-land etc. vastly increases the usefulnessto these data, but is expensive to perform manually on
terra-bytes of cartographic data.

Automatic dassficaion o geometric topographicd data into objed types (and/or feaure mdes) can
be partially accomplished through isolated-shape recogrition [Keyes & Winstanley, 2000], by focusing
on parameters of individual objed such as total area boundary length, and shape. Performance can be
improved by extending the dasdficaion medianism with contextual information. This improves the
acaracy of automatic dassfication, because we can frequently resolve ambiguous data by examining its
context to provide evidence for category membership (thus informally, for example, we can say that a
square onamap ismore likely to depict ahouseif it is nea aroad).

We describe amethod d matching clusters of topographicd objeds against a known prototype cluster
by identifying anadogous gructures, and in this way we automaticdly infer the identify of unclassfied
polygons. An analogy is a mmparison ketween a well known source and a problem target. The source
ads as a predictor for the target, because the source supports inference dout that target. The ability of
analogicd comparisons to support inference is the prime reason for our use of the aalogy processto
perform topographicd classficaion. Our caegorisation technique involves reasoning with colledions
objeds, and thus the reliability of our category assgnment process improves by incorporating
neighbourhood datain the classficdion.

A variety of cogritive studies have been caried out to ascertain the exad nature of the analogy
process A widely studied example (Duncker, 1945) concerns the problem of treding a patient suffering
from an inoperable tumour. One set of subjeds are given the sourcedomain of a courtry ruled by an evil



dictator and whase fortresscan orly be reatded by sending troops down multi ple roads to ssimultaneously
converge on the fortressthereby overwhelming it. Subjeds that do na recave the “fortress’ information
have a 10% solution rate, while 80% of subjeds that receve the fortress domain give the required
convergence solution (Gick and Holyoak, 1980). Thus, analogies have a profound effed on peoples
ability to generate inferences and solve problems. Inferring the cadegory of unclassfied topographic
objedsisjust one of many domains that may be solved using analogicad comparison.

Classifying urknown topographicd objeds through structure matching requires two compli mentary
tasks. The cantral, or core, adivity concerns generating the largest possble mapping between the problem
data the some pre-stored prototype. Since Gentner [1983] identified that analogies are built on an implicit
parall elism between two information structures, computational modelling o the analogy processhas been
the focus of much work. This work has largely focused on creaing more dficient algorithms for
identifying the largest structure mapping - including [Falkenhainer, Forbus and Gentner, 1989; Keane,
and Brayshaw 1988; Vede, O'Donoghue and Keane, 1999, Salvucd and Anderson, 2001].

The sewmnd adivity revolves around determining the boundaries between this problem data and
“irrelevant” badkground information. This requires identifying clusters of information that can be
(temporarily) isolated from the remainder of the map data, in order to alow the core mapping processto
proceal. Category prototypes play a significant role in boundary identificaion, with the dficiency of the
matching processheing reliant on danain seledion. This retrieval adivity is a necessary preaursor to the
matching processand hes recaved comparatively little dtention - see[Forbus, Gentner and Law, 1994,
Plate, 1998 Crean and O’ Donoghue, 2001].

2. Geometric Analogies

In this paper we focus on comparisons between sets of geometric objeds, broadly similar to those
comparisons found in 1Q tests (Evans, 1967, Bohan and O'Donoghue, 2000). These have the structure A
isto B as C isto an urknown D. (If a square within a circle(A) changes to a striped square within a
circle(B), what do we do with a triangle within a square(C)?). Solving geometric analogies is founded
uponidentifying a matching an the information structures between A and C. Itsis only by comparing the
relationships between oljeds (and not comparing similar objeds themselves) that we see the square
(from A) and the triangle (from C) play the same role in Figure 1. It is the information structure and the
relationships between oljed dictates that the square and the triangle ae matching objeds in this problem.
Thus, the solution will i nvolve asmall striped triangle. Were we to compare similar objeds, we would
align the two squares and we would end up with a large striped square - which is clealy incorred!
Algorithms to perform the structure matching task are more complex, and are based on analyses of and
comparisons between information structures - rather than on the content of thisinformation itself.

C D
Figure1l: A Smple Geometric Analogy problem

Computational modelling d the geometric analogy processcan be achieved to two steps. Firstly, (find
and) represent the known information about both problem domains using predicate cdculus assertions.
Seoondy, find the largest isomorphism between the two sets of data (Gentner, 1983; Vede, O'Donoghue
and Keane, 1999). For the problem in Figure 1, domain A might be represented as “cont ai ns
(circle, square)” while C might be “cont ai ns (di anond, triangle)”. Aligning these
predicae structures will i dentify the mapping indicated by Figure 2. Solving the @dove geometric analogy
isbuilt uponidentifying this inter-domain mapping (between A and C).



A: contains (circle, square)

v

C. contains (square, triangle)
Figure 2 : A predicate mapping identified onstructural similarity

Next we identify the atribute transformation (Bohan and O’ Donoghue, 2000) that occurs in the source
domain, changing between parts A and B above and denoted (A -> B). For this we need only note the
attribute dterations that must be gplied. In the previous example we note that the square changes from
plain to striped. (Later, this sall correspond to identifying the required classficaion for an urclassfied
topogaphic objed). Applying the attribute transformation (A->B; read, A changes-to B) to the equivaent
objeds in C. (So, the square maps onto the triangle, so if the square becomes griped then so must the
triangle) The predicae information does not change in this problem, as it doesn't for topogaphicad
clasgficaion problems. Whil e the general processof analogy isfar more complex, we shall not analyse it
in further detail here.

2.1 Domain Representation

Before the analogy process can be applied to the problem described, we must first represent the
problem information in a suitable manner. This involves quite aa amount of analysis of the underlying
topogaphic data, and shall be discussed later. We identify two relationships between topographic objeds.

)] adj acent (a, b) indicaesthat two pdygons are acommon boundary.
i) poi nt - adj acent (a, b) indicaesthat the ajacent two polygons mee only at asingle
point.

Generally these two sets of information are mutualy exclusive, athoughthis may nat be the case, for
example, when two oljeds touch at multiple locations. It is these two simple relations that form the basis
of out structure matching process that drives the cdegory assgnment procedure. A typicd topographic
domain that consists of say 5 topographic objeds may contain, approximately, five of the first predicate
and two examples of the second predicate. The analogy process takes this problem information and
appliesthe analogy processto thisinformation.

2.2 Analogical Comparisonsin Topographic data

Applying analogy to topographic data is even simpler than the geometric analogies previously
described. First lets consider the problem of categorizing a single unclassfied pdygon contained within a
cluster of otherwise cdegorized polygons. Let us also asaume that the mrred source domain has been
seleded for use with the given target problem. Finding the rred clasdficdion for the unclassfied
polygon requires two simple steps.

i) Identify the largest possble structure matching between the problem and the solution

template.

i) Find the objed that maps with the unclassfied pdygon, and apply the dassof that paygonto

the unclassfied pdygon

Aswith the analogy processitself, the new classfication is derived by a processof pattern completion
applied to the inter-domain mapping. So, if the unclassfied oljed matches with an “unmade land”
polygon, then the unclasdfied pdygon also asaimes the dasdficaion d “unmade land”. Pattern
completionitself is arelatively straight-forward algorithm, but its smplicity belies the fad that it must be
only applied after the pre-requisite processhave been carried ou.



Of course the usefulnessof this categorization technique is completely reliant on the goplicability of
the identified source domain. This has two implications, first gred care must be taken in constructing the
store of candidate source domains to ensure that the inferences mandated by each comparison are valid.
Seoondy, we need a reliable technique to retrieve the most appropriate domain from the stock of
candidate source domains. Retrieval is currently initiated by identification o atarget problem containing
a single unclasdfied pdygon. We use an attribute based retrieval scheme to seled the most appropriate
source domain. This retrieves the most similar source domain that contains not just polygons of the
required types, but aso in the required configuration. However, in this paper we focus on the use of
polygon attributes to effed retrieval. This causes retrieval of a similar source domain with the same
contents, which dffering by the dasgficaion d a single polygon. For a description on structure based
retrieval see[Crean and O’ Donoghue, 2001].

3. System Architecture

Having described the central theory of category assgnment by structure matching, we now describe a
software redisation d this g/stem. This technique requires that the underlying geographicd information
is aready at least partly classfied. This is becaise structure without some content information (ie
clasgfication) istoo vague to identify categorisation for any but the simplest of cases. For that reason this
structure matching approadh is idedly after a partial clasdficaion has already been achieved. Figure 3
ill ustrates the basic system architedure.

Thefirst processinvolves Eleding suitable wlledions of polygon information to be passed onto the
analogy process itself, and this involves much more than ensuring oy one unclassfied pdygon is
included in each of these dusters. The basic duster of palygon information wsed in this projed is referred
to alocality, consisting of a root palygon, al adjacent polygons and all adjacency information ketween
these palygons. Locditi es are the basic unit of processfor all subsequent structure matching adivities. A
number of fadors motivated this choice of structural primitive. Firstly, structure matching is an NP-
complete problem, and thus using small information domains is considerably more efficient than large
domains. Even though large domains may support more robust classfication, the resultant computational
expense would be too severe for pradicd applicaion on atypica desktop computer. Secondy, locditi es
include sufficient information for a variety of ambiguous classfication tasks - including error detedion as
well as classificaion. Third, explicit storage of one locdity can expedite cmputation for adjacent
locdities. Fourth, locdities offer the posshility of easily including more detailed information on
individual polygons with structure information at some later date.

Separating locdity identificaion from the structure matching process itself has ome aldition
benefits. Under the described architedure, we explicitly store eab locdity and additionally we index
ead locdity acording to the cdegory of ead pdygon contained within that locdity. Though there is a
large degree of overlap between adjacent locdities, explicit storage helps expedite the subsequent
matching process and the locdity identification processitself. Before proceeding to structure matching
itself, we see how certain types of locdities suppat categorisation withou applying computationally
expensive structure matching algorithms.

More importantly, a very significant clasdfication advantage emanates from explicit storage and
indexing d locdity information. This advantage concerns classficaion pdygons with flexible structure
matching. This clasdfication processextends the power of the matching processby allowing a number of
problems with dffering structure to al match the same source domain. For example, a number of
structures can be identified as erroneous without remurse to detailed structure matching. Regardless of
the structure of certain locdliti es, we may identify the error based purely on the contents of the locdity
itself. Such errors can be identified by dired examination of the locdity information, and this processis
referred to Adjacency Matrix Clasgfication - seeFigure 3.

Partly Localit Adjacency Adjacency
Classfied —pf -0 Cafi’on - »|  Matrix | Matrix
GIS Data Classification Classification




Figure 3: System Architedure

Clealy, one canot have a “waterway” polygon completely enclosed within a palygon classfied as a
building - regardless of the structure of these or any other polygons with the locdity. A house located
entirely within anather house can be flagged as a probable error, and this surprisingly accourts for several
errors in the supplied “Purbed” data done. This technique offers the unique caability of altering the
original map data - thisis vital for extending existing baindaries to ensure feaure codes don't run into
adjacent objeds, causing mis-classficaion.

We seetwo dfferent uses of this gructure matching approach to topographicd classfication, first for
completing clasdfication d partly clasdfied pdygons, and secondly for correding certain categories of
clasdficaion error. Examples of both uses are described later in this paper.

A major problem with topographic data is known as “category bleeding’, where the categorisation o
one objed bleeds into attached objeds because not al objeds perfedly enclose an area. This results in
two pdygons being conneded by anarrow nedk of land - often invisible to the catographer. We seethe
identification o known locdities as providing a potential solution. By recogrising a known structure,
particularly a problematic one, we may be able to deted the error and even dffer the aility to extend ore
boundary to stop this caegory bleading.

4. Detecting Adjacency Errors

In this ®dion we examine in detail two applicaions of the flexible structure matching technique.
These examples ill ustrate the technique use in identifying (pre-existing) classfication errors - this adivity
being anecessary preaursor to reliability estimation and to error corredion.

Consider the ill egal-prototype representing "no building may diredly and completely enclose ancther
building" - though intuitively obvious, this smple rule anna be represented by isolated ohjed
identification. The flexible structure matching technique identifies (amongst others) the following
misclassification. In figure 4 (below) the lighter colored objeds identify buil ding, whil e the darker objeds
represent any other caegorization.

Figure 4: Examples of the “ Building within building” error

Ancther illegal neighborhood that is identifiable from the adjacency matrix is the "no road my be
completely detached from all other roads'. This effedively enforces the rule that al roads must be
attached to ather roads - hence aroads’ usefulness This template identifies the error, which can be eaily
correded by isolated shape-recognition techniques.




Figure5: Examples of the “ Isolated road” error

5. Structure Matching

Detailed structure matching is more expensive to perform, but is more generaly applicable to polygon
clasdficaion. Structure matching allows us to infer and assgn a dasdfication to urclassfied pdygors.
The matching processidentifies a 1-to-1 correspondence betweean some problem structure (containing an
unidentified pdygon and a similar template. Given the identicd structures and sufficient similarity in
ead pdygors caegorisation, we may infer the identity of the unclassfied pdygon.

The following figure ill ustrates the template for a “semi-detached howse”. Again we define (a
number of) template structures for ead class of objed we wish to classfy. The dots in this diagram
indicete that neighbouring pdygons are aljoined at one point rather than being joined by a line - thus
diagorally adjoining paygonrs areincluded in alocdity.

Figure 6 : Smple Geographc objeds

We represent al the aljoins relationships in the chosen locdity. The incremental matching agorithm
[Keane, 1994] identifies the structural isomorphism between the problem and template. If an
isomorphism exists, wherein every problem objed is matched to ore (and only one) template objed - and
if the same juxtapasitions exists in eac domain, then we have astructural match between damains. This
isthe first part of our requirement.

Figure 7 : Labelled Geographic localiti es

The second requirements is that matching objeds are of the same caegories; this requirement
obviously does not apply to the problem polygonwhich must be unclassfied. Given the structural match,
and the subsequent category matching, we infer the identify of the unclasdfied pdygon

The Structure matching algorithm for matching GIS structures is based on the Incremental mapping
model [Keane ¢ al, 1994]. However, matching is this domain presents me unique problems. Firstly,
eah damain represents adjacency information between locdity ohjeds. Structure matching domains
described entirely with commutative predicaes introduces problems of structural ambiguity - because
adj acent (a, b) may aso bewritten adj acent (b, a) and the matching algorithm must be avare
of this problem. Secondly, we need to integrate dtribute information into the matching process - this
requires a fundamental extension to the theory of Gentner [1983]. Finaly, different source domains must
be gplied to solve different problem structures. Thus our mapping processmust include aretrieval phase
to seled the most appropriate template. However, we shall not describe our algorithm further. The
significant fador hereis that it identifies the largest possble 1-to-1 correspondence between the problem
and the templ ate data.

Results are nat yet avail able for detail ed structure matching, but initial results are very promising. The
extra predsion provided by detailed structure matching krings extra refinement to the dasdficaion



process and thus many ambiguous objed are cdegorised by virtue of the dasss of the surrounding
objeds.

6. Conclusion

Current techniques for automaticdly classfying topographical data ae based on analysis of isolated
objeds - and thus cannot processambiguous polygons. We described the technique of structure matching
and how it may sustain topographicd objed classficaion. We dso showed howv contextual information
can wse used to identify typogaphicd clasdficaion errors, even without detailed information on
individual objeds. This is aciieved by matching oljed neighbourhoods against known templates -
representing problematic dusters of topographic information.
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