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We consider an implementation of a two-qubit entangling gate between trapped ions controlled by fully
overlapping laser pulses. We particularly address the role of a relative phase between the pulses in the gate
design. Though, in general, the relative phase determines the exact form of the two-qubit operation, it is shown
that it affects only its single qubit part and has no effect on its entangling content. Based on a general canonical
decomposition of the evolution operator we demonstrate that the controlled-NOT (CNOT) gate can be decomposed
in terms of a two-qubit entangled gate and single qubit phase gates. Our study shows that any relative phase
errors in two-qubit operations related to phase fluctuations of the external fields can be successfully corrected
locally by single-qubit operations, which are usually easy to implement.
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I. INTRODUCTION

A universal set of quantum gates for quantum computation
can be constructed from two single-qubit gates (the Hadamard
gate and the phase gate) and a controlled-NOT (CNOT) two-
qubit gate [1,2]. It is also proven that the CNOT gate can be
replaced by a conditional two-qubit phase gate, which, in some
cases, has easier experimental implementation. Single-qubit
gates are simple rotations of the qubit and usually readily
available for implementation in many different proposals for
quantum computing as long as the Rabi oscillation between
single-qubit states is demonstrated in the experiment. There
are a few proposals and experimental implementations of two-
qubit gates [2–7] with various levels of fidelity. In general,
any two-qubit entangling gate can be used in the universal set
of the quantum gates, hence entanglement generation is the
crucial step in the two-qubit-gate realization. As a result, the
creation and manipulation of the entangled states became an
important research topic in quantum information processing
[8] and quantum metrology [9].

During the last years, several methods have been proposed
to create entanglement in quantum systems involving a small
number of particles as well as multiparticle entanglement
[4,10,11]. In general, we can divide the methods of entan-
glement state preparation into two distinct groups: the first
one is based on an external field manipulation by the wave
function of the subsystems while the interaction between
subsystems is fixed; the second one is based on direct control
of the interaction between the subsystems. The problem of
creating and controlling entanglement is directly connected
to the problem of coherent control of population transfer
and can be mapped onto the problem of creating specific
coherent superpositions in multilevel systems (assuming that
the interaction is already included in the total system energy-
level structure).

The standard quantum system underlying the two-qubit
manipulation involves a four-level system in closed-loop

configuration. When every state-to-state transition can be
addressed independently, new forms of control are possible.
In [12,13], we have shown that the relative phase between the
external fields controls population dynamics and can be used
to generate entangled states due to the quantum interference
between two pathways connecting the initial and target states
[14]. It was shown that for properly chosen relative phases
one can observe either Rabi oscillations according to the
Mølmer-Sørensen (M-S) scheme [5–7] or collapse and revival
phenomena, as in the well-known Jaynes-Cummings model
[15,16].

In this work we address the role of the relative phase
between the pulses in the design of two-qubit quantum gates.
Our paper is organized as follows. In Sec. II we setup general
formalism and derive a general form of the evolution operator.
In Sec. III we show decomposition of the CNOT quantum gate.
Section IV is the conclusion.

II. GENERAL EQUATIONS

To address a general case, here we consider the dynamics of
two distinguishable qubits in a one-dimensional harmonic trap
assuming that the additional degrees of freedom are suppressed
and neglecting decoherence effects. The collective motion of
qubits is defined by an effective harmonic potential with the
Hamiltonian

H0 = �ν

(
â†â + 1

2

)
+

∑
i

E
(i)
2

2
(I − σ zi) , (1)

where ν is the frequency of the vibrational motion, E
(i)
2 is

the transition energy in the i qubit (for instance, the excited
internal state energy of the ion or atom), σ zi are Pauli matrices,
and â†, â are the vibrational ladder operators. The interaction
of the qubits with the external fields can be written in the
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following form

Vint(t)

= −�

∑
j,i

�j (t) cos[ωj t + φj − ηj (̂a† + â)] σ xi + H.c. ,

(2)

where ωj ,φj are the laser frequency and phase, �j (t) is
the Rabi frequency, ηj = kj

√
�/4mωt is the Lamb-Dicke

parameter, ωt is the trap frequency, m is the ion mass, and
kj is the laser wave vector.

The total two-qubit wave function has the form

|�(t)〉 = a1(t)|00n〉 + a2(t)|10n〉 + a3(t)|01n〉 + a4(t)|11n〉
+ b1(t)|01n− 1〉+ b2(t)|10n+ 1〉+ b3(t)|01n+ 1〉
+ b4(t)|10n− 1〉+ c1(t)|00n− 1〉+ c2(t)|00n+ 1〉
+ c3(t)|11n− 1〉+ c4(t)|11n+ 1〉, (3)

which contains the computational subspace
(|00n〉,|10n〉,|01n〉,|11n〉) and additional ancillary states
(|00n ± 1〉,|10n ± 1〉,|01n ± 1〉,|11n ± 1〉); 0,1 denote the
internal states of the qubit, and n,n ± 1 are the vibrational
quantum numbers. Similar to the ingenious idea of the authors
of [5–7], here we explore the excitation of the trapped ion by
using off-resonant laser fields. The energy-level structure of
the system and the corresponding coupling between states are
shown in Fig. 1. To examine the general case, we use eight
different fields with frequencies arranged in a pairwise way to
accomplish two-photon resonance between the computational
states while all ancillary states are not excited.

Assuming that all single-photon detunings δ1,2 = E
1,2
2 /� ∓

ν − ω1,2 and δ′
1,2 = E

1,2
2 /� ± ν − ω′

1,2 are sufficiently large
we make the adiabatic elimination of the ancillary vibrational
states [17] and obtain the Schrödinger equation for the prob-
ability amplitudes of the computational states ai . Obviously,

the general system of four differential equations splits for two
uncoupled two-level systems. Since the expressions for the
effective two-photon Rabi frequencies and ac Stark shifts are
complicated we simplify the excitation scheme by choosing
completely overlapped pulses for all external fields �j (t) =
�0(t) and consider symmetric detunings δ1 = δ′

2, δ2 = δ′
1.

The effective Hamiltonian for states |00n〉 and |11n〉 [see
Fig. 1(a)] is

Heff = −�

(
�ac(t) �e(t)
�∗

e (t) �ac(t)

)
, (4)

where �ac(t) = η2�2
0(t)[n/δ1 + (n + 1)/δ2]/2 is the ac Stark

shift, and

�e(t) = �14(t) = η2�2
0(t)[n(eiφ13 + eiφ′

24 )/δ1

+ (n + 1)(eiφ24 + eiφ′
13 )/δ2]/4 , (5)

is the effective two-photon Rabi frequency.
Correspondingly, the effective Hamiltonian for states |01n〉

and |10n〉 [see Fig. 1(b)] has the same form as in Eq. (4),
with the ac Stark shift �ac(t) = η2�2

0(t)[1/δ2 − 1/δ1]/4 and
the effective two-photon Rabi frequency

�e(t) = �23(t) = η2�2
0(t)

[
n + 1

δ2
ei(φ3−φ′

4) − n + 1

δ1
ei(φ′

2−φ1)

− n

δ2
ei(φ2−φ′

1) + n

δ1
ei(φ′

3−φ4)

]/
4 . (6)

As we observe, the ac Stark shift and the effective
two-photon Rabi frequency depend (in the general case) on
the vibrational quantum number. The Hamiltonian is a bit
more simplified if we symmetrize the detunings by taking
δ2 = −δ1 = δ0. This condition effectively addresses the case
of two indistinguishable ions excited by only two external
fields and we need to impose the following relations for the
phases φ1 ≡ φ′

2 ≡ φ4 ≡ φ′
3 and φ2 ≡ φ′

1 ≡ φ3 ≡ φ′
4. Under

FIG. 1. (Color online) Energy-level structure of the two-ion system and corresponding coupling by external fields. To simplify the figure,
we show the couplings between the |00n〉, |11n〉 states, and between the |01n〉, |10n〉 states in two frames, (a) and (b), respectively.
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these conditions the ac shifts for all computational states are
identical, �ac(t) = η2�2

0(t)/(2δ0), while the Rabi frequencies
are

�14(t) = η2�2
0(t)ei(φ1+φ2)/(2δ0) , �23(t) = η2�2

0(t)/(2δ0) .

(7)

The independence of the Rabi frequencies on the vibra-
tional quantum number shows explicitly that the considered

excitation scheme does not require laser cooling to the
motional ground state [5].

The ac Stark shift is irrelevant for the dynamics of the
two-qubit system since it produces only the dynamic global
phase defined by ζ (t) = ∫ t

0 dt ′�ac(t ′) that can be excluded
from the Hamiltonian by the unitary transformation ai(t) =
āi(t)eiζ (t). Therefore, the total Hamiltonian in the limit of
adiabatic elimination of the ancillary states can be taken as

HT (t) = −�η2�2
0(t)/(2δ0)[cos(φ+/2)σ x − sin(φ+/2)σ y] ⊗ [cos(φ+/2)σ x − sin(φ+/2)σ y]

= −�η2�2
0(t)/(2δ0)

(
0 eiφ+/2

e−iφ+/2 0

)
⊗

(
0 eiφ+/2

e−iφ+/2 0

)
, (8)

where φ+ = φ1 + φ2, and σ x,y are the Pauli matrices.
Solving the Schrödinger equation with the Hamiltonian in Eq. (8), the complete evolution operator [up to the global phase

ζ (t)] in the computational basis {|00〉,|01〉,|10〉,|11〉} can be written as

Ut (ξ ) = exp

[
− i

�

∫ t

0
HT (t ′)dt ′

]
= exp{iξ (t)[cos(φ+/2)σ x − sin(φ+/2)σ y] ⊗ [cos(φ+/2)σ x − sin(φ+/2)σ y]}

=

⎛
⎜⎜⎝

cos ξ (t) 0 0 ieiφ+ sin ξ (t)
0 cos ξ (t) i sin ξ (t) 0
0 i sin ξ (t) cos ξ (t) 0

ie−iφ+ sin ξ (t) 0 0 cos ξ (t)

⎞
⎟⎟⎠ , (9)

where ξ (t) = η2
∫ t

0 dt ′�2
0(t ′)/(2δ0) is the effective pulse area. The global phase factor resulting from the ac Stark shift can be

taken into account multiplying Ut (ξ ) in Eq. (9) by eiξ (t)I⊗I , where I is the 2 × 2 identity matrix.
After some algebra, we find the general canonical form of the evolution operator in Eq. (9) as

Ut (ξ ) = C1 ⊗ C2e
iξ (t)σ x⊗σ x C−1

1 ⊗ C−1
2 = C1 ⊗ C2

⎛
⎜⎜⎝

cos ξ (t) 0 0 i sin ξ (t)
0 cos ξ (t) i sin ξ (t) 0
0 i sin ξ (t) cos ξ (t) 0

i sin ξ (t) 0 0 cos ξ (t)

⎞
⎟⎟⎠ C−1

1 ⊗ C−1
2 , (10)

where C1,2 = eiφ+σ z/4.

III. CNOT GATE DECOMPOSITION

The canonical decomposition of Ut (ξ ), Eq. (10), means
that the phase factors e±iφ+ in Eq. (9) can always be taken into
account by applying the single-qubit phase gates defined by
C1,2. Therefore, we can use the evolution operator Uxx(ξ ) =
exp[iξ (t)σ x ⊗ σ x] to design for example a CNOT gate, taking
into account the phase factors e±iφ+ at the end by adding the
corresponding local single-qubit phase gates C1,2. With the
effective pulse area ξ (T ) = π/4, where T indicates the end of
the pulses, we obtain

UCNOT = e−iπ/4B1 ⊗ I Uxx

(
π

4

)
A1 ⊗ A2

= e−iπ/4B1 ⊗ I ei π
4 σ x⊗σ x A1 ⊗ A2

= e−iπ/4 1√
2
B1 ⊗ I

⎛
⎜⎜⎝

1 0 0 i

0 1 i 0
0 i 1 0
i 0 0 1

⎞
⎟⎟⎠ A1 ⊗ A2 , (11)

where

B1 = i√
2

(−1 1
1 1

)
A1 = 1

2

(
1 − i 1 + i

−1 + i 1 + i

)
(12)

A2 = − 1√
2

(
1 i

i 1

)
.

Taking into consideration Eq. (10) we have

UCNOT = e−iπ/4B1 ⊗ I C−1
1 ⊗ C−1

2 Ut

(
π

4

)
C1 ⊗ C2A1 ⊗ A2 .

(13)

Note, the decomposition of Eq. (13) is valid for an arbitrary
phase φ+.

It is worth pointing out that the canonical form of Ut (ξ ) in
Eq. (10) is equivalent to the Cartan decomposition [18] of an
element of the group SU(4). This is of the form U = k1UAk2,
where k1 and k2 represent single-qubit operations from the
SU(2) ⊗ SU(2) subgroup of SU(4). They are given explicitly
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in our case as

k1 = C1 ⊗ C2 = ei(σ z⊗I+I⊗σ z)φ+/4, (14)

k2 = C−1
1 ⊗ C−1

2 = e−i(σ z⊗I+I⊗σ z)φ+/4 . (15)

In general, the central part of the Cartan decomposition
U = k1UAk2 is generated by elements of the maximal Abelian
subalgebra of the algebra SU(4), which is spanned by the
set of three commuting generators, usually chosen as {σ x ⊗
σ x,σ y ⊗ σ y,σ z ⊗ σ z}. These are nonlocal generators respon-
sible for the entangling capabilities of a unitary operation U .

In our specific case, the Cartan decomposition of Ut (ξ ) is
given as

Ut (ξ ) = k1(φ+)Uxx(ξ )k2(φ+) , (16)

which explicitly underlines the fact that the entangling ca-
pabilities of Ut (ξ ), contained in Uxx(ξ ), are invariant to any
variations of the phase φ+ including phase errors caused, for
example, by imperfections or physical constraints of a given
implementation. This makes the gate naturally more robust to
phase errors. Moreover, as pointed above it allows to correct
these errors by single-qubit operations that are usually easier
to implement.

The Cartan decomposition of Ut (ξ ) illuminates another
aspect of this gate, specifically that it can be extended to a large
family of unitary operations of the same entangling content,
or in other words, belonging to the same local equivalence
class [18,19]. These may be more convenient to work with
for conceptual or implementation reasons. Specifically, any
unitary operation generated by the maximal Abelian subalge-
bra of SU(4), UA = exp[i(cxσ x ⊗ σ x + cyσ y ⊗ σ y + czσ z ⊗
σ z)], commutes with Uxx(ξ ), thus allowing us to construct the
family of locally equivalent gates U ′

t (ξ ) defined as

U ′
t (ξ ) = [k1(φ+)UA]Uxx(ξ )[U−1

A k2(φ+)]

= [(C1 ⊗ C2)UA]Uxx(ξ )[U−1
A (C−1

1 ⊗ C−1
2 )] . (17)

To demonstrate the usefulness of this relation, showing
local equivalence of the gates, we consider an alternative way
to obtain the complete evolution operator in Eq. (9). We can
take care of the phase factors e±iφ+ in Eq. (9) by using the
following transformation

Uφ =

⎛
⎜⎜⎝

eiφ+ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎟⎠ . (18)

In this way, the complete evolution operator can be written in
the form

Ut (ξ ) = Uφeiξ (t)σx⊗σx U−1
φ = UφUxx(ξ )U−1

φ . (19)

It can be shown exactly that Eq. (19) is equivalent to the
decomposition Eq. (10) as

Ut (ξ ) = Uφeiξ (t)σx⊗σx U−1
φ = UφUxx(ξ )U−1

φ

= (C1 ⊗ C2)Uzz(φ+/4)Uxx(ξ )Uzz(−φ+/4)
(
C−1

1 ⊗ C−1
2

)
= (C1 ⊗ C2)Uxx(ξ )

(
C−1

1 ⊗ C−1
2 ),

where we have canceled the irrelevant global phase factors.
The difference between Eqs. (10) and (19) is in the physical
implementation of these two decompositions; the point is that
Uφ is the two-qubit phase (not local) gate while C1 ⊗ C2

are two local single-qubit gates, which do not contain any
entanglement or nonlocality.

IV. CONCLUSION

We presented a general canonical decomposition of the evo-
lution operator of a two-qubit system in the one-dimensional
harmonic trap. The relative phase between external fields is
taken into account explicitly. The general form of the evolution
operator shows directly the importance of the relative phase
in designing two-qubit gate. As an example, we specifically
focused on the excitation scheme that utilizes two laser pulses,
and obtained the exact form of the two-qubit controlled-NOT

gate. Based on the canonical decomposition of the evolution
operator we demonstrated that the relative phase errors can be
successfully corrected locally by applying appropriate single-
qubit phase gates. Moreover, we argue that applying identical
fields (for example, using a single field source and a set of
beam splitters) to implement both the two-qubit entangling
gate [consider Uxx(ξ ) as an example] and single-qubit gates
(C1,2), makes the CNOT gate independent of the relative phase.
Therefore, the CNOT gate becomes immune to the phase errors
related to the phase fluctuations of the external fields. The
presented results can facilitate further advances in the practical
implementation of the circuit-based quantum computation.
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