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ABSTRACT: This paper reviews different possibilities to obtain the radiation forces for time-domain simula-
tions of wave energy converters or other floating structures. Three different ways to calculate the radiation forces
using boundary element methods are compared in the time- and frequency-domain. The three boundary element
programs are also compared with respect to their computational cost. To approximate the radiation forces, two
different methods are investigated, Prony’s method in the time-domain, and frequency domain identification in
the frequency-domain.

1 INTRODUCTION

For wave energy applications, hydrodynamic bound-
ary element methods (BEMs) are used for a va-
riety of purposes. Applications include frequency-
domain representations of wave energy systems and
time-domain simulations. Examples for frequency-
domain applications are the use of response ampli-
tude operators and power calculations. An interme-
diate step often employed, is a finite-order approxi-
mation of the nonparametric hydrodynamic parame-
ters calculated by the BEMs. Boundary element soft-
ware packages can solve the hydrodynamic problem
either in the time-domain, as for example Achil3D,
or in the frequency-domain, as for example Wamit
and Nemoh. However, in general, the use of paramet-
ric approximation methods, and the original BEM do-
main, are agnostic in relation to the final application
domain and requirements. For example, a frequency-
domain BEM is often employed, in conjunction with
a frequency-domain approximation method to pro-
duce a model for time-domain simulations. This pa-
per takes an overview of the radiation force modeling
landscape, which is depicted in figure 1, and makes a
critical examination of the routes through this land-
scape, with a focus on application requirements in
time-domain simulations.

In general, time-domain simulations of wave en-
ergy converters and other floating structures, are
based on the Cummins equation. This is a differen-
tial equation were the radiation term is represented by
a convolution integral, accounting for fluid-memory
effects. The direct calculation of the convolution in-
tegral in a time-domain simulation is computationally
expensive and inconvenient (Taghipour et al. 2008).

Therefore, the radiation forces are usually approxi-
mated in time-domain simulations.

The three basic steps that can be applied to use ra-
diation forces in time-domain simulations are sum-
marized in figure 1. The first step is to calculate the
radiation forces using hydrodynamic software. In this
paper Achil3D, Wamit and Nemoh are used for this
purpose. In the second step, the radiation forces are
approximated. Here Prony’s method and frequency
domain identification are used. The third step is the
actual use of the radiation forces in time-domain sim-
ulations. As shown in figure 1, steps one and two can
be carried out either in the time- or frequency-domain.
Time- and frequency-domain are related by Fourier
transformations, often referred to as Ogilvie’s rela-
tions (see equations (3) to (5)).

In its general form the time-domain equation of
motion for a floating body, with zero forward speed,
is described by the Cummins equation (Cummins
1962):

f exc(t)=(M+A∞)ẍ(t)+

∫ t

0

K(t−τ)ẋ(τ)dτ+Cx(t)

(1)

Where f exc is the excitation force due to the incom-
ing waves, M is the mass matrix of the rigid float-
ing body,A∞ is the added mass at infinite radian fre-
quency ω, and C is the hydrostatic stiffness matrix.
The vectors x, ẋ and ẍ denote the position, velocity
and acceleration of the rigid body, respectively. The
kernelK (t− τ) of the convolution integral is the ma-
trix of impulse-response functions.
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Figure 1: General overview of applicable steps to obtain radia-
tion forces for time-domain simulations of wave energy convert-
ers and other floating marine structures.

The frequency-domain equivalent of equation (1)
(Ogilvie 1964) is

F exc(iω) = {−ω2[M+A(ω)]+ iωB(ω)+C}X(iω)

(2)

In here matrices A (ω) and B (ω) contain the fre-
quency dependent added mass- and radiation damp-
ing coefficients, respectively.

The relationships between added mass and ra-
diation damping in the frequency-domain, and the
impulse-response function in the time-domain, are
known as Ogilvie’s relationships (Ogilvie 1964,
Taghipour et al. 2008):

A(ω) =A∞ −
1

ω

∫ ∞
0

K(t) sin(ωτ)dτ (3)

B(ω) =

∫ ∞
0

K(t) cos(ωτ)dω (4)

K(t) =
2

π

∫ ∞
0

B(ω) cos(ωt)dω (5)

2 BOUNDARY ELEMENT METHODS

2.1 Frequency domain: Wamit, Nemoh

Wamit and Nemoh are boundary element programs.
Both programs are based on linear potential the-
ory, which assumes the fluid to be homogeneous, in-
compressible and inviscid (Newman 1977, Faltinsen
1990). The flow in the fluid domain is assumed to be
irrotational, and is described by the velocity potential

φ, which fulfills the Laplace equation (Lee 1995). The
three-dimensional boundary value problem is solved
by subdividing the submerged body surface into pan-
els (WAMIT, Inc. 2013).

Wamit is a commercial software, which is used rou-
tinely to investigate wave effects on offshore struc-
tures and other marine vessels (Newman 2002). On
the other hand, Nemoh is an open source software
provided by Ecole Centrale de Nantes. Version 2.0 has
been released in 2014 (Babarit 2014).

Wamit and Nemoh solve the linear potential flow
problem in the frequency-domain. Both programs cal-
culate the frequency dependent added mass and radi-
ation damping coefficients in all six degrees of free-
dom, allowing the user to solve the radiation problem
in the frequency-domain. The total hydrodynamic ra-
diation force (Yu 1995, Taghipour et al. 2008) can be
calculated by

F rad(iω) = − [B(ω) + iωA(ω)]Ẋ(iω) (6)

One of the differences between Wamit and Nemoh
is that Wamit is able to calculate the added mass for
infinite and zero frequency. To the authors knowledge,
the current Nemoh version does not have this feature.

2.2 Time domain: Achil3D

Achil3D is another boundary element software devel-
oped at Ecole Centrale de Nantes (Babarit 2010). As
Wamit and Nemoh, Achil3D is based on linear po-
tential theory. However, the fundamental difference is
that Achil3D solves the boundary value problem in
the time-domain rather than the frequency-domain.

Achil3D takes advantage of the fact that for lin-
ear time-domain hydrodynamics, the Green function
satisfies a fourth order ordinary differential equation
(Clement ).

Achil3D calculates the impulse response function
as well as the added mass for infinite frequency, al-
lowing the user to evaluate the radiation problem di-
rectly in the time-domain. The total hydrodynamic ra-
diation force (Falnes 2002) can be calculated by

f rad(t) = −A∞ẍ(t)−
∫ t

0

K(t− τ) ẋ(τ)dτ (7)

3 FINITE ORDER APPROXIMATIONS

3.1 Frequency domain: FD identification

For the frequency-domain identification of the ra-
diation problem of floating bodies, an open-source
Matlab toolbox is available at www.marinecontrol.org
(Perez 2009b, Fossen 2011). The toolbox is an inde-
pendent part of the Marine Systems Simulator.

The frequency-domain representation of the retar-
dation functions K(t) (Perez 2009a) in each degree
of freedom is

Kij(iωk) = Bij(ωk) + iωk [Aij(ωk)−A∞,ij] (8)



In here,Kij can be approximated by a rational transfer
function (Taghipour et al. 2008, Perez 2009b)

K̂ij(iωk,θ)=
Pij(s,θ)

Qij(s,θ)
=
pms

m+pm−1s
m−1+...+p0

sn+qn−1sn−1+...+q0

(9)

were θ is the vector of parameters

θ = (pm, ..., p0, qn−1, ..., q0)
T (10)

Estimating the parameters in vector θ can be posed
as a complex least-squares curve fitting problem
(Perez 2009a)

θ∗ = argmin
θ

∑
k

wkε
∗
kεk (11)

εk = Kij (iωk)− K̂ij (iωk,θ) (12)
were the asterisk ∗ indicates a transpose complex con-
jugate, and wk in equation (11) are weighting coeffi-
cients.

Once the approximation K̂ij is found, the added
mass and radiation damping coefficients (Perez
2009b) can be reconstructed

Âij(ω) = Im

{
1

ω
K̂ij(iω)

}
+A∞,ij (13)

B̂ij(ω) = Re
{
K̂ij(iω)

}
(14)

3.2 Time domain: Prony’s method

Prony’s method was developed by Baron de Prony
in 1795, when he studied the expansion of different
gases. The Prony analysis can be used to approxi-
mate the impulse response function in each degree of
freedom with a sum of damped complex exponentials
(Singh 2003)

Kij (tn) ≈ K̂ij (n) =
L∑

h=1

Chµ
n
h (15)

where µh = eah, and n = 0,1,2, ...,N − 1 is the num-
ber of equally spaced samples of the impulse response
function. L indicates the order of approximation. The
coefficients Ch and µh are calculated in three basic
steps (Hildebrand 1956, Singh 2003): In the first step
the linear prediction model

d =Da (16)

is solved. In here, vector d and matrix D are build
from the impulse response function to be approxi-
mated:

d =


Kij(L)

Kij(L+ 1)
...

Kij(N − 1)

 (17)

D=


Kij(L−1) Kij(L−2) · · · Kij(0)
Kij(L) Kij(L−1) · · · Kij(1)

...
... . . . ...

Kij(N−2) Kij(N−3) · · · Kij(N−L−1)


(18)

In general, the system in equation (16) is overdeter-
mined, and can be solved approximately for a by
least-squares methods. The components of vector a

a =


a1
a2
...
aL

 (19)

are the coefficients of the characteristic polynomial

µL − a1µL−1 − a2µL−2 − ...− aL−1µ− aL = 0 (20)

The calculation of the roots µh of the characteristic
polynomial (20) is the second basic step in Prony’s
analysis. The roots µh are subsequently used to build
a system of linear equations

k =Mc
Kij(0)
Kij(1)

...
Kij(N−1)

=


µ0
1 µ0

2 · · · µ0
L

µ1
1 µ1

2 · · · µ1
L

...
... . . . ...

µN−1
1 µN−1

2 · · · µN−1
L



C1

C2
...
CL


(21)

Solving this system for vector c is the final ba-
sic step in Prony’s analysis. Since the system (21) is
overdetermined, again least-squares methods can be
applied.

4 APPLICATION EXAMPLE

4.1 Problem description

The two methods to approximate the radiation prob-
lem in the frequency- and in the time-domain, which
are described in section 3 are subsequently applied to
a vertical cylinder in heave.

The cylinder has a draft T = 10m, and a radius
R = 5m. The water depth h is infinite and the den-
sity of the water is ρ = 1000 kg

m3 . The origin of the
coordinate system is located on the vertical axis of
symmetry of the cylinder, at the mean free surface.
As depicted in figure 2, the z-axis of the coordinate
system is pointing upwards.
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Figure 2: Vertical cylinder with a draft T = 10m and a radius
R = 5m. The water depth h is infinite and the water density is
ρ = 1000 kg

m3 .

4.2 Comparison of results in the time- and
frequency domain

The hydrodynamic properties for the cylinder de-
scribed in section 4.1 are calculated by Wamit,
Nemoh and Achil3D. Figure 3, 4 and 5 compare the
results obtained from the three boundary element pro-
grams.

Figure 3 shows the frequency dependent added
mass in heave A33(ω), calculated by Wamit and
Nemoh. Equation (3) was used to transform the
impulse-response function K33(t), calculated by
Achil3D, from the time-domain into the frequency-
domain.

Figure 4 shows the radiation damping in heave
B33(ω), calculated by Wamit and Nemoh, versus the
radian frequency. To transfer the impulse-response
function K33(t), calulated by Achil3D into the
frequency-domain, equation (4) was used.

In figure 5, the impulse response function K33(t)
calculated by Achil3D is plotted. The frequency de-
pendent radiation damping B33(ω), calculated by
Wamit and Nemoh was transferred into the time-
domain using equation (5).

Figures 3, 4 and 5 show a very good agreement be-
tween the three different boundary element programs,
both in the frequency- and in the time-domain.

Figures 6, 7 and 8 compare the approximations to
Wamit output data in the time- and frequency-domain
for different orders of approximation.

Figure 6 shows the frequency dependent added
mass A33(ω), calculated by Wamit, and the ap-
proximations of order 3 and 4, obtained from the
frequency-domain identification Matlab toolbox.

In figure 7, the frequency dependent radiation
damping B33(ω) calculated by Wamit, and the 3rd
and 4th order approximations obtained from the
frequency-domain identification Matlab toolbox, are
plotted.

Figure 8 shows the impulse response function
K33(t) obtained from Wamit data, which was trans-
ferred into the time-domain using equation (5). Order
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Figure 3: Added mass in heaveA33(ω), calculated by Wamit and
Nemoh versus radian frequency. The Achil3D output is trans-
ferred into the frequency-domain using equation (3).
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Figure 4: Radiation damping in heave B33(ω), calculated by
Wamit and Nemoh versus radian frequency. The output of
Achil3D is transferred into the frequency-domain using equation
(4).

3, 4 and 7 of the approximations to the impulse re-
sponse function, using Prony’s method, are also plot-
ted in figure 8.

Figures 6, 7 and 8 show a good agreement between
the 4th order approximation and the approximated
data, both in the frequency- and in the time-domain. A
further increase of the approximation order increases
the accuracy of the approximation, as depicted exem-
plary by the 7th order approximation in figure 8.

Figures 9, 10 and 11 compare the results obtained
from Achil3D data with their approximations in the
time- and frequency-domain.

Figure 9 shows the added mass A33(ω), obtained
from Achil3D data, which was transferred from
the time- into the frequency-domain using equation
(3). The 3rd and 4th order approximations from
the frequency-domain identification toolbox are also
shown in figure 9.
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Figure 5: Impulse response function in heave K33(t), calculated
by Achil3D. The output from Wamit and Nemoh is transferred
into the time-domain using equation (5).
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Figure 6: Added mass in heave A33(ω), calculated by Wamit
and the frequency-domain identification Matlab toolbox. The ap-
proximations of order 3 and 4 are plotted.

In figure 10, the radiation damping B33(ω) ob-
tained from Achil3D data is plotted. The Achil3D out-
put was transferred from the time- into the frequency-
domain using equation (4). Figure 10 shows again
the 3rd and 4th order approximations obtained by the
frequency-domain identification Matlab toolbox.

Figure 11 shows the impulse response function
K33(t) calculated by Achil3D, and the 3rd, 6th and
7th order of approximation using Prony’s method.

Figures 9 and 10 show a good agreement between
the 4th order approximation and the approximated
data obtained from Achil3D. While the agreement be-
tween the 6th order approximation and the Achil3D
data in figure 11 is good, the 7th order approxima-
tion shows a further increase of the accuracy of the
approximation.

Figures 12 and 13 show the mean squared error
(MSE) between the data obtained from Wamit and the
approximations, versus the order of approximation.
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Figure 7: Radiation damping in heave B33(ω), calculated by
Wamit and the frequency-domain identification Matlab toolbox.
The 3rd and 4th order approximations are shown.
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Figure 8: Impulse response function K33(t), calculated from
Wamit output data and with Prony’s method. The Prony approx-
imations of order 3, 4 and 7 are plotted.

The MSE of the approximations to the added mass
A33(ω) and radiation damping B33(ω) are shown
in figure 12. While figure 13 shows the MSE of
the approximations to the impulse response function
K33(t). Both figure 12 and 13 show a significant dif-
ference between the MSE for order 3 and 4. This indi-
cates that the accuracy gained by increasing the order
of approximation from 4 to 5 is very small, compared
to the gain in accuracy between order 3 and 4. This
observation is confirmed by figures 6, 7 and 8.

The MSE for the radiation damping B33(ω) in fig-
ure 12 is larger for a third order approximation than
it is for a 2nd order approximation. The reason is that
the frequency-domain identification toolbox approx-
imates the added mass A(ω) and radiation damping
B(ω) over a wider frequency range than the MSE is
calculated for. The MSE is calculated over the fre-
quency range for which hydrodynamic data is pro-
vided by the BEM. However, in addition to the lim-
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Figure 9: Added mass in heaveA33(ω), calculated from Achil3D
data and the frequency-domain identification Matlab toolbox.
The approximations of order 3 and 4 are plotted.
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Figure 10: Radiation damping in heave B33(ω), calulated from
Achil3D output and the frequency-domain identification Matlab
toolbox. The 3rd and 4th order of the approximation are shown.

ited frequency range for which hydrodynamic data
is available, the frequency-domain identification tool-
box interpolates, and subsequently, approximates data
between this limited frequency range and the infinite
frequency. This gives the impression that an increased
model order results in a lower accuracy.

Figures 14 and 15 show the MSEs between the
data obtained from Achil3D and the approximations,
versus the order of approximation. While figure 14
shows the MSE of the approximations to the added
massA33(ω) and radiation dampingB33(ω), figure 15
shows the MSE of the approximation to the impulse
response function K33(t).

Similar to figure 12, the MSE of the radiation
damping B33(ω) in figure 14 increases from a second
order approximation to a third order approximation.
As mentioned in the discussion of figure 12, the rea-
son is again the limited frequency range over which
the MSE is calculated.
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Figure 11: Impulse response function K33(t), calculated by
Achil3D and with Prony’s method. The Prony approximations
of order 3, 6 and 7 are shown.
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Figure 12: Mean squared error of the added mass A33(ω) and
radiation damping B33(ω) between the Wamit data and the ap-
proximations from frequency-domain identification. The mean
squared error is plotted versus the order of approximation.

While the results of Wamit and Achil3D show
good agreement, applying Prony’s method to hydro-
dynamic data, obtained from both BEMs, leads to dif-
ferent accuracies for the same approximation order,
as depicted in figure 15. In both cases very similar
hydrodynamic data was approximated, as shown in
figure 5. However, small differences in the hydrody-
namic data can cause large differences in the approx-
imation. As depicted in figure 13, the significant de-
crease of the MSE which occurs between order three
and four in the case of Wamit data, occurs between or-
der five and six in the case of Achil3D data, as shown
in figure 15. Furthermore, figure 15 shows that the
MSE between the Achil3D data and the approxima-
tion increases for order eight and nine. To further in-
vestigate the reasons for this increase of the MSE fig-
ures 16 and 17 are plotted. Both figures, but in partic-
ular figure 17, show a significant decrease in the mag-
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Figure 13: Mean squared error between the impulse response
function K33(t) obtained from Wamit data and the approxima-
tions from Prony’s method. The mean squared error is plotted
versus the order of approximation.

nitude of the singular value from order two to order
three. Beyond order three the singular values change
very little. This suggests that increasing the order of
approximation beyond order three causes the matrices
D and M in Prony’s method to become almost sin-
gular, which causes the approximation problem to be
ill conditioned. This can be confirmed by the fact that
matrices D and M have full rank for each order of
approximation, with the only exceptions being matrix
M for order eight and nine.

1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5

6

7

8
x 10

6

order

M
S

E

 

 

A
33

 [kg2]

B
33

 [(kg*rad/s)2]

Figure 14: Mean squared error of the added mass A33(ω) and
radiation damping B33(ω) calculated from Achil3D data and
the approximations from frequency-domain identification. The
mean squared error is plotted versus the order of approximation.

4.3 Comparison of results with respect to the
computational cost

This section compares the computational costs of the
different hydrodynamic software packages, and of the
approximation methods used.
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Figure 15: Mean squared error between the impulse response
function K33(t) calculated by Achil3D and the approximations
from Prony’s method. The mean squared error is plotted versus
the order of approximation. For easier comparison the MSE from
figure 13 is also plotted again.
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Figure 16: Singular values of matrixD in Prony’s method using
Achil3D data. The upper part shows the singular values on a
logarithmic scale and the lower part shows the singular values
normalized by the maximum singular value.

All computations were carried out on a Dell Opti-
plex 755 PC. The PC has a 2.53GHz dual core proces-
sor and 3GB RAM. For all computations the PC was
limited to 50 % of its capacity.

Table 1: Runtimes of the three boundary element soft-
ware packages.

Software Runtimes
heave only 6 DOF

Wamit 16 s 42
Nemoh 574 s 875 s
Achil3D / 4774 min

Table 1 lists the run times required to calculate
the hydrodynamic parameters with the three differ-
ent BEMs. The geometry considered for the com-
parison of computational costs is again the vertical
cylinder described in section 4.1. The cylinder surface
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Figure 17: Singular values of matrixM in Prony’s method using
Achil3D data. The upper part shows the singular values on a
logarithmic scale and the lower part shows the singular values
normalized by the maximum singular value.

was subdivided into 1000 panels. For the Wamit and
Nemoh runs 300 radian frequencies, equally spaced
between 0.0117 and 3.5 rad/s, were calculated. For
the Achil3D run the impulse response was calculated
for 20 s with a time interval of 0.01 s. Achil3D’s
run time of 4774 minutes, compared to 875 seconds
for Nemoh and 42 seconds for Wamit, in the case
of 6 degrees of freedom (DOF), indicates the sig-
nificantly longer time required to solve the bound-
ary value problem directly in the time-domain rather
than the frequency-domain. Considering heave only,
the run time of Wamit is 16 s, whereas Nemoh takes
574 s to run. To the author’s knowledge, Achil3D runs
for 6 DOF only.

The computation of the 7th order approximations,
both in the time- and the frequency-domain, requires
less than one second of CPU time.

5 CONCLUSION

This paper examined different routes through the ra-
diation force modeling landscape depicted in figure 1,
on an application example. For this purpose the re-
sults of three different boundary element programs
were compared in the time- and in the frequency-
domain. For a vertical cylinder in heave the three pro-
grams, namely Wamit, Nemoh and Achil3D, show
very good agreement.

The three boundary element programs were also
compared with respect to their computational cost,
showing that the solution of the boundary value prob-
lem directly in the time-domain is much more de-
manding than the solution in the frequency-domain.

Compared to Wamit, Nemoh has the disadvan-
tage of longer computational times required. How-
ever, Nemoh has the huge advantage that it is a freely
available open source software.

Two different methods to approximate the fluid-
memory effect, related to the radiation problem of
floating bodies, were reviewed. For the approximation
in the time-domain Prony’s method was used. In the
frequency-domain, the frequency-domain identifica-
tion Matlab toolbox was used for the approximation.
One purpose of this paper was to show the influence
of the approximation order on the accuracy of the ap-
proximation, in the frequency- as well as the time-
domain. From the discussion of figure 15 to 17 it can
be concluded that increasing the approximation order
does not necessarily increase the accuracy of the ap-
proximation.

Even though the results of frequency- and time-
domain BEMs show good agreement, the use of these
results in Prony’s method can lead to different accu-
racies for the same approximation order, as shown in
figure 15.
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