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We explore the ZN parafermionic clock-model generalizations of the p-wave Majorana wire model. In
particular, we examine whether zero-mode operators analogous to Majorana zero modes can be found in these
models when one introduces chiral parameters to break time reversal symmetry. The existence of such zero modes
implies N -fold degeneracies throughout the energy spectrum. We address the question directly through these
degeneracies by characterizing the entire energy spectrum using perturbation theory and exact diagonalization.
We find that when N is prime, and the length L of the wire is finite, the spectrum exhibits degeneracies up to
a splitting that decays exponentially with system size, for generic values of the chiral parameters. However, at
particular parameter values (resonance points), band crossings appear in the unperturbed spectrum that typically
result in a splitting of the degeneracy at finite order. We find strong evidence that these preclude the existence of
strong zero modes for generic values of the chiral parameters. In particular we show that in the thermodynamic
limit, the resonance points become dense in the chiral parameter space. When N is not prime, the situation is
qualitatively different, and degeneracies in the energy spectrum are split at finite order in perturbation theory for
generic parameter values, even when the length of the wire L is finite. Exceptions to these general findings can
occur at special “antiresonant” points. Here the evidence points to the existence of strong zero modes and, in the
case of the achiral point of the N = 4 model, we are able to construct these modes exactly.
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I. INTRODUCTION

There has recently been growing interest in a class of
ZN symmetric one-dimensional lattice models known as
parafermion chain or quantum clock models [1–6]. These
models generalize the Kitaev wire model [7], which exhibits
localized unpaired Majorana zero modes at each end. The
recent surge of interest is inspired in part by proposals for their
physical realization and their potential application to universal
topological quantum computation [8–10], something which is
not possible with Majorana zero modes.

Clocklike systems of this type have been studied earlier
[11,12], and much is known about the exactly solvable chiral
Potts models that occur at special values of the coupling
constants (see, e.g., Refs. [13,14]). From the perspective of
topological quantum computation, however, there are a num-
ber of interesting open problems surrounding the topological
degeneracies and potential zero modes of the models. In
particular, one may ask whether zero modes exist which result
in topological degeneracies throughout the energy spectrum
[3,5]. In this context one speaks of strong versus weak
zero modes [15] (see, e.g., Ref. [16]) and the question is
important because degeneracies that exist at energies above the
ground-state potentially allow for topologically fault-tolerant
quantum devices at higher temperatures [17]. This area is of
course also interesting on a fundamental level, as it addresses
if and when decoupled/free zero-mode quasiparticles can exist
in complex systems that are otherwise interacting.

We study this question here by direct perturbative and
numerical calculations of the energy spectra of the models.
This approach can be seen as complementary to the iterative
position space constructions where (see Refs. [1,18], for
example), a strong zero mode on a chain of length L is
defined as an operator � such that [H,�] → 0 as L → ∞,

with finite-size corrections whose expectation values vanish
exponentially with increasing system size. For a strong zero
mode, it is also required that �N is proportional to the identity
operator for some integer N , and that � does not commute
with some operator Q which generates a discrete symmetry,
so [H,Q] = 0 but [�,Q] �= 0 [19].

In the thermodynamic limit, this definition implies topolog-
ical degeneracies throughout the spectrum, as the action of �

cycles through degenerate states with different eigenvalues
with respect to Q. Although directly probing the energy
spectrum lacks the spatial resolution of the aforementioned
iterative approach, it has a number of advantages for this type
of study. In particular, the ability to resolve the degeneracy
at any energy scale means that it can be straightforward to
identify weaker variants of the zero mode. For example, we
will see that although there is often no strong zero mode, the
topological degeneracy is still preserved up to energies far
above those of the ground state manifold. Similarly, we find
scenarios where the degeneracy is preserved at all energies,
but only between subsets of the discrete symmetry sectors.
In this latter case, it becomes straightforward, within these
subspaces, to formally define hidden zero modes that have a
ZN ′ symmetry with N ′ < N .

For the Kitaev wire, it is well known that the topological
degeneracy is present throughout the spectrum [7,20]. This
model has strong Majorana zero modes on the edges, which
provide each state with even fermion number a (nearly)
degenerate partner at odd fermion number and vice versa.
Of course, the Kitaev wire is equivalent to an Ising spin
chain through Jordan-Wigner transformation and its spectrum
is exactly solvable [21].

The behavior for generic ZN -parafermion models is more
complicated and depends on the chiral angle θ [see Eq. (1)].
In Ref. [1], it was noted that the Z3 model does not have
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strong zero modes at the time reversal invariant points (θ =
n 2π

3 and θ = n 2π
3 + π

3 , ∀n = 0,1,2). However, an iteratively
constructed perturbative expansion for an exact zero-mode
operator was given for regimes where θ takes generic values
(sufficiently far from the time reversal invariant points). The
radius of convergence of this expansion was conjectured to be
dependent on θ [1].

In Ref. [3], the stability of zero modes in the Z3 model was
explored further using perturbation theory, diagonalization
of approximate Hamiltonians, and DMRG. It was shown
explicitly that the breakdown of zero modes at the time
reversal invariant points is due to domain-wall tunneling
processes which lead to power law splitting of the degeneracy
between excited states. Evidence was then shown for the
suppression of these processes for generic values of θ , leading
to restoration of apparent exponential splitting and “zero-mode
revival.”

A central result of this manuscript is to show that there
is in fact power law splitting of the topological degeneracy
(and hence no strong zero modes) in large regions of the
model’s parameter space. This can be explained in terms of
perturbative effects occurring at resonant crossings between
bands labeled by different types and numbers of generalized
domain-wall excitations. Sufficiently far from these crossings,
the degeneracy may be recovered and this is observed for
finite systems. However, as the system size increases, so too
does the number of resonant band crossings, spoiling the
degeneracy over ever larger areas of parameter space. Our
analysis suggests that in the limit L → ∞, strong zero modes
do not exist for generic values of the chiral parameter θ , at any
value of N (although there are at least isolated θ values that
allow for strong zero modes for N = 3 and guaranteed exactly
solvable points for N = 4). This also implies that the radius
of convergence of the expansion for the zero mode given in
Ref. [1] in θ space is generically zero.

To show the power law splitting, we use degenerate
perturbation methods like those employed in Ref. [20] for the
interacting Kitaev chain. In a similar way, we find evidence
that the topological degeneracy is broken only at order ∼L,
provided that the un-perturbed system does not contain any
band crossings. However, because these crossings shift and
become more dense as we make L longer, we cannot say that
strong zero modes exist in the L → ∞ limit. Therefore while
topological degeneracies can persist at finite size, and also for
many low lying energy levels in the large L limit, they do
not hold generally at finite energy density. It will be outlined
elsewhere [22] why similar scaling applies to the interacting
Kitaev chain.

We consider the model at any value of N and note that
there is an important difference between the cases where N

is prime and those where it is not. In particular we note that
if N is composite, certain bands with different number and
type of domain-walls are degenerate for all values of the chiral
parameter. This leads to a uniform power law splitting of the
topological degeneracy and hence no ZN parafermionic zero
modes occur for generic θ when N is composite. Of course
the actual splitting varies with θ and exceptional values of θ

where the degeneracy is preserved can occur.
In the course of our study several special “antireso-

nant” cases arise. One of these occurs in the N = 4 clock

Hamiltonian, as defined in Ref. [8] and closely related to the
Ashkin-Teller model (see, e.g., Ref. [23]). We show that this
model can be rewritten as a frustrated spin-1/2 ladder in such
a way that the couplings along the rungs vanish precisely at
the achiral resonant points. Here the system is exactly solvable
and can be mapped to a Z4 time-reversal invariant Majorana
model, i.e., two uncoupled Majorana chains. At these points,
the model also displays exact Z4 parafermionic zero modes
which can be expressed in terms of the Majorana modes of the
two decoupled chains.

Another interesting special case is the region around the
θ = π/6 chiral point of the N = 3 model, where an apparent
resonance is effectively canceled by a precise match up of
contributing domain-wall excitation energies. This region was
pinpointed in earlier studies of the problem [3] as being a
promising candidate for a strong zero mode. Although our
results show the special region around the π/6 point in
parameter space again becomes vanishingly small in the limit
L → ∞, our analytic and numerical results suggest that strong
zero modes do exist at the point itself. We note furthermore
that when the universal degeneracy breaks down in the nearby
parameter space, it typically does so at very high energies,
starting at the center of the spectrum around E = 0 in this
case (see Fig. 4).

An outline of the paper is as follows. In Sec. II, we
present the model and rewrite it using a domain-wall picture,
which is useful for the subsequent analysis. In Sec. III, we
discuss the unperturbed system and characterize the resonant
crossings between bands. In Sec. IV, we analyze the effect
of perturbations at the resonant crossings and also far away
from any crossings. In Sec. V, we discuss the results of
our exact diagonalization analysis and compare them to the
aforementioned perturbative analysis. In Sec. VI, the recovery
of zero modes at antiresonant points, the exactly solvable
nature of the N = 4 model at achiral points and hidden zero
modes are discussed. Finally, we wrap up with the conclusions
and outlook in Sec. VII.

II. THE MODEL

A. Clock Spins and parafermions

We consider the ZN quantum clock hamiltonian as given in
Refs. [3,8] and written H = HJ + Hf , where

HJ = −Jeiθ

L−1∑
x=1

σ †
x σx+1 + H.c.,

(1)

Hf = −f eiφ

L∑
x=1

τx + H.c.,

where N is the number of “hour marks” on the clock at each
site. The operators σ and τ are N × N matrices defined by

σi,j = ωi−1δi,j τi,j = δi+1,j (mod N),

with ω = e
2iπ
N . The operator σ measures the clock value at a

given site. The operator τ reduces the clock value on a given
site by one. For N = 2, σ and τ are the σ z and σx Pauli
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operators respectively. For N = 3, they take the form

σ =
⎡
⎣1 0 0

0 ω 0
0 0 ω2

⎤
⎦, τ =

⎡
⎣0 1 0

0 0 1
1 0 0

⎤
⎦. (2)

Note that for N = 2, this model is the transverse field Ising
spin chain. [In this case, the angles θ and φ are redundant and
can be removed by dividing J and f by real factors cos(θ ) and
cos(φ).] When N > 2 and θ is not a multiple of 2π

N
, the model

is called the chiral clock model since spatial-parity and time
reversal symmetries are broken [1]. For N = 3, this model
is equivalent to the clock models analysed in Ref. [1], while
for higher N , it is a special case of the general ZN models
of Ref. [1]. We consider the regime with f � J which is the
ordered phase. This can be mapped exactly to the topologically
ordered phase of the corresponding parafermion chain model.
The φ angle does not have much of an effect on many features
and we will often just consider the φ = 0 case. There is one
special feature at φ = 0, which is the presence of dihedral
symmetry – see Sec. II D

The operators τ and σ are N th roots of the identity

σN = τN = I (3)

and satisfy

τxσy = ωδx,y σyτx. (4)

Using this, one may see that the Hamiltonian possesses a global
symmetry: the operator Q which moves the clock back one
click at all sites,

Q =
L∏

x=1

τx. (5)

The eigenvalues of Q are ωq with q = 0,1, . . . ,N − 1. We call
the different eigenspaces of the Q operator the q sectors and
label each with its respective q value.

Using a nonlocal transformation due to Fradkin and
Kadanoff [24] and analogous to the Jordan-Wigner transforma-
tion, we can rewrite the spin model in terms of parafermionic
variables. Parafermionic operators are defined as follows:

γ2x−1 = σx

∏
j<x

τj γ2x = ω(N−1)/2σx

∏
j�x

τj .

These satisfy the relations

γxγy = ωsgn(y−x)γyγx, γ N
x = 1. (6)

The factor of ω(N−1)/2 in γ2x is necessary for the second
equation. One now finds that

HJ = −Jω(N−1)/2eiθ

L−1∑
x=1

γ
†
2xγ2x+1 + H.c.,

(7)

Hf = −f ω−(N−1)/2eiφ

L∑
x=1

γ
†
2x−1γ2x + H.c.,

and

Q = ω−L(N−1)/2
L∏

x=1

γ
†
2x−1γ2x.

In these variables, Q is a topological quantum number analo-
gous to the fermionic parity (−1)F . In fact, γxQ = ωQγx and
we see that Q will commute only with operators constructed
from products of N parafermion operators. Q is called N -ality,
or sometimes “parafermionic parity” [25]. When f = 0, the
Hamiltonian does not contain the operators γ1 and γN and
these operators are then strong edge zero modes, giving rise
to an N -fold degeneracy in the entire spectrum. Of course in
the spin model we can understand this degeneracy as a trivial
case of spontaneous breaking of the ZN spin symmetry since
there are no spin flip terms in the Hamiltonian at f = 0. Note
that at f = 0, the operators σx will in fact act as zero modes
for all x. However, for x away from the edges, these operators
are nonlocal in the parafermion language. Also, as f is taken
to nonzero values, only the edge zero modes have a chance to
persist as strong zero modes. In the rest of the paper, we will
focus on determining to what extent the degeneracies of the
model persist when f �= 0.

B. Q eigenstates

The Hamiltonian (1) is written in the position space
clock basis, where states are written | s〉S = | s1,s2, . . . ,sL〉S ,
and sx ∈ {0,1, . . . ,N − 1} is the clock value on site x, or
in other words σx | s1,s2, . . . ,sL〉S = ωsx | s1,s2, . . . ,sL〉S . The
superscript S explicitly indicates position space.

These states are not eigenstates of the Q operator (5), but
are superpositions of eigenstates from different q sectors. The
action of Q on | s〉S changes the value of the clock at each site
by −1 (mod N ):

Q| s〉S = | s − 1〉S. (8)

For each state | s〉S , we can write down a state in a given q

sector by performing a discrete Fourier transform as in

| s〉Sq ∼ 1√
N

N−1∑
j=0

ω−jqQj | s〉S, (9)

which is an eigenstate of Q, with eigenvalue ωq . For what
follows, it is necessary to choose a convention for the global
phase of these states. Here it will be convenient to fix the
phase according to the value of the clock on the last site. The
component of the state where the last site has its clock set to
zero will be taken to have a positive real coefficient. Since σL

measures the clock value at site L, this can be achieved using
the definition

| s〉Sq ≡ 1√
N

N−1∑
j=0

σ
q

LQj | s〉S. (10)

C. Domain-wall picture

We now introduce a domain-wall representation where
one focuses on the differences between clock values on
neighboring sites, rather than the clock values themselves. This
picture allows us to directly write down the Hamiltonian in
each q sector. We find that by doing this, and as a consequence
of the phase convention we chose in the previous section, there
are only two terms in the Hamiltonian which depend on the
particular q sector. Better still, both of these act at the right end
of the chain. This makes the domain-wall representation very
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convenient for numerical calculations and a natural setting for
perturbative expansions.

Each q sector is spanned by (CN )⊗(L−1) states, which we la-
bel | d〉Dq = | d1,d2, . . . ,dL−1〉, where dx ∈ {0,1, . . . ,N − 1}.
| d〉Dq is a sum over position spin space states like in (10), where
s satisfies dx = sx+1 − sx (mod N ), for 1 � x � L − 1. We
illustrate this with an explicit example for a state with N = 3
and L = 4 for all q:

| 012〉D0 = | 0010〉S + | 1121〉S + | 2202〉S,
| 012〉D1 = | 0010〉S + ω| 1121〉S + ω2| 2202〉S, (11)

| 012〉D2 = | 0010〉S + ω2| 1121〉S + ω| 2202〉S.
We now proceed to write the Hamiltonian (1) in this represen-
tation. First, we define operators α and β given by

αx =
x∏

i=1

τx,

(12)
βx = σ †

x σx+1.

These operators have the same matrix representations as
operators τ and σ , respectively, except that they act on the
domain-wall basis. In terms of these operators τx can be written
as

τx =

⎧⎪⎨
⎪⎩

α1 x = 1

α
†
x−1αx 1 < x < L

Qα
†
L−1 x = L

, (13)

and the Hamiltonian (1) is now given by

HJ = −Jeiθ

L−1∑
x=1

βx + H.c., (14)

Hf = −f eiφ

(
α1 +

L−2∑
x=1

α†
xαx+1 + Qα

†
L−1

)
+ H.c. (15)

Note that in this form all q dependence appears only in Hf

on terms −f eiφQα
†
L−1 and −f e−iφαL−1Q

†, which act on the
end of the chain.

Since Q commutes with H and with αL−1 and α
†
L−1,

this Hamiltonian is block diagonal, and we can write the
Hamiltonian in each q sector by replacing Q with the
appropriate eigenvalue,

H
q

J = −Jeiθ

L−1∑
x=1

βx + H.c., (16)

H
q

f = −f eiφ

(
α1 +

L−2∑
x=1

α†
xαx+1 + ωqα

†
L−1

)
+ H.c. (17)

For later sections, it will be useful to decompose Hf further
into terms that act on the edge and those containing bulk terms.
This gives H

q

f = H
q

fe
+ H

q

fb
, where

H
q

fe
= −f eiφ(α1 + ωqα

†
L−1) + H.c., (18)

H
q

fb
= −f eiφ

L−2∑
x=1

α†
xαx+1 + H.c. (19)

We can now interpret (α†
x)k as creating a domain wall of

type k at site x. For arbitrary | d〉Dq , we may then write

| d〉Dq =
L−1∏
x=1

(α†
x)dx | ∅〉q, (20)

where | ∅〉q = | 0,0 . . . 0〉Dq is the state without domain-walls
and with the appropriate eigenvalue of Q. As an example we
write

| 012〉Dq = α
†
2α

†2
3 | ∅〉q . (21)

While this way of writing the states is reminiscent of second
quantization, one should remember that the “vacuum states”
| ∅〉Dq are not annihilated by the domain-wall annihilation

operators and also that [αx,α
†
y] = 0, so the domain-wall

creation operators are not the usual creation operators of
bosonic or fermionic Fock space. There have been attempts
to formulate a Fock space for parafermions, notably the work
of Cobanera and Ortiz [4].

D. Dihedral symmetries

When the angle φ is a multiple of 2π
N

, the models we study
have an enlarged group of symmetries, isomorphic to DN , the
symmetry group of a regular polygon with N sides. The ZN

generated by Q is included in this DN as the group of rotations
of the polygon. The extension of the symmetry group from ZN

to DN is not generally present in the models of Ref. [1] for
N > 3 (even at φ = 0). Since DN is a non-Abelian group, its
presence causes degeneracies in the spectrum. In particular, as
long as φ = 0, any eigenstate of Q with eigenvalue ωq such
that ωq �= ω−q comes with a partner at the same energy whose
Q eigenvalue is ω−q .

We now present the DN symmetry explicitly [26]. First
of all, recall that the dihedral group DN is generated by two
elements a and b subject to the relations aN = b2 = (ab)2 = e

(where e is the group identity). Here, a can be viewed as a
rotation over an angle 2π

N
and b as a reflection acting on the

regular N -gon. The group has a total of 2N elements, the
rotations aj and the reflections ajb, with j ∈ {0, . . . ,N − 1}.
We now introduce an operator R, such that R2 = (QR)2 = I ,
which together with Q [from (5)] generates a DN symmetry.
Next, we define η to be the operator that transforms each clock
value as

η| s〉 = | N − s〉
with η| 0〉 = | 0〉. Note that η corresponds to the complex
conjugation of the eigenvalues of σ . We see that η2 = 1 and
that the following exchange relations with τ and σ hold:

ση = ησ †, τη = ητ †. (22)

We can now define R0 = ∏
i ηi . This satisfies (R0)2 = I ,

(R0Q)2 = 1, and R0H (θ,φ) = H (−θ,−φ)R0. We note that
R0 and Q generate a DN group together, but R0 is only
a symmetry if θ = φ = 0. Combining R0 with the operator
F , which flips the clock state, that is, which switches the
clock state at position i on the chain with the clock state in
position L − i, we obtain an operator R = R0F , which is a
symmetry for all θ as long as φ = 0. Explicitly, we define
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F | s1,s2, . . . ,sL〉S = | sL, . . . ,s2,s1〉S and R = R0F . We then
find that R2 = (RQ)2 = I and

RH (θ,φ) = H (θ,−φ)R,

which in particular gives [H (θ,φ = 0),R] = 0. We see that we
have DN symmetry at φ = 0 and in fact, Z2 × DN symmetry
if φ = θ = 0, as we have F as an additional commuting
symmetry when θ = 0.

To see how this leads to degeneracies, note that QR =
RQ−1, which means that if | ψ〉 is an eigenstate of H and
of Q with eigenvalues (E,ωq) then R| ψ〉 is an eigenstate
of H and Q with eigenvalues (E,ω−q). As a result all
eigenstates of Q with eigenvalues ωq �= ω−q are at least doubly
degenerate. Only states with real eigenvalues of Q have a
chance of being nondegenerate. Generically, only states within
a given irreducible representation of DN will be degenerate
(barring the existence of some further symmetry but we do
not observe this). Since DN has only one-dimensional and
two-dimensional irreducible representations for all N (see for
instance Ref. [28]), we see that the DN symmetry only causes
doublets and not higher multiplets of degenerate states (or
bands) to appear. We find that the DN doublets are split when
φ �= 0, so it is not possible to extend the DN symmetry to this
regime.

III. UNPERTURBED SYSTEM

The regime of interest for topologically nontrivial phases in
these systems is where f � J . In this work, we will explore
this regime by performing perturbative expansions in H

q

f .
Before doing this, however, we will spend some time exploring
the unperturbed system, when f = 0, which will serve to guide
our later analysis.

A. Unperturbed energy levels

The unperturbed system HJ is diagonal in both represen-
tations discussed in the previous section. In the domain-wall
picture, the energy of a state | d〉Dq has the simple form

E = −2J

L−1∑
x=1

cos

(
θ + 2πdx

N

)
=

L−1∑
x=1

εdx
, (23)

where we recall that dx = sx+1 − sx . We also define εj ≡
−2J cos(θ + 2πj

N
) for compactness. There is no q dependence

in the unperturbed Hamiltonian which means there is an exact
N -fold degeneracy for the entire spectrum, consistent with the
presence of zero modes at f = 0.

Figure 1 shows the energy spectra of the unperturbed system
plotted against θ for N = 2, 3, and 4. Despite the fact that these
spectra are for very small chains, they capture the important
features.

There are degenerate bands of states, with each band labeled
by the number of each type of domain wall present. In the
absence of Hf , the domain walls do not disperse and hence
there is a large degeneracy associated with different choices
of domain wall positions. A further useful label for the bands,

FIG. 1. (Top) Spectrum of unperturbed N = 2 chain with L =
14. (Middle) Spectrum of unperturbed N = 3 chain with L = 6.
(Bottom) Spectrum of unperturbed N = 4 chain with L = 4.

which is also indicated with color in the figures, is defined by

p = sL − s1 =
L−1∑
x=1

dx (modN ).

We can think of p as the total number of domain-walls modulo
N . This quantity, which we call total domain-wall angle, is
crucial to understanding the perturbative analysis discussed
in later sections. The underlying symmetry P of HJ can be
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written as

P = σ
†
1 σL =

L−1∏
x=1

βx (24)

and has eigenvalues ωp.
At θ = 0, the N -fold degenerate ground state is “fer-

romagnetic” and spanned by states with all neighboring
clocks aligned. The ground state in each q sector is written
| 00 . . . 0〉Dq . At θ = 2πk

N
, for nonzero integer k, the spectrum

is identical, but ground states are spanned by states with all
neighboring clocks k clock positions apart, written | kk . . . k〉Dq .
It is interesting to note that for N odd, the spectrum is not
symmetric around E = 0, except at θ = kπ

2N
, with k odd, where

the system also has its “superintegrable” point for N = 3,
Refs. [1,11,12].

As noted, the energy of a band in the unperturbed system
depends only on the number and type of domain walls,
and not their location. If we count the trivial domain walls
where adjacent clock variables are equal, then every pair
of neighbouring sites give rise to a domain wall and we
have L − 1 domain walls of N distinct types. The maximum
number of unique energy levels for a chain of length L is
then the number of ways of distributing the L − 1 domain
walls among N numbered boxes. This is the number of
compositions of L − 1 with N parts, denoted cS(L − 1,N )
[29]. S here is the set of possible values the parts can take,
so here S = {0, . . . ,L − 1}. The cS(L − 1,N ) are extended
binomial coefficients [29] and satisfy the recurrence relation

cS(L − 1,N ) = cS(L − 2,N ) + cS(L − 1,N − 1), (25)

which can be used to calculate these efficiently for large
systems.

Each composition is an ordered tuple of non-negative
integers (p0,p1, . . . ,pN−1) that satisfy

N−1∑
j=0

pj = L − 1. (26)

We use these tuples to label the bands of states of the
unperturbed system. Here, pj is the number of domain walls
of type j in the band. The energy of a band in the unperturbed
system described by �p can be written as

Ep(θ ) = −2J

N−1∑
j=0

pj cos

(
θ + 2πj

N

)
=

N−1∑
j=0

pjεj . (27)

B. Mapping of resonance points

We define a resonance point to be a place where two bands
of the unperturbed system cross and become degenerate. At
and in the vicinity of resonance points, all crossing bands must
be considered when performing perturbative expansions. It is
then of interest to ask for which θ values these resonance
points occur, and whether they are dense on the θ axis in the
limit L → ∞. In this section, we derive expressions for the
θ values at which resonance points occur and following this
show that for N > 2 they are dense on the θ axis.

Let us consider two bands, labeled by tuples �a and �b where
aj gives the number of domain walls of type j for the first

band, etc. We write �c = �a − �b, and note that �c satisfies the
following constraints:

N−1∑
j

cj = 0,

0 � n�c :=
N−1∑

j

|cj | � 2(L − 1) with n�c ∈ 2Z. (28)

The quantity n�c is useful as it is related to the order in
perturbation theory necessary to connect states in different
bands at a resonance point.

From (27), we see that the bands labeled by �a and �b, are
degenerate precisely when

cos(θ )
N−1∑

j

cj cos

(
2πj

N

)
= sin(θ )

N−1∑
j

cj sin

(
2πj

N

)
. (29)

Assuming that both sides of this equation are nonzero, we find
that the bands are degenerate at θ values which satisfy

tan(θ ) =
∑N−1

j cj cos
( 2πj

N

)
∑N−1

j cj sin
( 2πj

N

) (30)

and hence the bands cross twice over the full range of possible
θ values. Alternatively, it may be that both sides of (29) are
zero. In this case the bands are degenerate for all θ and we can
write (still with ω = e2πi/N )∑

j

cjω
j = 0. (31)

When N = 3, it is easy to see that this can never be satisfied
with

∑
j cj = 0 and �a �= �b. Hence there are no bands which

are everywhere degenerate for N = 3. However, for N = 4,
there are nontrivial difference vectors �c, which satisfy equation
(31) and the constraints given in Eq. (28); the vectors �c =
(p,−p,p,−p) give solutions for all integer p such that 4|p| �
2(L − 1). This leads to the appearance at N = 4 of precise

FIG. 2. Unperturbed spectrum of N = 4 system of length L = 6
with resonance point highlighted. Each resonance points is labeled
by a number n�c, which is related to the order on which perturbing
terms can couple the bands at that point. Where multiple resonance
points occur at the same location, the one with the lowest n�c is
highlighted. Some bands in this case are degenerate everywhere which
are indicated by the green lines.
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FIG. 3. Unperturbed spectrum of N = 3 system of length L = 8
with resonance points highlighted. Each resonance point is labeled by
a number n�c, which is related to the order on which perturbing terms
can couple the bands at that point. Where multiple resonance points
occur at the same location, the one with the lowest n�c is highlighted.

degeneracies between bands that comprise different numbers
of domain wall types, at all θ . Figure 2 shows the distribution
of the bands (in green) that are everywhere degenerate (e.g.,
bands with different domain-wall composition lie on top of
each other everywhere) and the resonance points for N = 4
system with length L = 6. A contrasting plot for N = 3,
Fig. 3, shows that bands with different number and type of
domain-walls typically have different energies. The exception
in this case of course being at the resonant crossings. These
examples reflect the general situation for any N , with
everywhere-degenerate bands appearing always when N is
composite and never when N is prime.

Fully characterizing the degenerate bands comes down to
a characterization of all linear relations of N th roots of unity
with integer coefficients. This is an interesting problem in
number theory—some recent results and references can be
found in Ref. [30]. The essential difference between prime
and composite N can be easily seen however. First of all, if N

is prime, then all nontrivial linear combinations of the N th roots
of unity with integer coefficients satisfying equation (31) have
constant coefficients. This means cj = p for some p ∈ Z for
all j and we see that the constraint

∑
j cj = 0 is never satisfied.

Hence, when N is prime, there are never any bands that are
degenerate for all θ . We now show why this is the case for N

prime, but not for N composite. For N prime, the cyclotomic
polynomial 1 + x + · · · + xN is the minimal polynomial for
the primitive roots ωj (for j �= 0). If there were a linear
combination of the powers of ω with nonconstant coefficients,
such that

∑N−1
j=0 djω

j = 0 then we could obtain a nontrivial

linear combination which omits ωN−1, namely
∑N−2

j=0 (dj −
dN−1)ωj = 0. However, this would show that ω is the root
of the polynomial

∑N−2
j=0 (dj − dN−1)xj , which is of lower

degree than the minimal polynomial leading to a contradiction.
For composite N , we can always choose integer factors e

and f of N , and find nontrivial coefficients {dj }, which
satisfy

∑e−1
j=0 dj

∑f −1
k=0 ωek+j = 0 and

∑e−1
j=0 dj = 0. These

satisfy the constraint that the sum of coefficients vanish and
that these combinations all equal zero since

∑f −1
k=0 ωek+j =0

for all 0 � j � e. Hence we have everywhere degenerate
bands for all composite N .

C. Resonance points are dense on the θ axis as L → ∞
We can now deal with the question of whether resonance

points occur arbitrarily near any particular value of θ . This is
clearly not the case for finite L, but as L grows, ever more
resonance points appear and in the limit L → ∞ they do form
a dense set on the θ axis, for all N > 2. To see this, we first
note that the two solutions to Eq. (30) are in fact given by

θ = π

2
− arg

⎛
⎝∑

j

cjω
j

⎞
⎠ (modπ ). (32)

It is clear that we can make the linear combination
∑

j cjω
j

take any fixed argument α to arbitrary accuracy if we are
allowed to take the coefficients cj as large as we want.
However, a complication is once again the condition that∑

j cj = 0. We can circumvent this as follows. First of all,
note that we can choose any two powers of ω, for example,
ω and ω0 = 1 as a basis for the complex plane over the reals.
We can then take a point z with arg(z) = α in the complex
plane and write z = a + bω with a,b ∈ R. The coefficients
a,b ∈ R can be arbitrarily well approximated by rationals
a′,b′ ∈ Q, in particular, for any chosen ε, we can make
sure that | arg(a′ + b′ω) − α| < ε. We can now write a′ =
a1
a2

and b′ = b1
b2

for integers a1, a2, b1, b2 and consider

Z = Na2b2( a1
a2

+ b1
b2

ω) − (a1b2 + a2b1)(
∑N−1

j=0 ωj ). We note
that Z �= 0 and Z is of the form

∑
j cjω

j with cj ∈ Z and∑
j cj = 0 and importantly that arg(Z) = arg(a′ + b′ω). This

means we can indeed get within any ε of our chosen argument α
using a judicious choice of coefficients cj . Hence the resonance
points are dense on the θ axis in the limit L → ∞.

As an illustration of how the θ axis is eventually covered
by resonance points, we show all resonance points in an N =
3 chain of length L = 30 in Fig. 4. This figure shows that

FIG. 4. All resonance points in the unperturbed spectrum of an
N = 3 system of length L = 30. The red dots indicate resonance
points where the total domain wall angle p of the crossing bands is
equal. Such resonances do not cause a splitting of the topological
degeneracy, cf. Sec. VI A.
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while the resonance points are eventually dense on the axis,
there are notable gaps without any resonances even at large
finite sizes, surrounding the most prominent resonances. Also
higher-order resonance points tend to appear at high energy,
meaning that if only states with energy below a given bound
are considered, there may be appreciable regions of the θ -axis
where no resonance effects are observed.

D. More on the density of resonance points

It is interesting to look more carefully at the density of
resonance points, particularly studying the implications of
known results in Diophantine approximation (approximation
of real numbers by rationals). This leads to the conclusion that
the most significant gaps in the “spectrum” of resonances on
the θ axis lie around strong resonances, a phenomenon we
also observe in our numerical plots (see, e.g., Figs. 2–4). In
fact, in a finite system of length L, every resonance occupies a
window of width proportional to 1/L, which does not contain
any further resonances. Moreover, for any resonance, we can
expect the next resonance at energy E to be at a distance
at least proportional to 1/E along the θ axis. On the other
hand, if we focus on nonresonant (“irrational”) points, then
the resonance free window around such points will have width
at most proportional to 1/L2. In other words, this window is
of negligible width compared to the windows around resonant
points (for large L). Arguments in support of these statements
are given in Appendix A.

IV. PERTURBATION THEORY

In the last section, we explored in detail the appearance
and characterization of resonance points in the unperturbed
spectrum. The reason we are so interested in resonance points
is that the behavior of the perturbative series depend very
much on whether one is on- or off-resonance. We show that at
the off-resonant points q-sector dependent contributions only
occur at an order of perturbation theory that scales with the
length of the system. On the other hand, when we perform
the perturbative expansions at resonant points (where bands
of different domain-wall type and number cross), we typically
see that there are q-sector dependent terms, which split the
degeneracy at an order that does not scale with L. In this
section we examine these pertubative series at both resonant
and off-resonant points.

Our approach is to employ the Raleigh-Schrodinger de-
generate perturbative methods pioneered by Kato and Bloch
[31–35]. In these approaches, one generates effective Hamil-
tonians acting within a degenerate band of the unperturbed
system, which can be diagonalized to approximate the true
eigenvalues of the full system. We outline the method in detail
in Appendix B. Here we simply state the effective Hamiltonian
H eff(3)

q for a Bloch expansion in the Q = q sector for a band
b, to order f 3:

H eff(3)
q = P0(HJ + H

q

f )P0 + P0H
q

f

Q0

E0 − H0
H

q

f P0

+P0H
q

f

Q0

E0 − H0
H

q

f

Q0

E0 − H0
H

q

f P0

−P0H
q

f

Q0

(E0 − H0)2
H

q

f P0H
q

f P0. (33)

In this expression, P0 is the projector onto the band b, Q0 =
1 − P0 is its complement, while E0 is the unperturbed energy
of the band, as given by Eq. (27).

Recall the perturbing Hamiltonian in terms of α operators
(16) is written as

H
q

f = −f eiφ

(
α1 +

L−2∑
x=1

α†
xαx+1 + ωqα

†
L−1

)
+ H.c. (34)

There are only two terms of this operator that actually depend
on q, the terms proportional to αL−1 and α

†
L−1. Only terms in

the perturbative expansion which contain these terms can lead
to an energy splitting between q sectors. It is also important
to note that both these terms break total domain-wall angle,
defined in (24).

A. Of-resonant θ

The main argument we make is that, in the absence of
resonance points, the degeneracy between energy eigenvalues
for different q sectors is exact to an order of the perturbing
parameter that depends on the length of the wire. This is
provided of course the respective perturbative expansions
converge, which is only the case for sufficiently small
perturbing parameter f and sufficiently far away from resonant
points.

Our strategy for the off-resonant scenario is as follows. We
show explicitly that for all bands and all values of N there
can be no q dependence in perturbative corrections up to the
third order. We do this explicitly in this section up to second
order and discuss generally why this is the case for third order,
with additional details provided in Appendix C. For higher
orders, we have been unable to show explicitly the lack of q

dependence but argue why this should also be the case. We also
provide numerical evidence that there is no such q dependence
up to eighth order for some finite systems, and show how these
results agree to machine precision with exact diagonalization
calculations. For brevity, some of the more technical aspects
of these calculations have been moved to the appendix.

1. First-order corrections

In the domain-wall picture, it is very easy to show that there
can be no q-dependent first-order corrections for any band b.
According to Eq. (33), to get the energy levels of the band to
first order in f , we must diagonalize the operator

H eff(1)
q = P0

(
HJ + H

q

f

)
P0.

However, it is not possible to connect two states from band b

via either of the two q-dependent terms appearing in H
q

fe
.

These terms change the total domain-wall angle and thus
connect to states in different bands, orthogonal to the original
band b. Concretely, if | i〉 and | j 〉 are two states in band b, then

〈i|α†
L−1| j 〉 = 〈i|αL−1| j 〉 = 0.

Hence all potentially q-dependent matrix elements of H eff(1)
q

are actually zero, meaning H eff(1)
q is independent of q and the

eigenvalues of H are independent of q to first order in f .
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2. Second-order corrections

We now show that there is no q dependence in the energy
to second order. According to Eq. (33), to obtain the energy
levels of any band b to second order in f , we must diagonalize
the operator

H eff(2)
q = H eff(1)

q + P0H
q

f

Q0

E0 − H0
H

q

f P0.

We already know that H eff(1)
q does not depend on q, so we

can concentrate on potentially q-dependent matrix elements of
the second-order part of H eff(2)

q . Consider the matrix elements
between two states | i〉 = | d(i)〉Dq and | j 〉 = | d(j )〉Dq , in band
b. We can see from the fact that the total domain-wall angle
of both states is the same, that all q-dependent contributions
to the matrix elements of H eff(2)

q connecting these states must

involve either α
†
L−1 and α1, αL−1 and α

†
1 or potentially α

†
L−1

and αL−1. The contributions involving both α
†
L−1 and αL−1 are

independent of q since the accompanying factors of ωq and ω̄q

cancel any q dependence. The contributions from other terms
add to zero, which we will now show. We show this for α1

and α
†
L−1, but the same is true for α

†
1 and αL−1 (since this is

equivalent to exchanging | i〉 and | j 〉).
The contributions involved are

f 2e2iφωq

⎛
⎝∑

| k〉�∈b

〈i|α1| k〉〈k|α†
L−1| j 〉

E0 − Ek

+
∑
| l〉�∈b

〈i|α†
L−1| l〉〈l|α1| j 〉
E0 − El

⎞
⎠, (35)

where | k〉 = | d(k)〉Dq and | l〉 = | d(l)〉Dq run through the eigen-
states of H0, which do not lie in band b. Ek and El are
the unperturbed energies of | k〉 and | l〉, respectively. Both
the sum over k and the sum over l contain at most a single
nonzero term. These nonzero terms occur in pairs where the
energy denominators have equal magnitude but opposite signs,
leading to exact cancelation (since all nonzero matrix elements
of αx are equal to 1).

In cases where there are nonzero terms, all the bulk domain
walls in states | i〉,| j 〉,| k〉 and | l〉 must be equal. This means
d (i)

x = d
(j )
x = d (k)

x = d (l)
x for all x ∈ {2, . . . ,L − 2}. For the

domain-wall excitations on the ends, the following conditions
must hold:

d
(i)
1 = d

(j )
1 − 1 = d

(k)
1 − 1 = d

(l)
1 ,

d
(i)
L−1 = d

(j )
L−1 + 1 = d

(k)
L−1 = d

(l)
L−1 + 1.

It then follows that

Ek = E0 + ε
d

(i)
L−1

− ε
d

(j )
L−1

and

El = E0 − ε
d

(i)
L−1

+ ε
d

(j )
L−1

.

Summing these we see that E0 − Ek = −(E0 − El) and the
two nonzero matrix elements between 〈i| and | j 〉 cancel.

3. Third- and higher-order corrections

As one might expect, dealing with third- and higher-order
corrections is challenging due to the ever increasing combi-
nations and permutations of terms that must be considered.
In these cases, it is instructive to perform the perturbative
expansions numerically. From these calculations, we observe
an energy splitting between q sectors in the third-order
corrections at generic values of θ . However, this splitting is
incrementally reduced by corrections at higher orders. This
leads us to conjecture that in the absence of resonance points
and for sufficiently small f , the maximum splitting possible
scales as f L. We proceed by first showing some results from
these numerical calculations and then discussing why we might
intuitively expect this behavior. In Appendix C, we show that
when using the alternative perturbative expansion of Soliverez
[36] there are no longer any q-dependent third-order correc-
tions. We also demonstrate how cancelations between terms
in the perturbative series at third and higher orders can occur.

We use the perturbative expansions of Bloch in our
numerical calculations (see Appendix B for details). While
all expansions are equivalent in the large order limit, Bloch’s
expansions contain fewer terms, making them simpler and
more efficient to compute. At modest system size, we can
compare the perturbative results to the exact energy spectra
obtained by numerical diagonalization. For example, Fig. 5
shows numerical results for an N = 3 system at nonresonant
values of θ . It is clear that the results from the numerical
perturbation theory calculations agree with the exact results
up to corrections which decrease with the order n, whenever
they are not too small to be numerically resolved. In this
particular example, the corrections appear to scale as f n+1.
Similar convergent behavior is observed for all other bands,
and in the vicinity of resonance points, though it is necessary
to start from a subspace containing all bands which cross at
the resonance point.

Figure 6 shows the maximal difference between the
perturbative energy estimates for states in the q = 0 and

FIG. 5. The maximum differences between the exact energies
(from exact diagonalization) and the estimates from nth-order
degenerate perturbation theory for a range of values of the perturbing
parameter f . This is for the first excited band above the ground state
for chain of length L = 11 with N = 3 and with chiral parameter
θ = 0.3. The dashed lines show f n and act as a guide.
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FIG. 6. The maximum differences between q = 1 and 0 sectors
of the estimates from nth-order degenerate perturbation theory for a
range of values of the perturbing parameter f . This is for the first
excited band above the ground state, for chain of length L = 11 with
N = 3 and with chiral parameter θ = 0.3. The dashed lines show f n

and act as a guide.

q = 1 sectors of the first excited band of the same N = 3
system. We note that the difference is nonzero from the third
order onwards, but decreases with increasing order n � 3 and
is always small enough to be explained as an error of the
approximation. That is, the energy splitting between the q = 0
and q = 1 sectors, calculated from H eff(n), is less than f n.
In general we expect that the maximum difference between
q-dependent matrix elements of the effective Hamiltonians
decay as f n. How these matrix elements affect the energy
splitting between q sectors is not completely clear. However,
we may argue that these corrections should in general decay
faster than f n, since the number of q-dependent matrix
elements is relatively small and the dimension of the effective
Hamiltonians grows with L. This behavior is observed for
all bands as long as θ is not resonant and f is sufficiently
small. For short chains, when n � L, a nonvanishing splitting
between q sectors can be observed, which is always less than
f L.

Showing this behavior directly in the degenerate pertur-
bation series for all cases is a formidable task. Appendix C
shows some specific examples and arguments in this direction.
However, we can argue intuitively why we expect this to be
true. For a process to lead to q-dependent energy splitting it
must include at least one q-dependent term acting on the end of
the chain. Since both these terms change the total domain-wall
angle, such a process must also include a term acting at the start
of the chain to connect back to the original band. This means
that at orders lower than L any process that contributes will
contain disconnected sets of operators acting on opposite ends
of the chain. We may intuitively expect that contributions to the
energy arising from operators acting on spatially disconnected
parts of the chain should vanish. General arguments in this
direction can be made starting from extensive energy scaling;
if a system consists of independent subsystems the total energy
should equal the sum of the energies of the subsystems and one
would expect cross terms in the perturbation series to vanish,
or at least the energy per site due to such terms should vanish

in the thermodynamic limit L → ∞ (see, e.g., Ref. [37]).
These considerations are closely related to the existence of
linked-cluster theorems for degenerate systems where nonlocal
terms corresponding to unlinked diagrams cancel [38–40]. In
Sec. IV A 4 we provide numerical evidence that this is indeed
the case by excluding disconnected terms from the pertubative
expansions.

Further general arguments that point in this direction can
be made based on the work of Fendley in Ref. [1]. Here for the
Z3 model at generic values of θ , an asymptotic expansion of
a parafermionic zero-mode operator in powers of f (or f/J )
is well defined [41]. For finite systems, the arguments given
by Fendley should indeed imply that the splitting between q

sectors vanishes to order f L at generic θ and for small enough
values of f .

4. Excluding disconnected terms

It is possible to perform the perturbative expansions
numerically in such a way that processes with operators acting
on both ends are explicitly excluded. While this is not a well
defined pertubative expansion, we find that amazingly it agrees
with the exact results up to an error which decreases with
the order of the perturbative expansion n, exactly as with the
regular perturbative expansion (Fig. 5). By construction there
is no q dependence appearing at any order. Of course, since
this method cannot account for processes containing operators
acting on both ends, we cannot observe the splitting due to
processes connecting both ends of the system. This is not an
issue though when the order n is less than the system size L.

The method proceeds by calculating three different effective
Hamiltonians using different modifications to the perturbing
Hamiltonian. We label these effective Hamiltonians H left(n)

q ,

H
right(n)
q and H neither(n)

q , where the modifications consist of
excluding terms acting only on the leftmost site, only on the
rightmost site and only on the leftmost or the rightmost sites,
respectively. Once we have these effective Hamiltonians we
combine them to get the final effective Hamiltonian as

H local(n)
q = H left(n)

q + H right(n)
q − H neither(n)

q . (36)

B. Resonant θ

We now turn our attention to the resonance points them-
selves and see that the behavior here is qualitatively different
to that found at off-resonant points. At resonant points, bands
of states with different domain-wall configurations become
degenerate making it possible for local processes to split
the degeneracy between q sectors. We begin by looking at
first-order processes, particularly those connecting the two
lowest lying bands at θ = 0 for the N = 3 case. Here, we
write down explicit expressions for the matrix elements of the
effective Hamiltonian. We can then diagonalize these effective
Hamiltonians analytically to get expressions for the energy
splitting between q sectors. We then look at other higher-order
resonance points and using numerical perturbative expansions
we pick out the order at which the splitting occurs. We find
that the splittings observed are consistent with the exact
diagonalization results discussed in Sec. V and with the
characterization of resonance points given in Sec. III B. We
then show that not all resonance points lead to an energy
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splitting between q sectors. Particular examples of this are the
resonance points at θ = 0 for N = 4 and at θ = π

6 for N = 3.
Both of these are discussed more in Sec. VI. Note that for
convenience, we set φ = 0 for most of the rest of this section.

1. First-order resonance points

We first discuss resonance points where the splitting
between q sectors is first order in f . This can only happen
when states from two bands that cross can be connected
directly by the q-dependent terms in H

q

f , i.e., by f ωqα
†
L−1

and its conjugate. Since these terms can only change a single
domain wall, it is necessary that there is a degeneracy between
consecutive single domain-wall energies, εd = εd±1 for some
d. In Fig. 7, we illustrate where degeneracies of domain-wall
energies occur for systems at θ = 0 and θ = π

N
for 3 � N � 6.

We note that degeneracies between consecutive domain-wall
types occur for all N at θ = π

N
, whereas at θ = 0, we see

that adjacent degenerate wall types occur only for N odd.
More generally, making use of our earlier characterization
of resonance points in Sec. III B, we observe that first-order
processes can only take place at resonance points where
n�c = 2. There is an additional constraint that the two nonzero
elements of �c must appear consecutively, where we consider
�c to be periodic. From plots 3 and 2, we see that these only
appear when θ is a multiple of π

N
.

We now look in detail at the resonance point between the
first and second excited bands of the N = 3 model at θ = 0.
These are the bands just above the ground state in Fig. 1. Each
of these bands contain a single domain-wall excitation.

A useful shorthand for what follows will be to employ a
labeling of the states where only domain walls with d �= 0 and
their locations are indicated, e.g.,

|1x〉q = α† 1
x |∅〉q,

|2x〉q = α† 2
x |∅〉q, (37)∣∣1x1 3x2

〉
q

= α† 1
x1

α† 3
x2

|∅〉q .

Using this shorthand, we label states in these bands |1x〉q =
α
† 1
x |∅〉q and |2x〉 = α

† 2
x |∅〉q . The only q-dependent first-order

processes that connect these states occur at the end. The
relevant matrix elements are (setting φ = 0)

q〈2L−1|ωqα
†
L−1|1L−1〉q = ωq,

q〈1L−1|ω−qαL−1|1L−1〉q = ω−q.

Ordering the basis elements as

|1L−1〉q,|1L−2〉q, . . . ,|11〉q,|21〉q, . . . ,|2L−2〉q,|2L−1〉q,
we see that the effective Hamiltonian for the two bands can be
written as a 2L − 2 Toeplitz matrix:

H
(1)
f = −f

⎡
⎢⎢⎢⎢⎢⎣

0 1 0 . . . 0 ω−q

1 0 1 . . . 0 0
0 1 : :
: : 1 0
0 0 . . . 1 0 1
ωq 0 . . . 0 1 0

⎤
⎥⎥⎥⎥⎥⎦, (38)

which can be diagonalized with a generalized Discrete-
Fourier-Transform [42]:

Fmn = 1√
L′ e

i 2π

L′ (m−1+ q

N
)×(n−1+ q

N
), (39)

where L′ = 2L − 2. This gives a spectrum of the form

E(k)q = −2f cos

(
2π

L′

(
k + q

N

))
, (40)

where k ∈ [1, . . . ,L′]. The difference in energies between two
states �E = E(k1)q1 − E(k2)q2 is therefore

�E = −4f sin

[
π

L′

(
k1 − k2 + q1 − q2

N

)]

× sin

[
π

L′

(
k1 + k2 + q1 + q2

N

)]
. (41)

The relevant comparison to make for the q-dependent splitting
is between states where k1 = ±k2, as these states would have
the same energy when �q = q1 − q2 is taken to zero. In
these cases, for large L, we find that �E ∝ f

L2 if k1 � L

while �E ∝ f

L
if k1 ≈ L/2. We also note that there is no

splitting if �q = N . In this case, the states |k1〉q1 and | − k1〉q2

remain exactly degenerate as a consequence of the dihedral
symmetry (which is present since we set φ = 0). At N = 3,
this degeneracy is observed when q1 = 1,q2 = 2. Of course,
it is also clear that there can be no splitting between sectors in
this case as the effective matrix (38) for q = 1 is the Hermitian
conjugate of the effective matrix for q = 2.

For higher energy bands at θ = 0, there are many more
bands crossing and each of these bands has a larger numbers
of states (we may, for example, consider bands with states
|1x,1y〉, |1x,2y〉, |2x,2y〉). Many of these bands can still be
connected via first-order processes like the ones we just
demonstrated. The result is that the splitting between q sectors
here also scales with f . The factor will in general be smaller
than in (41), since the effective matrices will have larger
dimension and thus the q-dependent matrix elements have less
impact on the eigenvalues. Similar results for this first-order
crossing where found by Jermyn et al. in Ref. [3], although
using their notation the effective matrices are not written
directly in the each q sector and by projecting to sectors with
constant domain-wall number, it is not possible to observe
higher-order resonance points at θ �= 0.

2. Higher-order resonance points

Resonance points can also introduce q-dependent splitting
at higher orders in f . These can occur between bands
which differ only at a single domain wall, e.g., the bands
containing states |dx〉 and |(d + m)x〉 are in resonance if
εd (θ ) = εd±m(θ ) which can potentially cause splitting at order
l = min(m,N − m). However, most higher-order resonances
are not of the simple type just described. Instead, they result
from combinations of domain-wall energies that become
degenerate. Using the notation for bands that was introduced in
Sec. III B, we describe a resonance point between two bands �a
and �b by a vector �c = �a − �b. We then write n�c for the Hamming
distance between �a and �b. If the bands are in resonance, then
the order of perturbation theory at which q-dependent splitting
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FIG. 7. Schematic showing simple first-order (red), second-order (blue), and third-order (purple) resonances in the N = 3,4,5 and 6 models
for θ = 0 and π/N . Simple resonances occur when energy levels of different types of domain walls are the same. They are indicated by the
dashed horizontal lines. The order of the resonance is related to how many steps along the circle one must take to reach the point on the other
side of the circle at the same energy. Note that in the second-order resonance for N = 4 and θ = 0 there are two ways to connect to the other
side in two jumps. One through a positive energy state and the other through a negative energy state.

appears, msplit, must satisfy

msplit � 1 + (n�c − 2)/4. (42)

To see this, note that the application of H
q

fe
to the band with

domain-wall vector �a changes the Hamming distance of the
state to �b by 2, while application of H

q

fb
changes the Hamming

distance by at most 4. At least one application of H
q

fe
is

necessary to introduce q dependence. Hence to get from �a to
�b, we need to operate with H

f
q at least 1 + (n�c − 2)/4 times.

This gives a lower bound for the order at which q-dependent
splitting can occur at such a resonance point.

As a specific example consider the resonance point between
the fifth and sixth excited bands of the N = 3 model. This
resonance is marked in Fig. 3 and has n�c = 6. The lower
(upper) band from the point of view of increasing θ contains
states of type |1x,1y〉 (|2x2y2z〉). Using the notation introduced
in Sec. III B, these are characterized by the tuples �a = (L −
3,2,0) and �b = (L − 4,0,3), respectively. The domain-wall
energies at this resonance point satisfy ε0 + 2ε1 = 3ε2. Using
Eq. (30), we find the exact θ for this crossing is θ = arctan(

√
3

5 ).
From the domain-wall content of these bands, we see that the
lowest order on which these can in principle be connected
with H

q

f is the second order. However, the q-dependent
second-order terms cancel and we find q-dependent splitting
at third order. Figure 8 shows results of numerical perturbative
expansions at this point for a range of f values. We see that
there is splitting in the energy between q sectors appearing
at third order. Unlike the behavior at the off-resonant points
(Fig. 6) where the splitting is reduced at higher orders, here
it remains. This agrees with observations from the exact
numerics shown in Fig. 9 and discussed in Sec. V.

V. FULL DIAGONALIZATION OF SMALL SYSTEMS

For small systems we can examine the maximum splitting
between q sectors over a range of values of θ and f by fully
diagonalizing the Hamiltonian. We can do this directly in each

q sector using the domain-wall picture discussed in Sec. II C.
Figure 9 shows a plot of the maximum splittings between the
q = 0 and q = 1 sectors for an N = 3 system with L = 9
(note that the q = 1 and q = 2 sectors are exactly degenerate
due to the dihedral symmetry described in Sec. II D). In each
q sector, the energy levels have been ordered and we have
plotted the maximal absolute difference between eigenvalues
at the same position in this ordering.

It is clear from Fig. 9 that the largest splitting between
sectors occurs around the θ = 0 point. This can be attributed
to the first-order processes occurring at resonance points here,
which are discussed in detail in Sec. IV B. For larger f , we see
other branches of splittings emerge. These can be attributed
to third-, fourth-, and fifth-order processes occurring at the

FIG. 8. The maximum differences between q = 1 and q = 0
sectors of the estimates from nth-order degenerate perturbation theory
for a range of values of the perturbing parameter f . This is for the
fifth and sixth excited bands for a chain of length L = 8 with N = 3
and with chiral parameter θ = arctan(

√
3

5 ). The dashed lines show f n

and act as a guide. The degenerate space from which we perturb here
has dimension 56.

235127-12



PARAFERMIONIC CLOCK MODELS AND QUANTUM RESONANCE PHYSICAL REVIEW B 95, 235127 (2017)

FIG. 9. Plot of the maximum energy splitting between the q =
0 and q = 1 sectors for a chain of length L = 9 with N = 3.
Results obtained using exact diagonalization where each data point
corresponds to maximum difference between all 6561 eigenvalues in
the q = 0 and q = 1 sectors.

resonance points indicated in Fig. 3. While there are many
resonance points at θ = π

6 , these do not result in any splitting
between the sectors. This is because the bands crossing here
have the same total domain-wall angle. This is examined in
more detail in Sec. VI A. Away from resonance points, we see
that there is very little splitting (especially at low f ). This is
consistent with the perturbation theory results for off-resonant
θ in Sec. IV A. Some splitting does appear at larger f even
away from resonances, but this can be ascribed to finite size
effects, which allow for q-dependent perturbative processes at
order f L.

VI. ANTIRESONANCE AND HIDDEN ZERO MODES IN
THE Z3 AND Z4 MODELS

In previous sections, we outlined why for N -prime, finite
chain length L, sufficiently small f and at generic values of
the chiral parameter θ , we observe that the energy splitting
between q sectors decays exponentially as the length of
the chain is increased. We were also able to show that the
regions where this f L splitting is observed become vanishingly
small as L gets larger, and hence there is typically no strong
zero mode in the thermodynamic limit. We also showed that
strong zero modes do not typically exist anywhere if N is
composite, owing to q-dependent terms appearing at very low
orders between bands that are everywhere degenerate in the
unperturbed limit.

In this section, we outline counter-examples where these
general observations do not hold. The first case is for the region
around θ = π

6 of the N = 3 model, which was previously
noted in Ref. [3] as being the most likely region to support
strong zero modes. We show below that, despite the presence
of prominent resonance points at θ = π

6 (see Fig. 1), these do
not result in any q-dependent power-law energy splitting. This
fact, coupled to the knowledge that N in this case is prime,
allows us to argue that a region δθ about this point is also
degenerate to order f L, but that the size of this stable region

FIG. 10. Domain-wall excitation energies at N = 3 and θ = π

6
are equally spaced.

decreases as δθ ∼ 1/
√

3L. We go on to show that there are
in fact additional values of θ where the resonance points do
not result in any q-dependent power-law splitting. However,
these are less prominent and have a smaller surrounding stable
region than for θ = π

6 .
The second case is the θ = nπ

2 points of the N = 4 model.
These θ values are also prominent resonant points (see Fig. 1),
but are actually exactly solvable; mappable to two uncoupled
Majorana chains. Although the case for strong modes in this
scenario is nonperturbative, because the N = 4 system is
composite, we actually see that the degeneracy away from this
point is broken at low orders of f and so the parafermionic
strong zero modes can only exist exactly at the special point
i.e., δθ = 0. We make the case, however, that there exist hidden
topological zero modes between some of the q sectors and
write down what these modes look like in position space using
an iterative approach similar to that employed in Ref. [1].

A. The Z3 system in the vicinity of θ = π/6

The θ = π
6 point at N = 3 is unique for odd N in that the

single domain-wall energies at this point are equally spaced,
see Fig. 10. This property is quite powerful as it is one of the
main ingredients in showing the exact solvability and N -fold
degeneracy of a class of ZN models studied in Ref. [12]. In
particular, the so called super-integrable point of the N = 3
model also occurs at θ = π

6 , but in addition has φ = π
6 .

On a perturbative level this precise match-up between
domain-wall excitation energies is also very important because
it brings together states (in energy) that can only be connected
by total domain-wall angle [see (24)] preserving terms. This
means that the quadratic bulk terms H

q

fb
in (19) can quite easily

map between states in the two bands (even on the first order)
but that terms that break this total domain-wall angle [those
from H

q

fe
from (19)] must occur in total domain-wall angle

preserving pairs. As a consequence the qualitative behavior of
the PT at this point is identical to that of the off-resonant PT
discussed in Sec. IV A.

As additional evidence for this claim we note that the
effective Hamiltonians generated within the degenerate sub-
space are q-independent up to the third order, when using
Soliverez’s [36] symmetrized perturbative expansion. Further
numerical evidence is provided in Fig. 11 where we note
that, identical to the off-resonant cases, the q dependency
becomes progressively smaller (in a manner consistent with
a topological degeneracy) as we include more orders in the
expansion.
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FIG. 11. The maximum differences between q = 0 and q = 1
sectors of the estimates from nth-order degenerate perturbation theory
for a range of values of the perturbing parameter f . This is for the
second and third excited bands for a chain of length L = 8 with
N = 3 and with the chiral parameter set to the prominent resonance
point at θ = π

6 . The dashed lines show f n and act as a guide. The
degenerate space from which we perturb here has dimension 28.

For finite L, there is a substantial region around the θ = π
6

point which can contain exact zero modes, since the resonance
points, which break the degeneracy only approach θ = π

6
slowly with increasing L, see Figs. 4 and 9. The resonances
near θ = π

6 also occur at high energy (in the middle of the
spectrum) and at high orders in f . It is therefore likely that
even in the thermodynamic limit, there will be many states,
even states with finite energy density, for which the topological
degeneracy is preserved to extremely good approximation. We
should also mention here that the perturbation theory and exact
diagonalization give the same qualitative results regardless of
value chosen for the other chiral parameter φ. This suggests
that strong zero modes exist all along the θ = π

6 line. Note
that their existence is not dependent on the superintegra-
bility at θ = π/6 as this occurs only at the point (θ,φ) =
(π

6 , π
6 ).

We can find other so-called antiresonance points where
bands with the same total domain-wall angle cross and thus
no q-dependent splitting results. This is illustrated in Fig. 4
where the antiresonance points are shown in red. These points
though are not as prominent as the point at θ = π

6 because
(1) the bands are not as well separated and thus perturbative
arguments are only valid for very small f and (2) the distance
to surrounding resonance points is much smaller meaning the
stable region in the vicinity of these points is also much smaller.

To find the locations of the antiresonances analytically, we
first write the single domain wall energies εi for i > 0 in the
form εi = ε0 + miδ, where {mi} are integers and δ is a real
number. Using equation (27), we find that at a resonance point
described by vector �c we have

∑
i ciεi = 0 which implies

that ∑
i>0

cimi = 0. (43)

The total domain-wall angle (24) of a band described by vector
�a is p�a = ∑

i iai (mod N ). At resonance points where both

bands have the same domain-wall angle,∑
i

ici (mod N ) = 0 (44)

must hold. While (43) and (44) are valid for all N when N = 3,
they lead to the straightforward condition that m1 + m2 =
0 (mod 3). Using the expression for the single domain-wall
energies from (23), we find that for a given {mi} satisfying
this constraint the resonance point can be found at θ =
arctan (

√
3(m1−m2)
m1+m2

) (assuming the system is sufficiently large).
For example, the simplest solution (m1,m2) = (2,1) corre-

sponds to the θ = π
6 point. Another solution (m1,m2) = (5,4)

gives θ = arctan ( 1
3
√

3
), which corresponds to the line of

n�c = 10 resonance points on the left side of Fig. 3. From
the exact numerics shown in Fig. 9, we see that there is indeed
no apparent splitting in the vicinity of this point, while there
is for the other line of n�c = 10 resonance points on the right
side of the figure.

B. The Z4 system

Let us first show how the N = 4 model can be written
as a spin ladder that decouples into two spin- 1

2 chains when
θ = nπ

2 and φ = mπ for integer n,m. At these special points,
the resulting model can be solved exactly (for all f ). To see
how this comes about, we first introduce the local unitary
transformation ξ , which permutes the third and fourth clock
states. We write this as an operator on C4 = C2

u ⊗ C2
d as

follows:

ξ = 1
2

(
I + σx

d − σ z
uσ x

d + σ z
u

)
,

where we have introduced two copies of the Pauli matrices (up
and down). The operator ξ satisfies the following properties:

ξσξ † =
(

1 + i

2

)
σ z

u +
(

1 − i

2

)
σ z

d ,

(45)

ξτξ † = 1

2

(
σx

u + σx
d

) + i

2

(
σ z

uσ
y

d − σy
u σ z

d

)
.

Thus after applying the unitary operator � = ∏L
i=1 ξi , the N =

4 Hamiltonian takes the following form:

�(HJ + Hf )�† = −J cos(θ )
L−1∑
i=1

(
σ z

i,uσ
z
i+1,u + σ z

i,dσ
z
i+1,d

)

− J sin(θ )
L−1∑
i=1

(
σ z

i,uσ
z
i+1,d − σ z

i+1,uσ
z
i,d

)

− f cos(φ)
L∑

i=1

(
σx

i,u + σx
i,d

)

− f sin(φ)
L∑

i=1

(
σ

y

i,uσ
z
i,d − σ z

i,uσ
y

i,d

)
. (46)

Setting θ = nπ
2 and φ = mπ , we see that many of the terms

vanish and we end up with two decoupled chains. For
θ = nπ , these are transverse Ising chains on the legs of the
ladder, whereas for θ = nπ + π

2 they are zigzag chains with
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1 2 3 L-2 L-1 L

FIG. 12. The Z4 model decouples into two decoupled spin- 1
2

chains when θ = nπ

2 and φ = mπ . For θ = nπ , these are transverse
Ising chains defined on the legs (solid black lines), whereas for
θ = nπ + π

2 these are zigzag chains with opposite signs, depicted
here with blue and grey dashed lines.

alternating ferromagnetic and antiferromagnetic couplings.
This structure is shown in Fig. 12.

When the system can be written as decoupled spin- 1
2

chains (for θ = nπ
2 and φ = mπ ), there is an exact fourfold

degeneracy and we expect there to be exact parafermionic
zero modes. Here we explore the case where θ = 0 and write
expressions for these in terms of the fermionic zero modes of
the decoupled chains. Analogous constructions are possible
for other special points. Starting with the zero modes for the
two Ising chains, the resulting parafermionic zero modes:

αL = 1√
2

(
ei π

4 αu
L − e−i π

4 αd
L

)
,

(47)

αR = 1√
2

(
αu

R Q2 − iαd
R

)
T ,

where the operators α
u/d

L/R are Majorana zero modes acting at
the left- and right-hand edges of the upper and lower Ising
chains. The operator

T = 1

2

L∏
i=1

(
Ii + σ z

i,uσ
z
i,d + σx

i,uσ
x
i,d + σ

y

i,uσ
y

i,d

)
(48)

exchanges the states between upper and lower chains and
satisfies

T αu
L/R = αd

L/RT . (49)

Using the anticommutation relations of the fermionic zero
modes (note that zero modes on different chains commute),
and the fact that

Q = T Pd = PuT =⇒ Q2 = PuPd, Q2T = T Q2, (50)

where Pd = ∏
i σ

x
i,d and Pu = ∏

i σ
x
i,u are the Z2 symmetry

operators (or fermionic parity operators) of the upper and lower
chains, one may check directly that the αL and αR given above
satisfy the correct parafermionic relations (6), in this case,
α4

L = α4
R = 1 and αLαR = −iαRαL.

Stability and hidden zero modes

As N = 4 is composite, there are bands which are every-
where degenerate and this should allow them to be split in a
q-dependent fashion for generic θ . The special points above
are an exception to this, but once we move away from these, we
expect to rapidly loose the strong zero-mode protection, see
Sec. III. This is clear from Fig. 13, where we show the maximal
energy splitting between q sectors for all energy levels as a
function of θ , for a small finite system. Away from the θ = 0,
there is generically splitting between all q sectors that differ
by 1 or 3. Figure 14 shows the splitting as a function of f

FIG. 13. Maximal energy splitting between q sectors at N = 4
as a function of θ (for φ = 0). The maximum is taken over the entire
spectrum (obtained by exact diagonalization), for an L = 8 chain
with f = 0.01.

at each order of perturbation theory for two such everywhere
degenerate bands of a seven-site system. This figure clearly
demonstrates that there are third-order processes, which split
the degeneracy between q sectors and that this splitting does
not disappear as higher-order terms are added.

For q sectors that differ by 2, there is no splitting observed
at generic θ . The absence of splitting between the q = 1 and
q = 3 sectors is explained by the dihedral symmetry discussed
in Sec. II D (which is present since we set φ = 0). However,
between the q = 0 and q = 2 sectors there is splitting around
the most prominent resonance points (cf. Fig. 2), but behavior
consistent with exact degeneracy away from these points.

The fact that the sectors with �q = 2 are not generally
split points to the survival of order two zero-mode operators
related to α2

L and α2
R . To see this, note that whenever we

FIG. 14. The maximum differences between q = 1 and q = 0
sectors of the estimates from nth-order degenerate perturbation theory
for a range of values of the perturbing parameter f . This is for the
eighth and ninth excited bands for a chain of length L = 7 with N = 4
and with chiral parameter θ = 0.2. The dashed lines show f n and act
as a guide. The degenerate space from which we perturb here has
dimension 90.
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have a ZN parafermionic zero mode such that N is even,
then the operator � = �(N/2) is a zero mode with �2 = 1 and
�Q = −Q�. Considering the two sides of the chain, we also
note that �L�R = (−1)N/2�R�L, so � is a fermionic mode
if N/2 is odd. If N/2 is even, as is the case here, then �

is bosonic, but its existence nevertheless requires order two
degeneracy throughout the spectrum, as it anticommutes with
Q. At θ = 0, we can immediately write �L = (αL)2 = αu

Lαd
L

and �R = for any f . Away from θ = 0, the parafermionic
zero modes no longer exist but the mode � may survive. We
can attempt to construct it using an iterative technique similar
to that used in Ref. [2] which yields a power series expansion
in the parameter f/J . We write

�(θ ) =
∞∑

p=0

(
f

J

)p

�(p)(θ ) (51)

and require that

[�,H ] = [�(0),H0]

+
∞∑

m=1

(
f

J

)m

([�(m−1),V ] + [�(m),H0]) = 0,

(52)

where H0 = HJ /J and V = Hf /f . We can now determine
�(n) from �(n−1), determining the entire series from �(0),
by requiring that [�(m),H0] = −[�(m−1),V ]. Taking �(0) =
σ z

1,uσ
z
1,d (which is clearly correct at θ = 0), we obtain, to first

order in f

J
,

� = σ z
1,uσ

z
1,d + f

J

σx
1,u

cos(2θ )

(
cos(θ )σ z

d,1σ
z
u,2 − sin(θ )σ z

d,1σ
z
d,2

)

+ f

J

σx
1,d

cos(2θ )

(
cos(θ )σ z

u,1σ
z
d,2 + sin(θ )σ z

u,1σ
z
u,2

)
. (53)

The number of terms on the right-hand side grows fast with the
order of approximation. For example, �(2) involves terms with
products of the operators σx

u/d,1/2 and σ z
u/d,1/2/3 and we spare

the reader the explicit expression. We do not know whether the
operator � is generically normalizable. However, it is clear that
even at first order, there are singularities in the expansion. We
note that the cos(2θ ) in the numerator of �(1) becomes zero
precisely at the resonance point θ = π/4 where there is indeed
q-dependent splitting of the degeneracy at first order in f (this
is prominently visible in Fig. 13). We expect that, similarly to
the parafermionic mode at N = 3, the zero-mode � at N = 4
has an expansion to arbitrarily high orders at generic θ , which
may work well in finite systems but which will have a radius
of convergence equal to zero at all θ in the L → ∞ limit.

VII. CONCLUSIONS AND OUTLOOK

In this work, we looked into the presence of strong zero
modes in ZN parafermionic chain models. We did this through
a detailed study of topological degeneracies in the entire energy
spectra of these models, a necessary condition for strong zero
modes. When N > 2 is prime, and in particular when N = 3,
the introduction of a chiral parameter θ can lead to regions
where the necessary degeneracy exists, and is of order f L.
However, in the thermodynamic limit, resonance points where

bands of the unperturbed model cross become dense on the
θ axis and break the degeneracy at a lower order, at least in
states, which are nearby in energy. However, not all resonance
points result in splitting of the energy and we find so-called
“antiresonance” points where no such splitting occurs. These
are found where bands with the same total domain-wall angle
cross. A prominent example of this for N = 3 is at θ = π

6 .
While there are many other antiresonance points for N = 3,
the point at θ = π

6 is particularly interesting because the energy
difference between bands here remains of order J as L → ∞.
This suggests that strong zero modes could persist at this point.
It would be interesting to further explore the existence and
structure of these modes using iterative methods similar to
those employed in Refs. [1,18] and numerical methods similar
to those discussed in Ref. [43]. For N = 4, antiresonance
points are found at the achiral points. Here the model is exactly
solvable and expressions for the parafermionic zero modes
were derived.

Our approach includes the introduction of a basis of
domain-wall states which are also eigenstates of the topo-
logical symmetry Q. This enables us to write the Hamiltonian
directly in each q sector and to isolate the q-dependent terms on
the end of the chain. We used this to show directly that there can
be no first or second-order processes splitting the degeneracy
between q sectors at off-resonant points for general N , and
none at third order for N = 3. Using numerical perturbation
theory methods, we were able to show for accessible prime
N > 2 (notably N = 3) that at off-resonant points, there is
no splitting between q sectors on orders less than the chain
length. We were also able to numerically pick out the order
at which the degeneracy is split at particular resonance points,
obtaining results consistent with a lower bound for the order of
splitting, given in Eq. (42). We showed that by excluding the
unlinked processes responsible for q-dependent splitting in the
perturbative expansions, the perturbative approximations still
converge to the exact values. While it is not clear a priori that
this is a valid perturbative expansion, it nevertheless shows that
the unlinked processes cancel to the order of approximation
that we have calculated, and we expect this to continue at
higher orders.

We also showed that when N is not prime, there is
qualitatively different behaviour resulting from pairs of bands
which remain degenerate for all values of θ . This causes
energy splitting at fixed order over the entire θ axis (bar some
exceptional points). Hence there are generically no strong
parafermionic zero modes when N is not prime. However,
at special values of N and θ , strong parafermionic zero modes
do occur. In particular, this is the case at N = 4 and θ = mπ

2 .
These points are special as the model can be rewritten as
a pair of Ising chains and solved exactly for all f and J .
The N = 4 model also has interesting features away from the
special θ values. For example, despite its lack of parafermionic
zero modes it does feature a bosonic zero mode, which again
has convergence issues at resonance points, but only at those
resonance points which involve pairs of bands which are not
everywhere degenerate.

Another aspect of this work is the analysis of symmetries
from Sec. II D. When θ is a multiple of π

N
and φ = 0, the

models have both a conjugation (time reversal) and a spatial
parity symmetry. For general θ , but still at φ = 0, these are

235127-16



PARAFERMIONIC CLOCK MODELS AND QUANTUM RESONANCE PHYSICAL REVIEW B 95, 235127 (2017)

no longer symmetries individually but their product is still
a symmetry, which does not commute with Q. This gives
us the non-Abelian dihedral group as a symmetry. From the
representation theory of this group, we can determine that (at
φ = 0), the q and N − q sectors are exactly degenerate for
each N .

A natural direction for further work is to characterize the
energy scales below which degeneracies can persist in the
thermodynamic limit as a function of θ . A look at Fig. 4,
which shows the resonance points for an L = 30 chain, shows
clearly that the lowest energy at which a resonance point can be
found varies considerably with θ . In fact even at this relatively
large size, there are still considerable windows without any
resonance points around θ = 0, θ = π

6 , and a number of other
prominent resonance points. We have shown that the window
around the θ = π

6 point closes as δθ ∼ 1√
3L

and that the order
of the processes that can cause splitting at the closest resonance
point increases linearly with L. It would be interesting to see
if this is a particular feature of the θ = π

6 point or if similar
behavior is observed around other antiresonance points.

Another natural question is how widely the influence of a
particular resonance extends along the θ axis. In other words,
how far from the resonance point can we expect appreciable
q-dependent splitting and how does this length scale on the
θ -axis scale with L? In Ref. [3], the scaling behavior of the
energy splitting for the lowest states of the first excited band
around θ = 0 was explored numerically. It was found that
the width of the region of influence around this particular
resonance point decays rapidly with L, which suggests that
similar behavior might be observed at other resonance points.
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APPENDIX A: SCALING OF RESONANCE
FREE WINDOWS

We now give arguments for the statements about the
resonance density Sec. III D. In order to have a resonance
at a particular value of θ , we must find integers c0 . . . cN−1

satisfying the constraints (28) and Eq. (32). Rewriting (32),
we get

�(z)/�(z) = tan(π/2 − θ ). (A1)

We can write the left hand side explicitly in terms of the
integers ci . We do this explicitly for N = 3 and N = 4,

�(z)/�(z) = (2c0 − c1 − c2)/(
√

3(c1 − c2)) (for N = 3)
(A2)

�(z)/�(z) = (c0 − c2)/(c1 − c3) (for N = 4).

We see that if there is a resonance at θ , then, for N =
3, α3(θ ) = √

3 tan(π/2 − θ ) is rational, while for N = 4,
α4(θ ) = tan(π/2 − θ ) is rational.

We can now turn this around and look for a resonance close
to some angle θ . This comes down to rational approximation,
with some constraints on the ci coming from (28). To be
precise, we are trying to find ci such that

(2c0 − c1 − c2)/(c1 − c2) ≈ α3(θ ) (for N = 3),
(A3)

(c0 − c2)/(c1 − c3) ≈ α4(θ ) (for N = 4).

We first consider the case where θ is itself a resonant point.
In this case, α3 (or α4) is rational. Consider approximating a
rational number α = r/s by a rational p/q which does not
equal α. We have |α − p/q| = |rq − sp|/|sq|. Since this is
not zero, we know that |rq − sp| � 1 (since it is positive,
integer and nonzero). Hence

|α − p/q| � 1/|sq| (A4)

and we see that the distance from α to the nearest rational of
denominator q is of order 1/|q|. (We have shown the distance
is larger than 1/|sq| and it is easy to see that it must be smaller
than or equal to 1/|q|.) We then see that the nearest resonance
with given denominator q (q = c1 − c2 for N = 3 and q =
c1 − c3 for N = 4) will be at a distance of at least 1/|sNq|
in α space, where sN is the denominator of αN so distance
1/|s3(c1 − c2)| for N = 3 and distance 1/|s4(c1 − c3)| for N =
4. The real distance may be a little larger as we did not take
the constraints (28) on the ci into account. Also to get the
distance in θ space, we have to rescale the distance in α space
by the derivative of the relation between α and θ (for small
distances), but this is approximately just a constant factor near
any given θ .

To relate this result to L, note that if we want a resonance
within distance δ from α then we need, for N = 3, that
δ > 1/|s3(c1 − c2)|, or for N = 4 that δ > 1/|s4(c1 − c3)|.
However, since |ci − cj | � 2(L − 1) (for any i,j ) we then
see that we cannot have resonances with δ < 1/(2(L − 1)s3)
for N = 3, or with δ < 1/(2(L − 1)s4) for N = 4. This gives
us resonance free windows of size proportional to 1/s(L − 1),
which exist around all resonances, with larger windows around
low-order resonances with smaller denominator s.

We can also consider finding a resonance near some θ

which is not itself resonant. In this case we have to still
approximate α3 or α4 by rationals, but now α3 and α4 are
irrational. Hurwitz’s theorem [45] now guarantees that, for any
irrational number α, there are infinitely many pairs of relatively
prime integers p,q such that |α − p/q| < 1/(

√
5q2). In other

words, for irrational numbers, we can expect a rational with
denominator q within a distance 1/(

√
5q2), at least for some

infinite series of special values of q. Hence we can never
get a resonance free window around an irrational point α

whose width scales to zero more slowly than 1/L2. Since
the window widths around resonances scale as 1/L, these
are by far the dominant gaps in the resonance spectrum at
large L.

Finally, we consider the location of the resonance at a given
energy E, which is nearest to the resonance at α. The energy
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of a band with ai domain walls of type i is

E(�a) = (L − 1)εmin +
N−1∑
p=0

ap(εp − εmin),

where εp = −2J cos(θ + 2πp

N
) and εmin is the minimum of the

εp (we have εmin = ε0 for − π
2N

< θ < π
2N

). Note that (εp −
εmin) � 0 for all p. A resonance occurs when E(�a) = E(�b) for
two bands with domain wall numbers �a and �b and the ci for
the resonance are then given by �c = �a − �b. For given �c we can
conclude that

2(E(�a) − E0) �
N−1∑
p=0

|cp|(εi − εmin).

Here we have written E0 for the unperturbed ground state
energy, i.e., E0 = (L − 1)εmin. For N = 3, any resonance near
α must occur at a distance (in α space) of δ > 1/|s(c1 − c2)|,
where s is the denominator of α, so we see that |c1 − c2| >

1/(sδ). From this, we see that max{|c1|,|c2|} � 1/(2sδ). If
m ∈ {1,2} is the index of max{|c1|,|c2|}, then it follows that

Eres − E0 � 1

2
|cm|(εm − εmin) � (εm − εmin)

4sδ
.

so we see that there is a lower bound on the energy of
neighboring resonance points, with the energy at distance δ

bounded away from E0 by at least (εm−εmin)
4s

1
δ
. Alternatively,

we may say that a resonance with energy Eres must lie at a
distance satisfying

δ � εm − εmin

4s(Eres − E0)
.

The general feature that we observe is that the closest
resonance at energy E adjacent to the resonance at α is at
least at a distance from α proportional to (E − E0)−1, with
the proportionality constant being smaller if α itself is of high
order (as in that case s will be larger). A similar result can also
be derived for N = 4.

APPENDIX B: DEGENERATE PERTURBATION THEORY
FORMALISM

In this appendix, we outline some details of the Raleigh-
Schrödinger degenerate perturbative expansions that are used
in this work. For further details and full derivations, con-
sult Refs. [31–35].

We consider Hamiltonians of the form H = H0 + λV ,
where H0 is the unperturbed part, and λV the perturbation. We
focus on an eigenspace of H0 with energy E0. The projector
onto this eigenspace is written P0 and we write Q0 = 1 − P0

for its complement. We also define the operator a = E0 − H0,
which gives the difference between the unperturbed energy of
the chosen eigenspace and the unperturbed energy of the state
on which we apply it.

We use the version of the formalism developed by Bloch
[32]. Here, the eigenvalues of H , which reduce to E0 as λ → 0
are approximated to order λn by the eigenvalues of an effective
Hamiltonian

H eff(n) = P0H0P0 +
n−1∑
j=0

P0λ
j+1VU (j ).

Note that this acts nontrivially only on the chosen eigenspace
of H0. The U (j ) are given by U (0) = P0 and for j > 0,

U (j ) =
(j )∑
�k

Sk1V Sk2V . . . V Skj V P0,

where
∑(j )

�k is a sum over all sets of non-negative integers
k1,k2, . . . ,kj satisfying the conditions

k1 +k2 + · · · + kp � p (p = 1,2, . . . ,j − 1)

k1 +k2 + · · · + kj = j,

and the Sk are given by

Sk =
{−P0 if k = 0

Q0
ak if k � 1

. (B1)

All these expressions are slightly modified from earlier work
by Kato [31] who showed that the expansion converges
absolutely when ||λV || < �0(E0)/2, where �0(E0) is the
distance from E0 to the nearest eigenvalue E �= E0 of H0.

The U (j ) can be efficiently calculated using U (0) = P0 and
the recurrence relation

U (j ) = Q0

a

(
VU (j−1) −

j−1∑
k=1

U (k)VU (j−k−1)

)
.

To fourth order, the explicit effective Hamiltonian is

H eff(4) = P0(H0 + λV )P0 + λ2P0V
Q0

a
V P0 + λ3

(
P0V

Q0

a
V

Q0

a
V P0 − P0V

Q0

a2
V P0V P0

)

+ λ4

(
P0V

Q0

a
V

Q0

a
V

Q0

a
V P0 − P0V

Q0

a2
V

Q0

a
V P0V P0 − P0V

Q0

a
V

Q0

a2
V P0V P0 + P0V

Q0

a3
V P0V P0V P0

)
.

(B2)

Up to order λn, the eigenvectors of H eff(n) in the E0 eigenspace
of H0 are the projections of the corresponding eigenvectors
of H to this eigenspace. While the eigenvalues of H are

orthogonal, their projection onto the E0 eigenspace of H0 need
not be. This is reflected by the fact that H eff(n) is typically not
Hermitian for n � 3.
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APPENDIX C: VANISHING OF THIRD- AND
HIGHER-ORDER CORRECTIONS IN OFF-RESONANT

PERTURBATION THEORY

Here we look at the third- and higher-order pertubative
expansions at off-resonant points. We first talk about how at
orders n � 2 the choice of expansion used becomes important.
Following this we show a specific example of a third-order
processes that leads to q-dependent matrix elements when
using Bloch’s expansion. Next, we show that any q-dependent
third-order processes supported at nonoverlapping positions
cancel. Finally, we consider the third order processes at over-
lapping positions and show that using Soliverez’s expansion
these cancel in the specific case mentioned earlier, and using
numerics cancel in general for N = 3.

1. Different perturbative expansions

An additional complicating issue, which appears in de-
generate perturbation theory, is that there is no canonical
choice of perturbation series. In fact there are multiple
perturbation series, which converge to the same limit (when
they converge), but which can differ from each other at any
finite order by higher-order contributions. For example, in our
numerical examinations we use the expansion by Bloch [32],
which involves diagonalising effective Hamiltonians, which
are completely q-independent to second order in f but which
do depend on q at order f 3 and onward. On the other hand, the
effective Hamiltonians in the expansion by Kato [31] (of which
Bloch’s is a modification) actually have q-dependent terms
already at order f 2, despite the fact that the two expansions
converge to the same limit. Another expansion by Soliverez
[36] also has eigenvalues which converge to the same limit,
but has effective Hamiltonians which are independent of q to
order f 3. This means in particular that there is no q-dependent
energy splitting up to order f 3, despite the fact that the Kato
and Bloch effective Hamiltonians already depend on q at this
order. Unfortunately, the Hamiltonians in Soliverez’ expansion
also become q-dependent from the next order up. While it may
be possible to devise a perturbation scheme tailor made for
this problem which has an explicitly q-independent effective
Hamiltonian up to order f L−1 we will not pursue this here.

2. Specific example

First of all, let us show explicitly that the effective Hamil-
tonian H eff(3) has nonzero q-dependent matrix elements. For
small θ �= 0, we consider the first band above the ground state
consisting of states |1x〉q . Within this band, H eff(3) connects
the states |12〉 and |1L−1〉, which host domain walls on the
second and last sites, respectively. The terms in H eff(3), which
connect these states must involve the operators α1, α

†
1α2 and

α
†
L−1 from H

q

f . These can potentially appear in the third-order
terms of H eff(3) in six possible permutations. Applying each of
these permutations we find, up to multiplication by an overall
factor of ωqf 3e3iφ ,

|12〉
α1−→ |(N−1)112〉

α
†
1α2−−→ |∅〉 α

†
L−1−−→ |1L−1〉,

|12〉
α1−→ |(N−1)112〉

α
†
L−1−−→ |(N−1)1121L−1〉

α
†
1α2−−→ |1L−1〉,

|12〉
α
†
1α2−−→ |11〉

α1−→ |∅〉 α
†
L−1−−→ |1L−1〉,

|12〉
α
†
1α2−−→ |11〉

α
†
L−1−−→ |111L−1〉

α1−→ |1L−1〉,

|12〉
α
†
L−1−−→ |121L−1〉

α1−→ |(N−1)1121L−1〉
α
†
1α2−−→ |1L−1〉,

|12〉
α
†
L−1−−→ |121L−1〉

α
†
1α2−−→ |111L−1〉

α1−→ |1L−1〉. (C1)

We now see that the processes on the third and fourth lines here
do not actually lead to terms in H eff(3). This is because |11〉 is
in the same band b as the initial and final states and is thus
projected out by the Q0 operator. In terms of the domain-wall
energies εd in (23), we then find

〈12|H eff(3)|1L−1〉
ωqf 3e3iφ

= 1

ε0−εN−1

(
1

ε1−ε0
+ 1

2ε0−ε1−εN−1

)

+ 1

ε0−ε1

(
1

2ε0−ε1−εN−1
+ 1

ε0−ε1

)

= 1

(ε0−ε1)2
,

which shows that H eff(3) has at least one element that depends
on q. We will comment on more general analytical calculation
of q-dependent matrix elements of effective Hamiltonians in
the next section.

3. General arguments for the absence of splitting

All of the perturbative schemes mentioned in Sec. C 1
involve the evaluation of the matrix elements of a characteristic
set of operators at each order. For example, at third order, the
following operators play a role

O11 = P0H
q

f

Q0

E0 − H0
H

q

f

Q0

E0 − H0
H

q

f P0,

O20 = P0H
q

f

Q0

(E0 − H0)2
H

q

f P0H
q

f P0, (C2)

O02 = P0H
q

f P0H
q

f

Q0

(E0 − H0)2
H

q

f P0.

At order n, we have operators Op1...pn−1 containing n − 1
factors (E0 − H0)−pi with pi � 0 and

∑
pi = n − 1. The

matrix elements of these operators are built from the various
terms in H

q

f . Each occurrence of H
q

f may be replaced by

either α1, αL−1 or α
†
xαx+1 or their complex conjugates, with

the appropriate prefactor from Eq. (34). We can ignore the
prefactors for now and note that the αx have matrix elements
which can only take the values 0 and 1.

a. Nonoverlaping positions

If we take three terms from H
q

f which are supported

at nonoverlapping positions (for example α1, α
†
L−1 and

α
†
xαx+1 with 2 � x � L − 3) then it is easy to calculate the

corresponding contributions to the matrix elements of all three
operators above. Applying each of the three operators causes
a change in the energy, let’s call these energy differences
a, b and c, so for instance we may have the situation that
applying α1 to a state with energy E gives a state with energy
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E + a, subsequently applying α
†
xαx+1 to the state will give

an energy E + a + b and finally applying α
†
L−1 gives energy

E + a + b + c. We can only get a nonzero matrix element
if the final state is in the same band as the initial state,
which means we must require a + b + c = 0. Assuming that
a �= 0 and a + b �= 0, this set of operators will only give a
contribution to O11 and this will be equal to 1

a(a+b) up to
the appropriate factors from Eq. (34). However, the triple of
operators corresponding to the energy changes by a, b and
c can occur in 6 different orders. If a, b, and c (and hence
also a + b, a + c, and b + c) are all nonzero, there are 6
corresponding contributions to any matrix element of O11.
These all cancel, since

1

a(a + b)
+ 1

a(a + c)
+ 1

b(a + b)
+ 1

b(b + c)
+ 1

c(a + c)

+ 1

c(b + c)
= a + b + c

abc
, (C3)

which vanishes, since we know that a + b + c = 0. Similar
identities that make many contributions to the matrix elements
of the operators O11...1, which occur at higher orders, vanish.

If one of the energy differences a, b, or c equals zero,
the contribution to the corresponding matrix element of O11

no longer vanishes, but can in principle be canceled by
contributions to the matrix elements of O02 or O20. For
example, if a = 0 then necessarily also b + c = 0 and there
are only two ways to produce a nonvanishing contribution to
O11, by adding energy according to the following steps:

E
+b→ E + b

+a→ E + b
+c→ E,

E
+c→ E − b

+a→ E − b
+b→ E.

These give a total contribution proportional to 2
b2 (or equally

2
c2 ). The other orders of adding the energy now yield contribu-
tions to O02 and O20. We find that these contributions are also
proportional to 2

b2 for O02 (from a + b + c and a + c + b)
and again proportional to 2

b2 for O20 (from b + c + a and
c + b + a), all with the same proportionality constants from
Eq. (34). Similarly, if b = 0 or c = 0, we find that all
operators get contributions proportional to 2

a2 . It is clear that

the contributions from O11, O02, and O20 can all cancel
each other, depending on how these operators appear in the
effective Hamiltonian. The Bloch Hamiltonian H eff(3) contains
the combination O11 − O20 and does not contain O02. We see
that the contributions we have been considering here all vanish.
The same is true for Soliverez’ third-order Hamiltonian,

H Sol(3)
q = 1

2

(
H eff(3)

q + (
H eff(3)

q

)†) = O11 − 1
2O20 − 1

2O02.

Again, the contributions from the Op1p2 cancel.

b. Overlaping positions

We see that, in order to have nonvanishing contributions, we
must take operators from H

q

f which have overlapping support,
that is, at least two of the operators form a “chain.” An example
is the triple α1, α†

1α2, αL, which we analyzed in Sec. C. In such
cases, the energy differences that appear depend on the order
of application of the operators and we showed already that
〈12|H eff(3)|1L−1〉 = (ε0 − ε1)−2 �= 0. We also noted during
the calculation that in this case 〈12|O20|1L−1〉 = 0. We can
also calculate 〈12|O02|1L−1〉, which appears in Soliverez’
Hamiltonian. We see that the third and fourth permutations
shown in Eq. (C1) give

〈12|O02|1L−1〉 = 1

(ε1 − ε0)2
+ 1

(ε0 − ε1)2
= 2

(ε1 − ε0)2
.

The contribution from O02 to Soliverez’ Hamiltonian thus
precisely cancels the contribution from O11 and this poten-
tially q-dependent matrix element is actually zero. One may
similarly show that all further potentially q-dependent matrix
elements of Soliverez’ third-order Hamiltonian are zero, in all
bands (assuming L � 3). This shows in particular that there is
no Q-dependent energy splitting in any band at order f 3, as
long as θ is not at a resonance point.

We should note that all results we have presented about
the absence of Q-dependent energy splitting at first, second,
and third orders in f are still valid if the coefficients f and
J are allowed to vary along the chain (assuming they remain
bounded away from zero). This is easy to see in retrospect. All
results on vanishing were obtained by showing cancelation
of contributions from sets of operators taken from H

q

f acting
in different orders but at fixed positions along the chain. The
cancelations are never dependent on any relationship between
coupling constants at different sites or links of the chain.
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