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We study the eigenstates of quantum systems with large Hilbert spaces, via their distribution of wave-function

amplitudes in a real-space basis. For single-particle “quantum billiards,” these real-space amplitudes are known
to have Gaussian distribution for chaotic systems. In this work, we formulate and address the corresponding
question for many-body lattice quantum systems. For integrable many-body systems, we examine the deviation
from Gaussianity and provide evidence that the distribution generically tends toward power-law behavior in
the limit of large sizes. We relate the deviation from Gaussianity to the entanglement content of many-body
eigenstates. For integrable billiards, we find several cases where the distribution has power-law tails.
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I. INTRODUCTION

Except for particularly simple systems, eigenstates of
quantum Hamiltonians are complex objects, described by
an exponentially large number of coefficients (amplitudes).
Energy eigenstates are constitutive to the formulation of quan-
tum mechanics. They are also essential in describing closed
quantum systems, e.g., in considerations of thermalization
[1-5]. Thus, one might reasonably regard the structure of
eigenstates, e.g., the statistical properties of amplitudes, as
being fundamental to our understanding of the quantum world.
Amplitude distributions have been studied for single-particle
(quantum billiard) systems [6—14]. However, little is known
about corresponding distributions for quantum many-body
Hamiltonians. In this work, we address distributions of co-
efficients (in the basis of real-space configurations), clarifying
in particular the consequences of integrability.

While it is difficult to find a universally accepted definition
of quantum integrability [15,16], we will refer to systems
with Poissonian level-spacing statistics (within a single sym-
metry sector) to be integrable or regular, and to those with
random-matrix statistics as nonintegrable or chaotic. This
distinction appears both in single-particle billiards [17,18] and
in many-body systems [19-30]. This operational definition is
inadequate in some situations, but will suffice for this work.
Many-body integrable systems include noninteracting (“free”)
fermions, free bosons, and systems solvable by Bethe ansatz.
Integrable quantum billiards are those whose correspond-
ing classical problems have as many independent conserved
quantities as degrees of freedom. Some further comments on
integrability are provided in Appendix A.

For quantum billiard systems, the distribution of real-space
amplitudes ¥ (X) = (X|v) of eigenstates has been studied both
for chaotic and for mixed systems [6—12,14,31]. In the chaotic
case the amplitude distribution is expected to be Gaussian for
almost all eigenstates (with some possible exceptions [32,33]).
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This follows from the conjecture that high-energy eigenstates
of chaotic billiards resemble random superpositions of many
plane waves leading to a Gaussian distribution by the central
limit theorem [7,34]. For single-particle systems, the particle
position is the natural basis in which to express the amplitudes.
In the many-body case, the choice of basis is less obvious, but a
direct generalization is the basis of many-body configurations
in real space. For lattice systems, this is also a widely used
basis for numerical diagonalization. Our study focuses on
coefficients in this basis.

For nonintegrable systems, we show that eigenstates away
from spectral edges have Gaussian coefficient distributions.
The resemblance to Gaussian form improves with increasing
deviation from integrability, and also improves systematically
with system size. For integrable many-body systems, there is
clear deviation from Gaussian shape. We provide evidence that
the distribution approaches a power law as the size is increased.
The convergence is extremely slow; a meaningful scaling
analysis could only be performed for free fermions, but data for
several integrable systems show the same trend. An analytic
argument is constructed for a toy model of distinguishable
particles, which accounts for the power-law form and the slow
convergence. The presented numerical data and arguments,
taken together, naturally lead to the conjecture that eigenstates
of integrable many-body systems generically have power-law
coefficient distributions in the large-size (“thermodynamic”)
limit. This conjecture is remarkable because “generic” results
are usually expected for chaotic rather than integrable systems.

We relate the coefficient distribution to the entanglement
entropy between two spatial partitions. We show that larger
deviations from Gaussian shape correlate strongly with low
entanglement and provide intuition for this correlation.

We also present some results for integrable quantum billiard
systems. Explicit calculation shows in a few cases that the
amplitude distributions have power-law tails. An extended
power-law region can appear when the regular eigenfunctions
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contain many inequivalent peaks. The feature is intriguing but
is not present in all integrable billiard systems.

This article is structured as follows. In Sec. II, we in-
troduce the many-body models and present a general study
of their coefficient distributions, highlighting the differences
between nonintegrable and integrable many-body systems,
the deviation from Gaussianity and the correlation of this
deviation with the entanglement entropy. In Sec. III, we focus
on integrable many-body systems, and provide numerical
evidence and argumentation supporting approach to power-law
behavior in the large-size limit. In Sec. IV, we consider several
single-particle quantum billiard systems and present results
on amplitude distributions for several integrable and weakly
nonintegrable billiards. Section V discusses the context and
some implications of our results. We provide additional data
and supporting discussions in the appendices.

II. MANY-BODY QUANTUM SYSTEMS

In this section, we introduce the many-body Hamiltonians
we use in this paper (Sec. IIA) and then present a general
overview of the coefficient distributions (Sec. IIB). The
distributions are close to Gaussian away from the spectral
edges in nonintegrable systems. They deviate significantly
from Gaussianity for many eigenstates in integrable systems,
and for eigenstates at the spectral edges in all systems. In
Sec. IIC we quantify the deviation from Gaussianity using
the Kullback-Leibler divergence and investigate the degree of
Gaussianity in various cases using this measure. We show
that, with increasing system size, resemblance to Gaussian
form improves for nonintegrable systems but deteriorates for
integrable systems.

A. Models

We consider the spin—% XXZ and Bose-Hubbard systems,
on finite one-dimensional (1D) chains. We use open boundary
conditions to avoid complications due to translation symmetry.
For the XXZ chain, a next-nearest-neighbor (NNN) coupling
breaks integrability:

L1 L—2
Hxxz = Z hiiv1 + A Z hiiva, (D
im1 i—2

where h; j = SFST + 5]S] + AS7S; (with spin-3 operators
§7*) and L is the number of sites. The NNN (second) term
excludes the coupling between sites 1 and 3, breaking reflection
symmetry for A # 0. We use A = 0.8 throughout this work.
The Bose-Hubbard chain is described by the Hamiltonian

L—1 L
Hey =Y (b[bigi + bl b))+ 1Y blblbibi, ()
i=1 i=1

where b; denotes the bosonic annihilation operator on site .
The number N; of “up” spins (XXZ) and the number of
bosons N, (Bose-Hubbard) are conserved quantities. We study
a single sector at a time, i.e., we fix (L, N4) or (L, Ny). The
Hilbert space dimensions are D = ( 15? ) for the XXZ chain and

D= (L+11\\]’:71 ) for the Bose-Hubbard system.

In both Hamiltonians (1) and (2), the second term breaks
integrability; the dimensionless parameter A controls proximity
to integrability. The two integrable (A = 0) Hamiltonians are
the nearest-neighbor XXZ Hamiltonian, which is integrable
by Bethe ansatz, and a chain of free (noninteracting) bosons,
which is integrable due to the absence of interactions. We will
present data mostly for A = 1 (typical nonintegrable case) and
A = 0 (integrable case).

In addition to the Hamiltonian classes (1) and (2), for our
detailed treatment of integrable systems we will also consider
a tight-binding system of Nt free fermions on an L-site chain,

Hpp = Z(Cjc,ur] + Cj+1ci) + Z V,‘CJ-LC,', 3)

subject to a weakly varying potential V; which leaves the
system integrable but avoids lattice symmetries. Here, c;
denotes the fermionic annihilation operator on site i. The
Hamiltonian conserves the fermion number Nf. The Hilbert
space dimension is D = ( 16( ).

B. Gaussian and non-Gaussian distributions

We are interested in the statistics of coefficients c}(/"‘) =
(¢, [Vre) Of the energy eigenstates [, ). The basis states {|¢, )}
are spatial configurations, i.e., eigenstates of the local operators

z i ot D 2
S; or b;b;. Normalization ensures that ), _, |c§,°‘)| =1 We

study distributions of z = |cy|\/5 (eigenstate indices « are
suppressed). These distributions P (z) then have unit variance,
which simplifies comparison between different sizes.

In Fig. 1 we show the distributions of coefficients of 250
eigenstates, taken from the edges and from the middle of
the spectra. States at the edge are special; they tend to be
nongeneric (“integrable-like”). In the coefficients this is mani-
fested by non-Gaussian distributions, regardless of whether the
system is integrable or not. For integrable many-body systems,
e.g., the XXZ chain with A = 0 [Fig. 1(b)] and other cases
shown later, the distribution is also markedly non-Gaussian
for eigenstates in the middle of the spectrum.

In contrast to the cases discussed above, for nonintegrable
systems (e.g., the XXZ chain with NNN coupling at A = 1),
the distribution of the coefficients of the eigenstate in the
middle of the spectrum has overall Gaussian behavior; see
Fig. 1(a). The same is valid for the Bose-Hubbard chain with

—— middle
—-—- lower

------ upper
---- Gauss

FIG. 1. (a) Amplitude distributions for nonintegrable XXZ chain,
with (L, Ny) = (17,8), A = 0.8, and A = 1. The distributions are
over 250 eigenstates in the middle (E =~ 0), at the lower edge, and at
the upper edge of the spectrum. The black dashed curve is the Gaussian
distribution with unit variance. The inset shows a magnification near
zero. (b) The same, for the integrable XXZ chain, with A = 0.
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A ~ 1 (not shown). A Gaussian P(z) is expected for complex
nonintegrable Hamiltonians; it is equivalent to the Porter-
Thomas distribution for |z|? in nuclear physics [35] and has
been assumed or tested for condensed-matter Hamiltonians,
e.g., in Refs. [36-39].

We observe a weak deviation from the Gaussian close to
zero (Fig. 1, inset). The small excess weight near z = 0 is
balanced at intermediate values of z; the distribution is lower
than the Gaussian at intermediate z and then overshoots the
Gaussian curve again at large z. The overall distribution thus
has higher kurtosis than the Gaussian, about 3.17 for the data
shownin Fig. 1(a). The deviation is characterized in some detail
in the following subsection.

C. Deviation from Gaussianity

We will now present a quantitative analysis of deviation
from “Gaussianity.” For this purpose, we use a commonly
used measure of the difference between two distributions,
namely the Kullback-Leibler divergence (KLD) [40]. The KLD
between P (z) and the standard Gaussian distribution P°(z) is

G * P(z)
DxL(P||P™) /0 P(z)In PO ) dz. 4
This quantity vanishes if P(z) is identical to PY(z) and grows
as P(z) increasingly deviates from PS(2).

In Figs. 2(a) and 2(b), the KLD for each eigenstate is plotted
against corresponding eigenenergies. Consistent with Fig. 1(a),
in the nonintegrable case [Fig. 2(a)], the Dk, values are close
to zero in the middle and larger at the edges of the spectrum. In
the integrable case [Fig. 2(b)], there is a large spread of Dy
throughout the spectrum.

This behavior is reminiscent of that of bipartite entan-
glement entropy (EE) S, of eigenstates [41]: in integrable
systems, the middle of the spectrum has both generic, high-
EE eigenstates but also a substantial number of nongeneric,
low-EE eigenstates [42,43], while nonintegrable systems have
only high-EE eigenstates in the middle of the spectrum
[42,44,45]. This suggests that the KLD of an eigenstate is
inversely correlated with EE, and that large KLD and small EE
both represent deviations from generic (effectively random or
“thermal”) behavior.

The correlation between the KLD and EE is shown in
Figs. 2(c)-2(e), using scatter plots of the per-eigenstate KLD
against the per-eigenstate exponentiated EE, exp(S, ). Here, the
entanglement is between two spatially connected parts of the
Bose-Hubbard chain, of sizes / and [ + 1, where 2/ +1 = L.
The data exhibit a very significant correlation between the
KLD and EE, with improving correlation for increasing system
size. We quantify this correlation using Pearson correlation
coefficients p between exp S, and In Dg;, which measures
how linear the correlation between these two quantities is.
The coefficient is negative because larger-KLD states generally
have smaller entanglement, i.e., the plots overall have negative
slope. The magnitude of p increases steadily with system size.
Similar behavior is observed for the XXZ model with NNN
couplings (not shown), which suggests that the improvement
of correlation with increasing system size is a generic feature.

The participation ratio (PR) of eigenstates in the real-space
configuration basis is more directly correlated with the KLD.
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FIG. 2. Kullback-Leibler divergence Dy (deviation from Gaus-
sianity) for XXZ and for Bose-Hubbard. (a) Per-eigenstate Dy
versus eigenenergy E, for the nonintegrable XXZ chain with NN
coupling [(L, Ny) =(17,8), A =0.8, A =1]. (b) The same for
the integrable XXZ chain (same size, A = 0). The highlighted states
correspond to distributions shown in Fig. 1. (c—e) Per-eigenstate Dy,
against exponentiated entanglement entropy for three system sizes
(L, Np) =(9,4), (11,5), (13,6), respectively, of the Bose-Hubbard
model (A = 1). We indicate the Pearson correlation coefficients p. (f)
Dy as function of A for the Bose-Hubbard chain [(L, Ny) = (13, 6)].
Data points and error bars are average and standard deviation of
the per-eigenstate Dyp. values for 250 eigenstates in the middle of
the spectrum. Solid line is Dg;, of the distribution of all coefficients
of these states together. (g) The same for the XXZ chain with NNN
coupling [(L, N;) = (17,8), A = 0.8].

The inverse PR

p'=DY Il = /Z4P(z)dz (5)
14

is the kurtosis of the coefficient distribution, having the value
p = 1/3 for a Gaussian distribution. The (inverse) PR has
been used as a characterization of proximity to integrability
[5,28,42,46].

Like the KLD, the PR can be calculated directly from
the shape of the coefficient distribution; in contrast, the EE
involves a partial trace which requires additional information
about the spatial structure of the basis states. In view of the
correlation between EE and KLD displayed in Figs. 2(c)-2(e),
it is thus expected that the EE and the PR should be positively
correlated, as explored in Ref. [42]. We provide some further
data in Appendix B.
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FIG. 3. Kullback-Leibler divergence Dy as function of the sys-
tem size (Hilbert space dimension D). (a) The integrable XXZ chain
(A = 0.8, A = 0) for 250 eigenstates in the middle of the spectrum.
The data points (dots) and error bars indicate the average and standard
deviation of the per-state KLD. The solid line (crosses) shows the Dg;.
values of the distribution of the coefficients of the 250 states taken
together. (b) The same for the nonintegrable XXZ chain with NNN
couplings (A = 1). (c) Eigenstate-averaged KLD for free fermions
(FF). (d) Eigenstate-averaged KLD for free bosons (FB).

Figures 2(f) and 2(g) show the KLD as a function of
the integrability-breaking parameter A. In the nonintegrable
regime (A ~ 1) the coefficient distribution for every eigenstate
in the middle of the spectrum is close to Gaussian, with Dy
near zero. For A — 0, the values of Dy grow, and there is
a large variation between the different eigenstates, reflecting
the large spread of Dy, values in Fig. 2(b). For A > 1, D
increases rapidly. In this limit, local conserved quantities divide
the Hilbert space into uncoupled sectors, leading to a large
number of zero coefficients, which accounts for the strong
deviation from Gaussianity.

Figure 3 shows the KLD as a function of system size. The
smallest and largest system sizes for the XXZ chain [Figs. 3(a)
and 3(b)] correspond to L = 13 and 19. For the free-fermion
and free-boson chains [Figs. 3(c) and 3(d)], the accessible
sizes are much larger, because the coefficient distributions can
be obtained without explicit numerical diagonalization of the
many-body Hamiltonians, using the fact that each many-body
eigenstate is built out of single-particle eigenstates as a single
Slater determinant (noninteracting fermions) or as a single
permanent (noninteracting bosons). The issue is discussed
further in Sec. IIT A.

In the nonintegrable XXZ chain [Fig. 3(b)], there is a
clear decrease of Dg (increasing Gaussianity) with increasing
system size. For the integrable cases, both the integrable XXZ
chain and the noninteracting systems, Dy increases with
system size, meaning that P(z) becomes less Gaussian. This
is consistent with our conjecture in the next section that P(z)
approaches a power law in the large-size limit. In addition, rel-
atively large fluctuations between the eigenstates are observed
[error bars in Fig. 3(a)], reflecting the broad distribution seen
in Fig. 1(b). This is consistent with the idea that eigenstates of
integrable systems have a nonuniversal structure at finite sizes.

III. INTEGRABLE MANY-BODY SYSTEMS

We now concentrate on integrable systems and consider
the coefficient distribution in the limit of large sizes. First, we
describe the numerical analysis that leads to the conjecture of
power-law behavior at large sizes (Sec. III A). The rest of the
section provides a series of analytical arguments in support of
this conjecture.

A. Numerical analysis

The eigenstate coefficients for free bosons and free fermions
can be evaluated without explicit diagonalization of the
many-body Hamiltonian, using the fact that the many-body
eigenstates are built out of single-particle eigenstates. The
eigenstates are chosen by drawing the “momenta” k; ran-
domly such that the many-body energies lie in the desired
energy range. For larger Hilbert spaces, we typically sample
10°—10* coefficients of each eigenstate. For free fermions,
the eigenfunctions are (Slater) determinants, which can be
evaluated efficiently, allowing us to sample relatively large
systems (>300 sites). For the XXZ chain, we are limited to
exact diagonalization and the sizes are modest (*20 sites).
Intermediate are free bosons (>30 sites), whose eigenfunctions
are permanents, whose numerical evaluation is less favorable
than determinants.

Figures 4(a)-4(c) present double-logarithmic plots of the
coefficient distribution for three integrable systems. A power-
law behavior would show up as a straight line in this representa-
tion. The data in the free fermionic case show a clear evolution
toward power-law behavior as the system size is increased. The
trend in the other two systems is in the same direction, but less
pronounced, presumably because of limited system sizes. The
data are further analyzed in Figs. 4(d)—4(f) through the slope
of the curve in the double-logarithmic plot,

dln P _z

anz ~ P ©

the double-logarithmic derivative. Power-law behavior of P
would imply a constant (flat) double-logarithmic derivative,
its value giving the power-law exponent. The inset shows that
the slope of the double-logarithmic derivative in logarithmic
scale,

_ d*In P
" d(lnz)?’

becomes smaller, arguably scaling to zero, in the large-size
limit Ny — oo. The available sizes do not allow a meaningful
extrapolation for the other two systems, but show the same
general trend. This observation, together with further support-
ing arguments below, lead to the conjecture that the tails of the
coefficient distributions of eigenfunctions of integrable many-
body systems approach power-law shapes in the large-size
limit.

N

B. Structure of the many-body coefficients

A common feature of several types of integrable systems is
that many-body eigenstates can be constructed out of single-
particle eigenstates. For example, a two-particle wave function
is of the form ¢,(1)¢y(2) F ¢, (2)pp(1) for fermions and
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dlnP/dInz

FIG. 4. (a—c) Amplitude distributions for integrable many-body systems, sampled from multiple eigenstates in the middle of the spectrum.

Dashed curves are Gaussians. (a) Free-fermion (FF) chain; (L, Ny) = (32, 16) and (332,166), (D ~
with (L, Ny) = (13, 6) and (19,9) (D = 1716 and 92378). (c) Free-boson (FB) chain; (L, N,) = (13, 6) and (35,17) (D ~
Corresponding double-logarithmic derivatives. Inset in (d) is the “curvature” k =

bosons and of the form ¢,(1)¢,(2) + € Xp,(2)¢(1) for the
XXZ chain, where x is a phase shift and ¢, are single-particle
eigenstates. We now consider the structure of the many-body
coefficients for larger system sizes, as to eventually obtain
information about their distribution.

Let us consider the single-particle Hamiltonian correspond-
ing to the integrable many-body system of interest. This
contains hopping terms and possibly a background potential,

L—1

H =) (alami+al,a)+ Z Viala. @)

i=1 i=1

(The geometry could be something other than a chain, e.g., a
two-dimensional (2D) or three-dimensional (3D) lattice, and
the hoppings could be longer-range, without affecting any of
the arguments below.) The creation and annihilation operators
above can have any exchange statistics, for example, but not
limited to, fermionic or bosonic.

The creation operators for the single-particle eigenstates are
linear combinations of the af operators,

L
df =" ¢WVal. )
j=1
Here, k = 1, ..., L labels the single-particle eigenstates, and
the j are site 1ndlces The qb( ) are single-particle eigenstate
coefficients. For integrable systems the many-body eigenstate
coefficients are built out of these qb;k) .
In the simplest situation of nearest-neighbor hopping with
no background potential, the ¢>§k) are sine functions, e.g., with
open boundary conditions,

2 kjm
k) / . K]

T — _ . 10
¢f L+lsmL+l (10)

108 and 10%%). (b) XXZ chain at A = 0.8,
10* and 10'3). (d-f)

£in P as function of 1/ In Ny for the free-fermion chain.

d(nz

In this case, the indices k can be interpreted as momenta. The
corresponding single-particle energies are E® = 2 cos A2 I +1
The arguments below do not rely on a specific form of the
single-particle eigenstates and energies.

For noninteracting bosons or fermions, the many-body
eigenstates are constructed by filling the single-particle eigen-
states with integer numbers of particles. The eigenstates can be
labeled either as a list of occupancies of the L single-particle
eigenstates,

(d})*|vac), (11)

3

.

or as a list of the single-particle eigenstates occupied by the N
particles,

Kis ... ky) =df - -d] vac). (12)

Here, |vac) is the vacuum (no particles in the system). The
integers 7i; > 0 indicate how many particles are in single-
particle eigenstate |k). For fermions, 7i; = 0, 1 and for bosons
they can take values up to N. The many-body eigenenergy is
equal to Y ;_, i E®.

For noninteracting bosons, the eigenstates can be expressed

as the sum over permutations p of the positions (ji, ..., jy)of
the N pa;ticles. In the basis defined by the states | ji, ..., jy) =
a; -.-a' |vac), the eigenstate coefficients are

1 JN

Gt oo vl o) = YL S g ),

)/{k peP
(13)

where Py = ]—[,f:l fir! and y) = ]—[f:] nj!, and p=
(p1, - .., pn) runs over all distinct permutations of the particle
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positions (ji, ..., jy). The summation may be conveniently
implemented as the permanent per M of the N x N matrix M
defined by My, = ¢ (a,b=1,..., N).

For free fermions, the many-body eigenstates are linear
combinations of the products of the single-particle eigenstates,
as for free bosons. However, antisymmetry under exchange
of particles introduces minus signs in this sum for odd
permutations. The coefficients are therefore given by Slater
determinants

(Jis .- INlkL, oo k)

1 1
= ——detM = — Z(_l)l’qsgil)d,g;z) . ¢§7ku)'
Nt N! peP

(14)

The single-particle eigenstates k; are required to be distinct.
For systems solvable by the Bethe ansatz, the many-body
amplitudes are also built out of single-particle coefficients.
For the fermionic chain with nearest neighbor interactions
(equivalent to the XXZ chain for present purposes),

i k k ky
Jky) = NZeIX(P) d);()]l)d)(p;) . ¢(pn )’

peP

<j19---yjN|k1,...

5)

where the phase shift x(p) = Zi<j x2(ki, k;) is interaction
dependent and is a sum of two-particle phase shifts x,, which
are determined from the two-particle scattering problem. For
more complicated models, such as those requiring the nested
Bethe ansatz, the wave function is more involved, but the
essential idea is the same.

C. Argument for power-law behavior: A toy model

We provide an argument for power-law behavior of the
coefficient distribution by considering a toy model of N
distinguishable particles, i.e., with trivial exchange statistics.
In this case, the multiparticle eigenfunction coefficients

N N

) =] JUilky = [T} @6)

i=1 i=1

Cc = (j],...,jN|k1,...
are merely products of values of the single-particle eigenstates
¢>(k), where k label the eigenstates and j the site indices; cf.
Egs. (13)—(15). For N distinguishable particles in L sites, the
Hilbert space dimensionis D = LV,

Because of the product-state nature of the coefficients c, it
is natural to study the distributions Q(y) of the logarithms

y=Inz=Inc+InvD. 17)
The distribution Q(y) relates to the “usual” coefficient dis-
tribution P(z) as Q(y) = e’ P(e’)and P(z) = %Q(ln z). The
logarithm of the many-particle coefficients is the sum of the
single-particle ones, Inc¢ = ZZN=1 In qb;.[ki ), so that

N
y=) ¢/ +INmL. (18)

i=l
If we regard the single-particle coefficients to be effectively
random, then this is a sum of N random variables (plus a

shift by a constant), and we can invoke the central limit
theorem. It follows that Q(y) atlarge N approaches a Gaussian
distribution,

—e*()'*/tg)z/%é’ (19)
2710(22

() —

with mean @ and variance oé. The central limit theorem

yields the mean to be the sum o = ZlN: | Mg, of the means
ig, of the single-particle log-coefficient distributions g; of

the variables y; = In ¢>§.k") + 11InL [i.e., one term in the sum

of Eq. (18)]. The term %lnL represents the scaling of the
single-particle coefficients to unit variance, which renders
the distributions g; to be independent of system size in the
limit L — oo. The values 1, only depend on the lattice
geometry and the quadratic couplings (e.g., short-range versus
long-range couplings). Likewise, the variance aé approaches

ZlN: . aq%_ for large N, where the o,i are the variances of the
single-particle distributions g;.

The power-law behavior of P(z) = %Q(ln z) now readily
follows from studying the first- and second-order double-

logarithmic derivative,

dinP  Inz  po

- Tiyle (20)
2 2
dInz o) op
d*InP 1
i 1)

=0 2
d(Inz)? o5

Under the assumption of identical distributions g; = g, we
have 0, = No; and (19 = N, and find that the second-
order double-logarithmic derivative scales as k ~ 1/N. Thus,
for increasing system size, the curvature of the coefficient
distribution P(z) on a double logarithmic scale decreases.
In other words, P(z) “flattens” to a power law ~z®. The
exponent « of the power law follows from the first-order
double-logarithmic derivative, a — u, /(7(12 —1 (at z=1).
The value is nonuniversal: it is determined by the details of
the single-particle coefficient distributions.

InFig. 5 we illustrate the effectiveness of this argument with
the results for a model of many distinguishable particles in a
finite chain with open boundary conditions (many particles in
a box). The numerically obtained distribution fits well to the
analytic estimate given by Eq. (19) with up = N1, and aé =
N crqz. (In this case, the single-particle coefficient distributions
are independent of the k;; they are all characterized by the
same mean [, and variance aqz. We find p, ~ —0.347 and
aq2 ~ 0.822, which yields the exponent ¢ ~ —1.42.) Small de-
viations may be seen in the tails, and the numerical distribution
is slightly skewed to the right, due to the high asymmetry of
the single-particle distribution g. These deviations vanish in
the limit N — oo.

D. Extension to nontrivial statistics

From the data in Fig. 4, the question arises as of whether
the preceding argumentation for a large-N approach to a
power-law P(z) can be extended naturally to indistinguish-
able particles with nontrivial statistics. For free bosons, free
fermions and systems integrable through the Bethe ansatz,
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FIG. 5. (a) Distribution Q(y) of the logarithms of the coeffi-
cients of the many-particle-in-a-box model, for (L, N) = (100, 50).
We consider a single eigenstate, with randomly chosen momenta
(k1 ..., ky). The (blue) dots indicate the numerical result obtained by
sampling 10° coefficients. The (red) curve is the estimated distribution
Q from Eq. (19), with mean ¢ and variance aé obtained from the
single-particle distributions. The inset shows a typical single-particle
distribution ¢g(y), with the dots and curve indicating the discrete and
continuum distributions, respectively. (b) Corresponding coefficient
distribution P (z). The (green) dashed line is an estimate for the power
law with exponent evaluated at z = 1.

the eigenfunctions are not just products of single-particle
wave functions, but linear combinations of them, as shown in
Egs. (13)—(15), respectively. At present, we are able to outline
a partial argument only for the free-fermion case.

For free fermions, the many-body coefficients are determi-
nants of the single-particle coefficients, Eq. (14). Assuming
these coefficients to be effectively random, we invoke recent
results from random matrix theory for the determinant of a
random matrix [47,48]. Assuming that the entries of a matrix
A are essentially random, and their distribution is sufficiently
well-behaved, In | det A| satisfies a central-limit theorem: If
the entries are distributed with zero mean and unit variance,
the distribution of In | det A| tends to a normal distribution for
large N, with mean % In(N — 1)! and variance % In N. For our
matrix M in Eq. (14), the entries are single-particle coefficients
¢;k) with variance 1/L by normalization. The matrix elements
can be made to have unit variance by multiplying each element
by +/L, so that the determinant is multiplied by (~/L)". Thus,
the coefficients are of the form

1 1 .

where the matrix M now has entries with unit variance.
Unfortunately, the entries do not necessarily have zero average;
for example, if the coefficients are sinusoidal functions as
in the case of an open-boundary chain, half of the single-
particle coefficients have nonzero average. We proceed with
the assumption that this nonzero average causes a shift £ in the
mean of the distribution of In | det M|, and leaves the variance
unchanged. With this assumption, the variable y = ln(c\/ﬁ)
has a Gaussian distribution Q(y), as in Eq. (19), with mean

o =—Inv/N'—InL"? + L In(N — 1) + £(N) + Inv/D
(23)

and variance O’é = % InN.

Gaussianity of Q(y) implies Egs. (20) and (21) for the first-
and second-order double-logarithmic derivative. The latter

(24)

thus vanishes at large N. This signifies an approach to power-
law form for P(z) in the N — oo limit. Compared to the
product-type states, the convergence is slower: k ~ —1/1In N¢
[48]. This provides an appealing explanation to why we need
enormous sizes to see the approach to power-law behavior and
is the reason we plot k against 1/ 1n Ny in Fig. 4(d), inset.

We now attempt to estimate the power-law exponent at large
sizes. Equation (20) implies that the exponent is

ho —1InN —InLV? +InVD + &(N) o

2 1
O'Q EIHN

—InLN? +Inv/D N
S, P T nvD+EW) (25)
ElnN

The fraction (second term) is N-dependent. [For the case of
half-filling, L = 2N, the numerator is —%N InN +&(N) at
large N.] For a sensible large- N limit, the N dependence must
be canceled by the unknown shift £(N). If the cancellation is
perfect in the sense that the fraction vanishes, we obtain the
estimate —2 for the exponent, i.e., the asymptotic power-law
behavior P(z) o z2, which is consistent with the numerical
data presented in Fig. 4. Of course, since we do not know the
function £(N), the fraction could also be an N-independent
constant, in which case the exponent would be shifted from —2.

The assumption that the nonzero average of the matrix
elements leads only to a shift in the mean of Q(y) seems quite
reasonable. Proving such an assumption, or deriving £(N), is
well beyond the scope of the present work. The central limit
theorem for log-determinants, invoked above, is cutting-edge
mathematical work. We are not aware of mathematical results
with modified conditions for the distribution of elements. Note,
however, that a power-law dependence can be inferred under
much weaker conditions than the assumption used above;
as long as o2 is an increasing function of N, we obtain a
power-law P(z) at large N.

At present, to our knowledge, no comparable central-
limit-theorem analog is available for permanents [Eq. (13)]
and certainly not for more complicated generalizations like
Eq. (15) appearing in Bethe-ansatz wave functions, but a
similar Gaussian limit for Q(y), and hence a power-law P (z)
for large N, seems plausible. Thus, based on our numerical
results and on the arguments above, a reasonable conjecture
is that P(z) approaches a power law generically in large-size
integrable systems.

Any of these arguments (whether for trivial or for nontrivial
statistics) rely on treating the single-particle logarithmic coef-
ficients In ¢, as independent random variables. While such an
assumption is likely impossible to be “proved,” arguments in
the same spirit underlie the eigenstate thermalization hypoth-
esis (ETH) and its extensions [1-5,37,42,49-51].
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IV. QUANTUM BILLIARDS

In this section, we consider single-particle systems (“bil-
liards”) confined to a 2D region either by a hard wall (Sec. IV A)
or by a parabolic confining potential (Sec. IV B). We show that
a number of integrable billiards have amplitude distributions
with power-law tails and present some data for systems with a
mixed phase space.

A. Hard walls

We now consider a single particle confined in a 2D region 2.
The eigenfunctions ¥, (X), X = (x, y), satisfy the Schrodinger
equation —V?2,,(X) = E,,(X) for X € ©, and vanish for
X ¢ Q. Given an eigenstate ¥ (X) of a quantum billiard, we
consider the probability distribution P(z) of the (rescaled)
absolute values z of the amplitudes, z = | (¥)|v/ A,

1
P(z)dz = — / ldxdy. (26)
A Sy A<ztdz

Here, A = area(2) is the area allowed by the billiard potential.
Inclusion of the factor +/A ensures that P (z) has unit variance.

In contrast to chaotic quantum billiards, for which almost all
eigenstates have Gaussian amplitude distributions [6—12,14],
we here investigate integrable billiards, as in Ref. [52]. The
simplest case is the square billiard, whose eigenfunctions
1//,E’nv o sin(n,x)sin(n,y) all have the same amplitude dis-
tribution, which can be expressed analytically in terms of an
elliptic integral (see Appendix C) and is shown in Fig. 6(a). The
tail of the distribution, which originates from the peaks of the
wave function, is ~z~1/2, but there is no extended power-law
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FIG. 6. Amplitude distributions in single-particle systems (log-
log plots). Distributions shown for a single eigenstate of (a) The square
billiard, 1//5. (b) The circular billiard, V1, 37- (¢) An anisotropic 2D
harmonic oscillator, 5% ,,,. (d, e) Ilustration of the origin of two
distinct regimes (labeled S and L) of the amplitude distribution; here,
for the circular billiard, eigenfunction ¥3 | . In (d), the curve indicates
| (r)| and the dots indicates local extrema. The inset visualizes
Y31, (x, ). In (e), the resulting coefficient distribution is plotted
sideways as function of z, which is scaled as to match the values
of | (r)| in (d). In all panels, the (red) dashed lines indicate the “L”
regime, where power-law behavior can be expected. (For the square
billiard, this regime is undefined.)

region. The circular billiard eigenstates /., are labeled by
angular and radial quantum numbers m and n. At large n, the
wave function has many oscillations in the radial direction,
given by a Bessel function. This leads to a broad power-law
segment in the amplitude distribution [see Fig. 6(b)]: P(z) ~
77V, with y =5 for n > 1 (see Appendix C). The region
extends from the height of the lowest peak to that of the highest
peak, as illustrated by Figs. 6(d) and 6(e). In Fig. 6 the expected
power-law regime, defined by the minimum and maximum
peak amplitude, is indicated by the (red) dashed lines.

B. Soft walls

These results also extend to single-particle eigenstates
of smooth confining potentials, i.e., with Hamiltonian H =
-V 4+ V(x, v). In this case, we need to restrict the analysis
of the distribution to the classically accessible region, and
define A [cf. Eq. (26)] to be the area of this region. Let us
consider the 2D harmonic oscillator, Vi, (x, y) = x> + A2y
The constant A = %(1 + +/5) is taken to be irrational in order
to avoid complications with degeneracies. The eigenfunctions

.h.o.
v (2, y)
0 T
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— TResn | power
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g R 10—1 E '\\
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FIG. 7. Eigenstates of perturbed anisotropic 2D harmonic oscil-
lator. The left-hand panels are wave functions 1//,? h.o. (x, y) (labeled
k =0,1,2,...inincreasing order of the corresponding eigenvalues).
The right-hand panels are double logarithmic plots of amplitude
distributions P(z) (blue points). We also indicate Gaussian and
power-law fits. In the wave-function plots, solid lines indicate the
equipotential curve V (x, y) = E%, and dotted elliptical lines indicate
corresponding curves for the unperturbed potential. (a, b) For the state

pho P(z) has a Gaussian tail. (c, d) The state ¥, resembling a
1D harmonic oscillator eigenstate, shows P (z) features similar to that
seen in integrable systems: a kink followed by an arguably power-law
tail. (e, f) State wgs"g‘" is an intermediate state, whose tail fits neither
a power law, nor a Gaussian, particularly well.
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h.o. are products of the eigenfunctions of the 1D harmonic os-

cillator and have amplitude distributions with power-law tails.
In Fig. 6(c) we illustrate the example (m,n) = (141, 121).
Like the circular billiard, this dependence arises due to a
combination of many inequivalent peaks in the wave functions.
The “kink” in the power-law regime at z ~ 3, that separates
two regimes with different power-law exponents, presumably
stems from the product structure.

Generically, if the potential is modified, many eigenfunc-
tions at higher energies look chaotic and have amplitude
distributions with Gaussian tails. Typically, the phase space
at higher energies is mainly chaotic, with small regular islands
surrounding the short stable periodic orbits. Thus, in this
regime, one typically encounters only a few regular eigen-
functions among many chaotic ones. In order to illustrate this
observation, let us consider the weakly anharmonic potential
V(x,y) =x>4+ (Ay)* + ax?y?, with « = 0.2. In Figs. 7(a)
and 7(b), we show an example of a chaotic eigenstate, whose
amplitude distribution is Gaussian and whose eigenfunction is
random-wave-like in a significant area of the classically acces-
sible region. At nearly equal energy, we also find an example of
a highly regular eigenfunction [Figs. 7(c) and 7(d)]; typically,
such eigenfunctions have a large overlap with a small number
of eigenstates of the nonperturbed model. The amplitude distri-
bution typically shows power-law tails after a kink, much like
the |m, n) themselves. Furthermore, there are “intermediate”
eigenstates which have an extended wave function, but neither
a power law nor a Gaussian fits well [Figs. 7(e) and 7(f)].

V. CONTEXT AND CONCLUSIONS

We have extended the study of amplitude distributions to
many-body quantum systems. One context for this work is a
growing appreciation that concepts from the field of single-
particle quantum chaos can be useful for many-body quantum
systems [1-5,28,29,46,53-58]. A global study of all many-
body eigenstates, such as the present one, is not historically
common in condensed matter physics. The full eigenspectrum
has gained importance only recently, due to intense interest
in the dynamics of isolated systems, including thermalization-
related questions [1-5] and many-body localization [59,60].

Our most striking result is the hint of a remarkable and
unusual type of universality associated with integrable many-
body systems: the coefficient distribution approaches a power
law in the large-size limit. We have presented data and
arguments to conjecture that this is a generic feature of multiple
classes of integrable systems. Interestingly, we have shown
that a number of regular single-particle billiards also show
power-law tails in P(z), although we do not claim this to be
generic.

For nonintegrable many-body systems, away from the spec-
tral edges, we have found Gaussian amplitude distributions, as
expected. An interesting feature is the slight deviation from
Gaussianity in 1D geometries. Gaussian behavior is a measure
for the randomness of eigenstates and thus a characterization
of nonintegrable behavior; in this respect it complements
other eigenstate properties such as entanglement randomness
[42,45], inverse PR [5,28,42,46], phase correlators [61], ETH
scaling [50,62], etc. However, beyond its connection to chaos

in eigenstates, we regard the coefficient distribution to be an
object of basic importance in its own right.

This work raises a number of questions:

(1) Ground states of many-body systems are multifractal
[63,64]. Multifractality is related to the moments of P(z);
hence in light of the present work one would like to investigate
multifractality in the full spectrum. This requires modifying
the definition in terms of size scaling, since there is no
natural correspondence between eigenstates of different-sized
systems. Appendix D provides some data on multifractality in
a nonintegrable many-body system.

(2) The distributions for eigenstates near the spectral edge
are clearly not Gaussian (Fig. 1), but it is unclear whether
there is any generic behavior or a generic limiting distribution
at large sizes.

(3) In (near-integrable) quantum billiards with a mixed
phase space, the non-Gaussianity of P(z) can sometimes be de-
scribed by, e.g., modified Gaussians with position-dependent
variance [31]. For many-body systems, characterizing the non-
Gaussianity of near-integrable eigenstates remains an open
task.

(4) The basis dependence of the distributions is an open
question. For example, in a mean-field basis [5] such as the
eigenbasis of the XX (A = 0) Hamiltonian, the integrable XXZ
chain has a high-kurtosis non-Gaussian amplitude distribution,
similar to the distribution in the coordinate basis [Fig. 1(b)].

Each of these questions points to interesting directions for
future study.
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APPENDIX A: COMMENTS ON
QUANTUM INTEGRABILITY

In classical mechanics, the notion of integrability is com-
monly understood to mean the presence of (at least) as many
conserved quantities as the number of degrees of freedom
(“Liouville-integrability”). In contrast, for quantum systems,
there are a number of different notions of integrability, and
it is possible to find exceptions to or inadequacies with most
definitions. We briefly discuss here a few notions associated
with integrability, so that the sense in which we have used the
term is sufficiently clear.

Single-particle quantum billiard systems are called chaotic
if the dynamics of the corresponding classical Hamiltonian sys-
tem is chaotic. Conversely, a single-particle quantum system
may be regarded as integrable or regular if the corresponding
classical system has integrable (“regular”) dynamics. When
the integrability is broken, the system typically has a so-called
mixed phase space, consisting of regions with regular motion
and regions with chaotic motion. This is reflected in the
quantum eigenstates which are typically concentrated either
within the regular regions or the chaotic regions.

For quantum many-body systems, the situation is substan-
tially more complicated [15,16]. Let us first consider systems
where a large-size (“thermodynamic”) limit is naturally de-
fined. For example, this includes fermionic or bosonic systems,
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where the limit is defined by increasing the system size
while keeping the density constant, and magnetic systems
where the limit is defined by increasing the system size while
keeping the magnetization density constant. In such cases, the
Hilbert-space dimension increases exponentially with system
size. A common notion of integrability is that, if the system
can be “solved” with polynomial rather than exponential
effort, then the system is integrable. Here, “solving” means
finding the eigenvalues and eigenstates of the Hamiltonian. For
example, for systems of noninteracting fermions or bosons,
it is sufficient to find the eigenvalues and eigenstates of the
single-particle problem; this allows construction of the many-
body eigenstates. For systems solvable by the Bethe ansatz, the
problem can be reduced to a polynomial number of nonlinear
equations. In the simpler examples of the Bethe ansatz, such
as the XXZ chain, the number of equations is equal to the
number of particles. For more complicated cases, such as those
requiring a nested Bethe ansatz solution, the counting is more
complicated, but the basic idea of polynomial solvability still
applies.

The idea of polynomial solvability is closely related to the
physical idea that an integrable system has a macroscopic
number of conserved quantities. The number of conserved
quantities scales polynomially (generally linearly) with the
system size. The conserved quantities for noninteracting
fermions or bosons are the occupancies of single-particle
modes. For systems integrable only via the Bethe ansatz, the
conserved quantities are often difficult to construct explicitly,
although their existence is guaranteed.

It is interesting to note that the above notion of integrability
relies on large-size scaling, and thus strictly speaking is not
defined for a single fixed-size system, which is in sharp
contrast to the single-particle billiard case. However, if a many-
body Hamiltonian is integrable, then a “reasonably large”
system will show Poissonian level statistics. While this is
a phenomenological statement and not very rigorous, it is
sufficient for many purposes, and we can thus consider the
level statistics to provide an operational distinction between
integrable and nonintegrable many-body systems. The advan-
tage of this viewpoint is that one can discuss integrability
in both single-particle quantum billiards and in many-body
systems within the same framework. Note, however, that even
for the single-particle case there are integrable systems not
following Poissonian statistics; these are usually considered
as “nongeneric.”

There are various situations where the setup assumed here
is not appropriate. For example, there are single-impurity
problems which are solvable by Bethe ansatz, such as the
Kondo model, the Anderson impurity model, and the inter-
acting resonant-level model. In these cases, a constant-density
scaling is not natural, as the impurity is localized in space.
In addition, these models are generally integrable only for
linearized bath dispersions, and the high-energy spectrum of
the linearized models may not be very physical. Another
unclear situation involves zero-dimensional models, such as
the two-site Bose-Hubbard model. Although the solution of
this model can be written in Bethe ansatz form, the ansatz does
not reduce an exponential problem, because the Hilbert space
has polynomial size to begin with (growing linearly with the
particle number). In this work, we have ignored such special

situations and restricted to many-body models where a clean
and natural thermodynamic limit can be defined.

APPENDIX B: ENTANGLEMENT ENTROPY,
PARTICIPATION RATIO, AND DEVIATIONS
FROM GAUSSIANITY

In this appendix, we present data showing how the entan-
glement entropy (EE), the participation ratio (PR), and the
deviation from Gaussianity (quantified using the KLD) are
correlated.

We first present scatter plots (one data point for each eigen-
state) allowing visualization of the degree of correlation. Fig-
ures 8(a)—8(d) show plots of PR versus KLD for all eigenstates,
for the XXZ chain with and without NNN coupling, and for the
bosonic model with and without interaction. Analogously, we
show in Figs. 8(e)-8(h) the correlation between the KLD and
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FIG. 8. Kullback-Leibler divergence plotted against participation
ratio (a—d). We show data for (a) the nonintegrable XXZ chain with
NNN coupling [(L, Ny) = (17, 8) and A = 1]; (b) the integrable XXZ
chain (same size, A = 0); (c) the nonintegrable boson chain with
Hubbard interaction [(L, N,) = (13, 6) and A = 1]; (d) the integrable
boson chain without Hubbard interaction (same size, A = 0). (e—
h) Kullback-Leibler divergence against entanglement entropy with
respect to left-right partition for the same systems as panels (a)—(d),
respectively. In all cases, we have highlighted 250 states at the lower
and upper edge of the spectrum and in the middle.
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FIG. 9. Double-logarithmic derivative of the coefficient distribu-
tion for 4 individual eigenstates. (a, d) Integrable XXZ chain (A = 0),
middle of spectrum, near £ = 0. (b, e) Nonintegrable XXZ chain (A =
1), lower end of spectrum. (c, f) Nonintegrable XXZ chain (A = 1),
middle of spectrum. Left column (a—c): Colors (shading) indicate
values P, of the PR. The PR ranges from P, = 0to P, = 1/3. (d—f):
The same distributions, but with the color (shading) representing EE
values S,,. Values range from Sp,x /2 t0 Spax, Where Sy, = 81n21is the
maximum possible entropy. The dashed curves indicate the Gaussian
distribution.

exp(Sy), where S, is the EE with respect to a partition of the
system into two connected parts of sizes [ and / + 1, where
2l + 1 = L. As argued in Sec. II, there is strong correlation
visible in the nonintegrable case [Figs. 8(a), 8(c), 8(e), and
8(g)]: a large deviation from Gaussianity is associated with
small PR and with small EE between spatial partitions. The
correlation is less clear in the integrable cases [Figs. 8(b), 8(d),
8(f), and 8(h)], similar to previous findings for the correlation
between EE and PR in eigenstates [42].

Next, in Fig. 9 we plot the double-logarithmic derivative
of the coefficient distributions for some of the individual
eigenstates. We have plotted the distributions of c;“) of four
individual representatives close to the designated part of the
spectrum. The chosen states are the highest-PR, lowest-PR,
highest-EE, and lowest-EE eigenstates within each group of
250 eigenstates.

Comparing the curves, we observe a clear correlation
between the shape of the distribution and the PR and EE:
The curves that lie closest to the Gaussian, e.g., for the
nonintegrable model in the middle of the spectrum [Figs. 9(c)
and 9(f); cf. Figs. 8(b) and 8(f)] are high-PR and high-EE states,
as seen from the coloring (shading). The other (flatter, more
power-law like) curves are low-PR and low-EE states. For the

nonintegrable model, the eigenstates close to the lower edge of
the spectrum show integrable behavior. This situation, shown
in Figs. 9(b) and 9(e) is very similar to generic eigenstates in
the integrable system [Figs. 9(a) and 9(d)]. On the other hand,
in the bulk of the nonintegrable spectrum [Figs. 9(c) and 9(f)],
all eigenstates have nearly Gaussian coefficient distributions,
and this is also reflected by the small variation in EE and PR.
With the KLLD as a measure of distance to Gaussian, these
observations are consistent with those of Figs. 8(a), 8(b), 8(e),
and 8(f).

APPENDIX C: QUANTUM BILLIARDS:
ANALYTICAL OBSERVATIONS

In this appendix, we provide some analytical results on
amplitude distributions for the single-particle (“quantum bil-
liard”) systems described in Sec. IV, namely, the square billiard
and the circular billiard.

1. Square billiard

For the billiard in a square {(x, y) | 0 < x, y < 1} (so that
A = 1) with Dirichlet boundary conditions, the wave functions
are given by

v (x, y) = 2sin(mmx) sin(nmy) (C1)

with eigenenergies %(m? + n?). The coefficient distribution
is independent of m and n, so we choose the ground state
m = n = 1 for simplicity and without loss of generality.

We present a derivation of P(z) as the z derivative of the area
of the region defined by 1, (x, y) < z. We first simplify the
problem by studying the function f(x, y) = cosx cosy (with
|x|, |y| < m/2), which is a scaled and shifted version of the
wave function 11 (x, y). The region defined by f(x,y) > ¢
encloses an area A(c) complementary to the one we desire
to compute. Considering the area in the first quadrant (x >
0,y = 0) only, we find

%A(c) = / dy arccos(c/ cos y), (C2)
0
using that the boundary is given by x = arccos(c/ cos y), and
y runs from 0 to arccos ¢. Substitution w = cos y, such that
dy = —dw/+/1 — w?, yields the integral
(C3)

%A(c) = arccos(c/w).

/ b dw
e V1—w?
The solution to our initial problem, namely, the size of the level
set defined by z = ¥ (x, y), is proportional to the derivative
of A(z/2), with a scaling factor 1/72. By computation of the
derivative of Eq. (C3), we obtain
1 d 2 5
PR) = ——[AG/D] = SKIV1— /27, (C4)
- dz b4
where K (k) = fol(l — 127121 — k?*1*)" Y2 dt denotes the
complete elliptic integral of the first kind.

From this expression, we find the approximate behavior
/2/m?z near the maximum value z = 2, i.e., a scaling ~z~7
with y = % There is however no extended power-law behav-
ior. Equation (C4) also shows that the coefficient distribution
diverges for z — 0.
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2. Circular billiard

For the circular billiard of radius 1 (with A = 7), the
eigenstates of the Hamiltonian H = —V? are given in polar
coordinates r, ¢ by

1#;1,1(7) = Nmnjm(jmnr)cos(m¢)s

where J,, is the Bessel function of the first kind of integer order
m 2 0, ju, is the nth zero of this function (n > 0 integer), and

2 2/[7T~lm—1(jmn)2]
1/l 11 (jon)*]

is the normalization factor. The energy eigenvalue of this state
IS jr%m'

The amplitude distribution P(z) has a power-law tail when
the radial quantum number # is large, i.e., the eigenfunction
has many oscillations in the radial direction. The method of
obtaining P (z) can be illustrated using Figs. 6(d) and 6(e). The
value P(z)dz is proportional to the area of the region where
W (F)| € (¢, ¢ +dc), with ¢ = 2/ A = zr~/2, is satisfied.
For a 1D function ¥ (r), P(z) is thus given by the sum over
1/]vy'(r;)| over all solutions ¥ (r;) = c.

As already addressed in Sec. IV, Figs. 6(d) and 6(e) also
visualize two distinct regimes: For small z, | (r,0)] = ¢ =
zr~ /2 has a fixed number of solutions, and the coefficient
distribution is thus determined by the derivatives. For larger
zZ, the coefficient distribution is also affected by the number
of solutions, which gradually decreases if z is increased. The
boundary between these regimes is the value of the smallest
local maximum of [v/].

We will now focus on the limit of m = 0 and large n. For
large arguments x, the Bessel function J,,(x) behaves as an
oscillatory function with amplitude ~x~!/2. More specifically
[see Eq. (9.2.1) of Ref. [65]],

Vo (r-m5 -3) + 0]
Jn(x)=,/—|cos|x—m=——=)+0(x|")]|. (CT)
TX 2 4

Given that n is large, the argument jj,» in the Bessel function
is large except for small r. The contribution from r — 0 is
suppressed due to the geometry (Jacobian of polar coordi-
nates); therefore it is reasonable to use the above large- jo,r
approximation. Thus

Ve, () 1 2 our —
r)~ cos nt— —
On 7TJI (j0n)2 7Tj0nr f0 4
/1 T T
~, —cos|nar — —r ——,
Tr 4 4

where we have used ji, ~ (n — D and 7 J1(jou)* ~ 2/jon
according to approximation (C7).

Small z—We first derive the behavior of P(z) of v, for
small z. For z = 0, we sum over all contributions where the
wave function intersects zero. For this purpose, we find the
derivative

1
o)y = —=m 2r73 cos | nar — T,z
2 4 T g

1
_r—‘/2<n - Z)nl/z sin <nnr - %r — %) (C9)

(C5)

(m > 0)

(m = 0) (C6)

mn

(C8)

withrespecttor. Letus label the zeros of ¥, by re = jok /jon =
(k — %)/(n — %)withk =1,...,n. Atr = rt, the cosine term
vanishes and the sine term is of unit magnitude, so that we find
of 3/2 —1/2
Wil = va/r(n = §) ~ V=) (k=)™
~ /nd/k. (C10)

Summing over all zeros, the contribution to the coefficient
distribution becomes (in approximation)

. , A R 270
23 2 W0l ~ X = X~

k=1 k=1

(C11)

From this result, we deduce that the coefficient distribution
has a finite value near 0. We find the form P(z) ~ «a + Bz for
small z with o = %ﬁ and B > 0. The vanishing of the linear
term in z can be understood from a symmetry argument on the
coefficient distribution of v, rather than of |y,|.

Large z—When z is larger than the smallest maximum,
the number of intersections defined by Vg, (r) = ¢ = zm /2
depends on the value of z. The maxima of |y, (r)| are found
atry ~ (k + %) /(n — 41'1) and are characterized by [, (1) ~
V1/mr] &~ /n/kw. The number of intersections is twice the
number of maxima with |,(r;)| = z, i.e., 2kmax With kmax =
|n/mz?]. At the intersection points the derivatives are also
roughly of the order n3?k~!/? (assuming that the sine term
dominates, which is true for r > 1/n, i.e., almost all k except
the smallest ones). Then, performing a similar summation as
above, we obtain

o / / ’ o k3/2 5/2 ,.5/2
23 2w /W, Ol ~ > <7~ Ko/
k=1 k=1

~ /2 = x 273 (C12)

This scaling is valid for z > 1 (¢ 2 /1/7 ~ 0.56), but the
approximation becomes worse for large z, i.e.,if z ~ /n (c ~
J/n/m). Numerical data (e.g., as shown in Fig. 6) agree with
this finding: The coefficient distribution shows a power-law
scaling oz™” with y & 5, with a deviation of less than 0.05 for
large n. (Forexample,n = 301 yields y = —4.96 &+ 0.05.) The
multiplicative constant « is almost independent of n, because
the coefficient distribution converges for n — o0: In this limit,
the zeros and maxima of |, | become denser, but the envelope
remains unaltered; cf. Eq. (C7).

For large n and nonzero but small m, the numerical results
show a similar scaling z77, where y is close to 5. The cos(m¢)
argument does not alter the overall derivation outlined above.

APPENDIX D: MULTIFRACTALITY

The moments of the coefficient distribution are used to
define multifractality of wave functions. It is known that
ground states of many-body systems are generally multifractal
[63,64]. We consider here extending this idea to the full
spectrum. Following Ref. [63], we define multifractality in
terms of the Rényi entropies obtained from the many-body
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wave-function coefficients c,,

1
q—1

Sr(q, D) = — (D1)

D

2

In Y ley ™
y=1

The summation runs from 1 to D, the Hilbert space dimension.
Then the fractal dimensions are defined as

Sr(q. D
D, = lim 24 P)

D2
D—oo InD (D2)

Wave functions are multifractal if the fractal dimension D,
depends on the Rényi parameter g. They are simply fractal it
D, is a constant other than 1. For Gaussian wave functions,
they are expected to be constant at D, = 1. Thus, we expect a
difference in scaling behavior between the spectral edges and
the midspectrum eigenstates. However, except for the ground
state and the highest-energy state, it is not clear that there is a
meaningful comparison between sizes: an eigenstate for L =
13 cannot in general be unambiguously associated with an
eigenstate of the L = 15 system. The D — oo limit in the
definition is thus not a priori well defined.

In Fig. 10 we display scaled Rényi entropies for the
nonintegrable spin chain defined in Eq. (1), with A = 1 and
A = 0.8. We plot Sr(g, D)/In D, for the ground state, for
four states near the middle of the spectrum, and for the topmost
(highest-energy) state. In each case, three different system sizes
are compared.

The ground states and the topmost state of successive system
sizes can be meaningfully compared, and the limit in the defi-
nition of D, is unambiguous. Both these cases [Figs. 10(a) and
10(c)] have almost converged already; extrapolation will give

r(¢,D)/InD

0 0.4 L i

20 30

FIG. 10. Scaled Rényi entropies Sr(g, D)/InD for (a) the
ground state, (b) four midspectrum states, and (c) the highest-energy
eigenstate of the XXZ model with NNN couplings. We compare three
system sizes (L, N4), with Ny = 6,7, 8 up-spins in L = 2N, + 1
sites.

a g-dependent fractal dimension. Hence these non-Gaussian
states are multifractal. For the ground state, this is consistent
with the findings of Ref. [63].

For other eigenstates, the limiting procedure is not well
defined, as explained above. Here, we simply take several
eigenstates from near the center of the spectrum for each size
[Fig. 10(b)]. The trend as the size increases is consistent with
the expected nonfractal behavior (D, = 1). However, the ap-
proach toward D, = 1 (assuming there is such an approach) is
quite slow. Also, there are significant eigenstate-to-eigenstate
fluctuations.

In summary, the data are consistent with the idea that the
eigenstates are multifractal at the spectral edges and nonfractal
in the middle of the spectrum, but the limit is not unambigu-
ously defined and would be computationally challenging to
characterize completely.
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