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ABSTRACT
Computationally efficient simulation methods for wave en-

ergy converters (WECs) are useful in a variety of applica-
tions. The simulation task is particularly challenging when non-
linearities are present in the WEC model. Using a Fourier
projection of the system inputs and variables, harmonic bal-
ance (HB) is a computationally-efficient method to solve for the
steady-state motion of a non-linear system, preserving an accu-
rate representation of the non-linear effects. In previous work,
HB has been used for the simulation of WECs with one degree
of freedom (DoF). Here, HB is presented for WEC systems with
an arbitrary number of DoFs. A non-linear, 2-DoF model of the
ISWEC wave energy device is used as an example of application.
The HB implementation of the ISWEC model is described in de-
tail. Through numerical applications, chosen in both regular and
irregular waves, general features of the HB method are exempli-
fied, in particular the exponential convergence rate to the actual
mathematical solution, and the sensitivity, in some cases, to the
starting point of the HB algoritm.

1 INTRODUCTION
Computationally efficient simulation methods are desirable

in wave energy applications, for tasks involving extensive nu-
merical simulations, such as power assessment, design optimi-
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sation, or fatigue analysis [1]. For such tasks, semi-analytical
WEC models, based on linear hydrodynamic theory, are com-
monplace [1].

When the WEC physical model is linear, frequency-domain
simulations are adequate. However, non-linear dynamical effects
can be significant, especially under controlled conditions [2],
and therefore should be included in the physical description of
the WEC where appropriate. Such dynamical non-linearities
can be related to the hydrodynamic interactions (viscous dissi-
pation, non-linear geometry, etc.), to mooring line effects, or to
the power take-off (PTO) system.

The presence of non-linearities makes it impossible to use
the common frequency-domain approach to compute the de-
vice response, and therefore, time-domain numerical integration
schemes are usually employed [1], which are significantly slower
than linear frequency-domain calculations. In particular, a major
computational burden comes from the computation of linear ra-
diation forces, expressed as a convolution product between the
radiation impulse-response kernel, and the past values of the de-
vice velocity [3]. The convolution can be avoided by approximat-
ing the radiation forces by means of a state-space representation,
with the effects of increasing the system dimension, and inducing
possible inaccuracies. It is suggested in [3] that state-space ap-
proximations can reduce the computation time by 20 to 80 times,
with respect to the direct computation of the convolution integral.

Other approaches avoid time-domain integration. For exam-
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ple, statistical linearisation, quadratisation or cubicisation could
be used, whereby, through an iterative process, the non-linear
forces are approximated with, respectively, linear, quadratic and
cubic functions. The optimal approximation depends on the
sea state. So far, only statistical linearisation has been applied
to WEC modelling [4]. Although very computationally effi-
cient [1, 5], statistical linearisation has limited accuracy, espe-
cially when it comes to analysing the WEC trajectory in the time
domain [5].

Alternatively, a harmonic balance (HB) method has been
proposed in [5] for WEC simulation. The approach, termed non-
linear frequency-domain in [5], relies on a projection of the dy-
namical equations onto a Fourier basis, to determine the WEC
steady-state response in a periodic excitation signal. HB has been
widely used for the simulation of strongly non-linear electric cir-
cuits [6, 7]. By separating the linear terms (which include mem-
ory terms) from the non-linear terms (which are usually memo-
ryless), the method handles the linear terms efficiently and ac-
curately in the frequency domain, while preserving a realistic
representation of the non-linear effects. So far, in the wave en-
ergy field, the approach has only been detailed and validated with
WECs with one degree of freedom (DoF) [5,8]. In this paper, the
method is presented for WEC systems with an arbitrary number
of DoFs.

Note that the HB method is suitable for the study of
“smooth” non-linear effects [8]. For discontinuous motions or
forces, such as those which occur with Coulomb-damping-type
effects, or with snap loads on moorings or wave slams, a problem
parametrisation using other types of (possibly discontinuous) ba-
sis functions should be investigated. Therefore the study of ex-
treme or discontinuous events is out of the scope of this study.

Numerical examples are shown, based on a 2-DoF model of
the ISWEC, a wave energy device developed at Politecnico di
Torino [9, 10]. The applicability of the method is investigated
in both regular and irregular waves, and a comparison with a
2nd-order Runge-Kutta (RK2) integration is provided to better
understand the advantages and limitations of the HB approach.

The harmonic balance method applied to a WEC system
with multiple DoFs is detailed in Section 2 for a WEC with mul-
tiple DoFs. Section 3 describes the physical model of the ISWEC
device, and Section 4 briefly explains how it can be reformulated
as a HB problem. Simulation results are shown in Section 5, for
regular and irregular wave excitation. Finally, conclusions are
presented in Section 6.

2 HARMONIC BALANCE METHOD FOR WECS WITH
MULTIPLE DEGREES OF FREEDOM

2.1 Dynamical equations
The WEC1 generalised coordinates and their time deriva-

tives are denoted, respectively, x, ẋ and ẍ, which are all vector-
valued functions defined on the simulation time interval [0;T ],
and taking values in RD, where D is the number of DoFs. For
a large class of WEC models, the dynamical equations can be
written as follows, for t ∈ [0;T ]:

L [x](t)+N [x](t)− e(t) = 0RD (1)

where L and N are, respectively, linear and non-linear oper-
ators, with L [x](t) ∈ RD and N [x](t) ∈ RD, while e(t) ∈ RD

represents an external excitation signal (typically, linear wave ex-
citation forces or moments). Not all components of Eqn. (1) may
represent hydrodynamic interactions. Instead, some of them may
express internal dynamics, which are not directly affected by the
fluid-structure interaction, and therefore the corresponding com-
ponents of e(t) may be uniformly zero in [0;T ].

N is assumed to be a memoryless operator, so that:

N [x](t) = g(x(t), ẋ(t), ẍ(t)) (2)

for some non-linear function g from RD×RD×RD to RD. Note
that a non-linear forcing term could be included in N , with-
out changing the rest of the derivations presented in this pa-
per. For example, Eqn. (2) could be modified as N [x](t) =
g(x(t), ẋ(t), ẍ(t),η(t)), where η is the wave elevation at the
WEC location. However, this possibility is omitted here for the
sake of simplicity.

Further, the linear operator L can be split into a memoryless
part, Lml , and a causal, linear convolution operator, Lc, so that
L = Lml +Lc. The memoryless operator Lml is expressed as:

Lml [x](t) = Mẍ(t)+Cẋ(t)+Sx(t) (3)

where M ∈ RD×D is the inertia matrix of the system, C ∈ RD×D

is a linear damping matrix, and S ∈ RD×D is a linear stiffness
matrix. In the formulation of Eqn. (3), C or S may be zero: for
example, S = 0 if all the stiffness terms are non-linearly mod-
elled.

The convolution operator, Lc, is assumed to act on the de-
vice velocity only:

Lc[x](t) =
∞∫

0

K(τ)ẋ(t− τ)dτ (4)

1Although, for conciseness, the term “WEC” is employed in this section, the
formulation developed applies equally well to individual WECs and WEC farms.
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where K ∈ RD×D is a causal, matrix-valued impulse-response
function. Typically, the convolution integral of Eqn. (4) rep-
resents the memory terms of the hydrodynamic radiation forces
and moments [11]. Thus, for those rows of Eqn. (1) which do not
express hydrodynamic interactions, and for those components of
x which are not hydrodynamic DoFs, the corresponding rows and
columns of K(τ) may be zero. In contrast, the non-zero rows and
columns of K(τ) form Krad(τ) ∈ RDh×Dh , the radiation impulse
response kernel of the system, where Dh is the number of hydro-
dynamic DoFs.

Note, finally, that Lml could also be expressed using con-
volution operators acting on x and its derivatives, with K1(τ) =
Mδ (τ), K2(τ) =Cδ (τ) and K3(τ) = Sδ (τ). However, it is useful
in the rest of this paper to separate the memory-less terms from
the memory terms.

2.2 The harmonic balance approach
Let us now consider the steady-state solution of Eqn. (1),

when the WEC is subject to a periodic excitation signal e(t) with
period T , described as a finite sum of harmonic sinusoids:

e(t) = ê0 +
N

∑
k=1

ê2k−1 cos(ωkt)+ ê2k sin(ωkt) (5)

where ∀k ∈ J1;NK,ωk = kω1, ω1 =
2π

T , and the component am-
plitudes ê2k−1 and ê2k ∈RD are derived from the wave excitation
spectrum at frequency ωk. Define

ê :=

 ê0
...

ê2N

 ∈ R(2N+1)D (6)

The harmonic balance method solves for the first N harmon-
ics of the steady-state solution x, which is then approximated as:

x(t)≈ x̂0 +
N

∑
k=1

x̂2k−1 cos(ωkt)+ x̂2k sin(ωkt) (7)

so that the unknown variables are entirely characterised by:

x̂ :=

 x̂0
...

x̂2N

 ∈ R(2N+1)D (8)

ˆ̇x and ˆ̈x are obtained as ˆ̇x = Ωx̂ and ˆ̈x = Ω2x̂, where Ω ∈

R(2N+1)D×(2N+1)D is block-diagonal:

Ω =

Ω0 0
. . .

0 ΩN

 (9)

with Ω0 = 0RD×D , and

Ωk =

(
0RD×D ωkIRD×D

−ωkIRD×D 0RD×D

)
,k ≥ 1 (10)

Eqn. (1) can now be projected onto the Fourier basis, yield-
ing the harmonic balance equation:

Ax̂+ ĝ(x̂)− ê = 0R(2N+1)D (11)

where ê is defined as in Eqn. (5), and the other terms are
explained below.

2.2.1 Linear terms The projection of L [x] onto the
Fourier basis results in a matrix multiplication Ax̂, where A ∈
R(2N+1)D×(2N+1)D is block-diagonal. Furthermore A = Aml +Ac,
where Aml and Ac are both block-diagonal, and correspond to the
linear memoryless and convolution terms, respectively.

Aml x̂ corresponds to the memoryless part Lml of the linear
terms:

Aml =

Aml0 0
. . .

0 AmlN

 (12)

with Aml0 = S ∈ RD×D, and

Amlk =

(
−ω2

k M+S ωkC
−ωkC −ω2

k M+S

)
∈ R2D×2D,k ≥ 1 (13)

Acx̂ corresponds to the radiation convolution integral Lc
which, using Ogilvie’s relation [12], simplifies into a simple
frequency-wise multiplication, involving the frequency-domain
representation of the convolution kernel K. More specifically,
introducing the infinite-frequency added mass M∞, and the
frequency-dependent added mass and damping matrices Ma(ω)
and B(ω) ∈ RD×D, Ac can be written as:

Ac =

Ac0 0
. . .

0 AcN

 (14)
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with Ac0 = 0RD×D , and

Ack =

(
−ω2

k (Ma(ωk)−M∞) ωkB(ωk)
−ωkB(ωk) −ω2

k (Ma(ωk)−M∞)

)
∈R2D×2D,k≥ 1

(15)
Note that, in the above expression, some rows and columns

of M∞, Ma(ω) and B(ω) may be zeros, when the corresponding
rows and columns of K(τ) are zeros.

2.2.2 Non-linear terms ĝ(x̂) represents the projec-
tion, onto the Fourier basis, of the non-linear terms g(x, ẋ, ẍ),
so that

ĝ(x̂) =

 ĝ0(x̂)
...

ĝ2N(x̂)

 ∈ R(2N+1)D (16)

where

ĝ0(x̂) =
1
T

T∫
0

g(x(t), ẋ(t), ẍ(t))dt

∀k ∈ {1...N}


ĝ2k−1(x̂) = 2

T

T∫
0

g(x(t), ẋ(t), ẍ(t))cos(ωit)dt

ĝ2k(x̂) = 2
T

T∫
0

g(x(t), ẋ(t), ẍ(t))sin(ωit)dt

(17)

and where x̂ and x are related as in Eqn. (7).
In the absence of non-linear terms, Eqn. (11) simplifies into

the usual linear frequency-domain formulation, Ax̂− ê = 0 [13].
Otherwise, Eqn. (11) is a non-linear vector equation, which is
typically solved using gradient-based techniques [6]. The main
advantage of Eqn. (11), with respect to Eqn. (1), is that the mem-
ory terms simplify, and are represented in a sparse matrix form,
along with other linear terms, without requiring any approxima-
tion. The non-linear terms remain calculated in the time-domain,
which ensures accurate results, provided that the number of har-
monics is chosen sufficiently large [6].

3 THE ISWEC DEVICE
3.1 Working principle

The ISWEC (Inertial Sea Wave Energy Converter) is a de-
vice that produces energy from sea waves, by exploiting the gy-
roscopic effect, generated by the combination of the pitch motion
of the floater and the rotation of a flywheel. Its working principle
is described in [10], and is briefly summarised here for conve-
nience.

FIGURE 1. ISWEC floater and gyroscopic system scheme - repro-
duced from [10]

The dynamics of the system can be described using two co-
ordinate systems having the same origin, as shown in Fig. 1.
The first one, (x,y,z), is attached to the hull, and is represented
by solid lines, while the second one, (x′,y′,z′), rotates with the
gyroscope structure and is shown with dashed lines.

Fig. 1 also illustrates the main system components: the hull,
the gyroscope (with its frame) and the PTO. The hull is com-
pletely sealed and isolates all the mechanical components from
the external environment. The gyroscope system consists of a
flywheel and a frame. Sea waves induce a pitch motion δ on the
hull. The flywheel rotates around the z′ axis with angular speed
ϕ̇ which, combined with the motion of the hull, generates a gyro-
scopic torque acting on the gyroscope frame, about the PTO axis
x′. As a result, the entire gyroscope rotates with angular speed ε̇

about the PTO axis.

3.2 Dynamical equations
Although the ISWEC captures energy from pitch motion,

in practice the floater is also allowed to move in the other hy-
drodynamic DoFs, in particular heave and surge. However, for
the sake of simplicity, both heave and surge are neglected in the
model chosen for the purposes of this paper. There are then two
DoFs considered: one for the hull (pitch, denoted δ ), and one for
the gyroscopic system (rotation about the PTO axis, denoted ε).

The simplified analytic model for the device motion is taken
from [10]. The Cummins’ equation for the pitch motion of the
hull is written as:

(Ieq +µ∞)δ̈ +
∫ t

0
h(t− τ)δ̇ (τ)dτ +β |δ̇ |δ̇

+ swδ − Jgϕ̇ ε̇cos(ε) = Tw (18)
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where Tw is the torque induced on the floater by the waves, Ieq is
the moment of inertia of the device for pitch, µ∞ is the infinite
added mass,

∫ t
0 h(t−τ)δ̇ (τ)dτ is the convolution integral of radi-

ation forces, β is a quadratic viscous damping coefficient, and sw
is the linear hydrostatic stiffness. The last term on the left-hand
side of the equation represents the pitch torque generated by the
gyroscopic system on the hull, where Jg is the flywheel moment
of inertia about its rotating axis.

The gyroscope motion is described by the following equa-
tion:

Igε̈ + Jgϕ̇ δ̇cos(ε) = Tε (19)

where Ig is the overall gyroscope moment of inertia around the
precession axis, and the term Jgϕ̇ δ̇cos(ε) non-linearly couples
the gyroscope dynamics with the pitch motion. The PTO control
torque Tε consists of two parts: a stiffness component propor-
tional to the angular position ε about the PTO axis, and a damp-
ing component proportional to the angular speed ε̇ , so that:

Tε = kPTOε + cPTOε̇ (20)

Eqns. (18), (19) and (20) are combined to obtain:


(Ieq +µ∞)δ̈ + swδ +

∫ t

0
h(t− τ)δ̇ (τ)dτ+

+β |δ̇ |δ̇ − Jgϕ̇ ε̇cos(ε)−Tw = 0
Igε̈ + cPTOε̇ + kPTOε + Jgϕ̇ δ̇cos(ε) = 0

(21)

A more complete dynamical description would involve a
third equation, to describe the equilibrium of the flywheel around
its axis ϕ [14]. As shown in [14], the values of the inertial torques
exchanged around this axis are orders of magnitudes smaller with
respect to the torques exchanged around the ε and δ axis. More-
over the large inertia of the flywheel filters the inertial torques
leading to a quasi-constant flywheel speed.

Finally, a linearised model is also built, as explained in [9],
which is used for the initialisation of the HB algorithm.

4 HARMONIC BALANCE IMPLEMENTATION OF THE
ISWEC MODEL
Eqn. (21) is in the form of Eqns. (1)-(4), where:

- the number of DoFs is D = 2, and x(t) =
(

δ (t)
ε(t)

)
- the excitation terms are e(t) =

(
Tw(t)

0

)

- the linear memoryless coefficients of Lml are given as:

M =

(
Ieq +µ∞ 0

0 Ig

)
, C =

(
0 0
0 cPTO

)
, S =

(
sw 0
0 kPTO

)

- the linear convolution kernel of Lc is K(τ) =

(
h(τ) 0

0 0

)
- the non-linear terms are given as:

N [x] = g(x, ẋ, ẍ) =
(

β |δ̇ |δ̇ − Jgϕ̇ ε̇cos(ε)
Jgϕ̇ δ̇cos(ε)

)

Finally, the transcription of Eqn. (21) into the HB problem
of Eqn. (11) requires to express the linear terms in matrix form,
using M, C, S and K. For the model considered, following the
steps detailed in Section 2.2.1 yields

A =

A0 0
. . .

0 AN

 (22)

with A0 =

(
sw 0
0 kPTO

)
, and for k ≥ 1, Ak =

(
A11

k A12
k

−A12
k A11

k

)
with:

A11
k =

(
−ω2

k (Ieq +Ma(ωk))+ sw 0
0 −ω2

k Ig + kPTO

)
A12

k =

(
ωkB(ωk) 0

0 ωkcPTO

)

where Ma(ω) and B(ω) are the frequency-dependent radiation
added-mass and damping for the hull in pitch motion.

The fundamental frequency ω1 is chosen as 2π/T , where T
is the period of the excitation signal. In contrast, the number of
harmonics, N, chosen for the HB problem formulation, depends
on the case considered (especially the harmonic content of the
wave excitation input, and the level of non-linearity in the sys-
tem). The issue of the choice of N is discussed in Section 5 on a
case-by-case basis.

For the numerical examples studied in this paper, Eqn. (11)
is solved using a trust-region algorithm, available in the fsolve
function of Matlab2. The Jacobian of Ax̂+ ĝ(x̂) is explicitly cal-
culated, which significantly improves the computational perfor-
mance of the technique. The details of the gradient computation
are not developed in this paper, but the method employed is very
similar to the one studied in the appendix of [6].

2https://uk.mathworks.com/
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The starting point x̂(0) of the root-finding algorithm is im-
portant for the computational performance of the HB method. In
this paper, the ISWEC linearised model is used (see [9]), and x̂(0)
is found by solving A′x̂ = ê, where A′, similarly to A, expresses
the terms of the linearised model in the frequency domain.

5 NUMERICAL RESULTS
In this section, the suitability of the HB method for the anal-

ysis of the ISWEC device is investigated, in both regular and
irregular waves. RK2 simulations are also used as a point of
comparison, for a better understanding of the HB properties.

5.1 Regular waves
A range of monochromatic wave conditions is defined,

based on the scatter diagram at the site of Pantelleria island
(the design location of the ISWEC device), which can be found,
for example, in [15]. The (Hs,Te) conditions at the Pantelleria
site are “converted” into monochromatic wave signals η(t) =
Acos( 2π

T t), with period T = Te, and amplitude H = 2A such that
the signal variance, m0, is identical for the polychromatic and the
monochromatic wave signals, that is m0 =H2

s /16=H2/8 so that
H = Hs/

√
2.

The control parameters (cPTO,kPTO, ϕ̇) have been optimised
in previous work at Politecnico di Torino [9,10] for each (Hs,Te)
couple. Therefore, the appropriate settings for (cPTO,kPTO, ϕ̇),
in a given monochromatic (H,T ) condition, are chosen based on
the optimised values in the corresponding polychromatic (Hs,Te)
condition.

With the HB method for a regular wave signal of period T ,
the fundamental frequency can be simply chosen as ω1 = 2π/T .
Then, the number N of harmonics ωk = kω1 must be chosen,
knowing that the accuracy of the HB results improves exponen-
tially with N [7]. Running the HB method with different numbers
of harmonics (N = {2,3,6,9,12,15}) in all wave conditions, it
is found that:

- A higher excitation level involves more significant non-
linear effects, and hence requires a higher number of har-
monics;
- However, in all cases considered, there is no perceptible
change in the results beyond N = 6.

The two points above are illustrated in Fig. 2, where the peak-to-
trough amplitude of the solution ε is plotted for different values
of N, for a wave period T = 6s and two excitation levels, H = 1m
and H = 1.5m. The asymptotic value (N → ∞) is approximated
as the value for N = 15. It can be seen that for H = 1.5m, a small
number of harmonics, N < 6, results in a small but noticeable
inaccuracy with respect to the asymptotic value.

RK2 simulations of the physical model in Eqn. (21) are also
carried out, with different integration time-steps. Unlike the HB

FIGURE 2. Peak-to-trough amplitude of the solution ε , obtained
through HB with different numbers of harmonics, in regular waves with
period T = 6s and heights H = 1m and H = 1.5m. Note that for the
case with H = 1m, the differences between results obtained with the
increasing number of harmonics are virtually undistinguishable.

method which converges exponentially, the RK2 method con-
verges linearly to the exact mathematical solution when the time
step ∆t goes to zero. As a consequence, and similarly to the re-
sults presented in [5], when ∆t tends to zero, the RK2 solution
tends to the HB solution (with N ≥ 6). However, in the wave
conditions considered, ∆t = 0.01s is sufficient to be well within
1% of the asymptotic solution.

Overall, N = 6 (for HB) and ∆t = 0.01s (for RK2) are
retained for comparison between HB and time-domain results.
The discrepancies between HB and RK2 solutions are measured
through a root-mean-square error, in %, between the two trajec-
tories, given as:

erms =

√√√√√√√√
T∫

t=0
(xRK2(t)− xHB(t))2dt

T∫
t=0

x2
RK2(t)dt

×100 (23)

where xRK2(t) (resp. xHB(t)) are any of the system variables,

6 Copyright © 2018 ASME



FIGURE 3. erms (%) between HB and RK2 solutions for ε , in a range
of regular sea states representative of the Pantelleria island.

e.g. δ (t) or ε(t), as obtained with RK2 (resp. HB). Obviously,
for RK2, the steady-state of each simulation has to be isolated
from the transient, while HB directly solves for the steady-state
response.

Fig. 3 shows erms for the ε variable (which is the most di-
rectly related to power absorption), in the whole range of reg-
ular wave conditions considered. It can be seen that the HB
and time-domain results virtually coincide almost everywhere
(erms < 0.4%), except for the pair (H = 2m,T = 7s), located
at the edge of the studied range of regular wave conditions, and
which deserves further investigation.

In fact, HB does not converge (at least within a reasonable
amount of time) in (H = 2m,T = 7s) with N = 6, but converges
with N ≤ 4. However, the resulting solution is significantly dif-
ferent from the RK2 one (see Fig. 4(a)). Therefore, another
starting solution for the HB algorithm is investigated: a shifted
and scaled version of the RK2 solution is used as x̂0 for the HB
root-finding algorithm, and this time, HB yields the same solu-
tion as RK2 integration (Fig. 4(b)). The results highlighted in
Fig. 4 are interesting, because they illustrate that:

- the approximate problem of Eqn. (11) can have multiple
solutions, some of which may not have any physical mean-
ing;
- HB results can be sensitive to the algorithm starting point.

5.2 Irregular waves
Next, HB is used for ISWEC simulations in irregular waves,

in a range of JONSWAP spectra [16] consistent with the scatter
table at Pantelleria island [15].

In contrast to Section 5.1, where the simulation time was
adjusted to the wave period, in this section it is chosen to keep a
constant simulation time of 120s across the sea states. Therefore,

(a) HB starting from the solution of the linearised model

(b) HB starting from an initial solution closer to the RK2 solution

FIGURE 4. T = 7s and H = 2m - comparison between results ob-
tained from RK2 and HB (N = 4) starting from two different initial so-
lutions.

ω1 = 2π/120≈ 0.05 rad.s−1. Similarly to the regular wave case
study, the convergence of HB with the number of harmonics is
investigated. Instead of using the solution amplitude (not well-

7 Copyright © 2018 ASME



FIGURE 5. Peak-to-trough amplitude of the solution ε , obtained
through HB with different numbers of harmonics, in regular waves with
period T = 6s and heights Hs = 2m and Hs = 3m. Note that for the
case with H = 2m, the differences between results obtained with the
increasing number of harmonics are virtually undistinguishable.

defined in irregular waves), the mean absorbed power is used to
compare the different results. It is found that, in the vast majority
of cases, N = 75 is sufficient for accurate power assessment in
the simulated 120s signal, as illustrated in Fig. 5 for a peak wave
period of Tp = 8.5s and significant wave heights Hs = 2m and
Hs = 3m respectively. As in the monochromatic case, it can be
seen that a larger excitation implies larger non-linear effects, and
thus makes it necessary to use more harmonics to obtain accurate
results.

As far as RK2 is concerned, a time step ∆t = 0.01s is also
found appropriate. A comparison between HB and RK2 results,
based on the root-mean-square difference of the solution ε sig-
nals, is shown in Fig. 6. In the vast majority of cases, there is
good agreement between HB and RK2 results, the erms generally
being lower than 1%.

However, in two cases, namely (Tp = 6.5s, Hs = 2m) and
(Tp = 8s, Hs = 2.5m), a higher number of harmonics (N = 120)
must be used to obtain convergence of HB to an accurate solu-
tion within a reasonable amount of time. In eight other cases
(indicated by erms = 100%), the HB algorithm does not converge
(again, within a reasonable amount of time) when starting from
the solution of the linearised model. However, in most of the

FIGURE 7. (Tp = 8.5s, Hs = 2.5m): linearised solution for emod(t) =
0.75e(t), and HB non-linear solution δ mod(t); δ mod(t) is then used as
initial solution to obtain δ (t)

problematic cases, it seems possible to obtain HB convergence
by using a more appropriate choice of initial solution. In partic-
ular, the following procedure can be applied:

- run HB with a lower excitation level, say emod(t) =
0.75e(t), for which HB converges; save the solution, say
x̂mod ;
- run HB with e(t) and using x̂mod as starting solution.

The above method is illustrated in Fig. 7. It can be iterated
several times if necessary, and extends the range of cases where
HB converges.

6 CONCLUSION
The formalism developed in Section 2, for HB implementa-

tion in the scope of non-linear WEC simulation, is applicable to
a wide range of dynamical models, whether they only describe
hydrodynamic interactions or also include internal PTO dynam-
ics, and whether the WEC system considered is a single device
or consists of an array.

A 2-DoF model of the ISWEC device is chosen as an ap-
plication example, as explained in Section 3. The first DoF is
the pitching motion of the device, subject to hydrodynamic inter-
action with incoming waves, while the second DoF describes the
rotation of the internal gyroscope system, which is the DoF along
which mechanical power is converted to electrical power. The
equations describing the hull motion and the gyroscope dynam-
ics are coupled through non-linear terms. The implementation of
the HB method for the specific model considered is detailed in
Section 4.
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FIGURE 6. erms (%) between HB and RK2 solutions for ε , in a range of irregular sea states representative of the Pantelleria island. Cells with erms

in the order of 100% are those where the HB algorithm does not converge within a reasonable amount of time.

The numerical results of Section 5.1 show the suitability of
HB to study strongly non-linear, multi-DoF WEC motions in reg-
ular and irregular waves. In particular, the exponential conver-
gence of HB towards the exact steady-state mathematical solu-
tion is illustrated. In regular waves, only one wave period needs
to be simulated and, in spite of the strong non-linearities, a rel-
atively small number of harmonics (here, N = 6) is sufficient
for accurate results. In irregular waves, the relevant number of
harmonics is significantly larger, due to the necessarily long sim-
ulation time, but exponential convergence of HB results can also
be observed.

Although issues related to computation time have not been
discussed in detail in this paper, gains of between one and two
orders of magnitude can be expected with respect to RK2. Fur-
thermore, the HB formalism can allow for solving multiple prob-
lems in only one run, thus resulting in additional computational
savings. The latter possibility will be explored in future work by
the authors.

However, unlike time-domain integration, the HB method is
sensitive to the algorithm starting point. In some specific cases
(especially in highly energetic seas, both regular and irregular),
the HB root-finding algorithm may fail to converge, when start-
ing from the solution of the linearised system. Different ways

could be considered to deal with convergence issues:

- the solution of a neighbouring problem, also obtained with
HB, could be used as a starting point, as suggested in Section
5.2;
- given that the typical wave conditions, in which conver-
gence issues occur, only represent a tiny fraction of the over-
all annual wave conditions at the site considered [17], time-
domain integration could be used as a last-resort solution
when HB fails to converge.

Another issue with potentially significant implications is the
existence, in some cases, of multiple solutions to the HB equa-
tion. It should be useful to investigate ways to detect non-
physical solutions. For example, a solution could be considered
“suspicious” if, by a small change in the control parameters or
wave elevation, the results change significantly. Alternatively,
tools from Floquet analysis [18] (to assess the stability of a tra-
jectory of a non-linear system) could be put to good use.

Overall, as far as the application of HB to the ISWEC device
is concerned, the HB method could be used to refine the tuning of
the ISWEC control parameters, taking into account a more accu-
rate representation of non-linear effects in the device dynamics,
or to carry out detailed power assessment in various locations.
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More work would then be needed, to determine the appropriate
length and number of HB simulation to be run for each sea state
to obtain representative results [19].
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[2] Penalba Retes, M., Mérigaud, A., Gilloteaux, J.-C., and

Ringwood, J., 2015. “Nonlinear froude-krylov force mod-
elling for two heaving wave energy point absorbers”. In
Proceedings of the 11th European Wave and Tidal Energy
Conference, European Wave and Tidal Energy Conference
2015.

[3] Armesto, J. A., Guanche, R., Del Jesus, F., Iturrioz, A., and
Losada, I. J., 2015. “Comparative analysis of the meth-
ods to compute the radiation term in cummins equation”.
Journal of Ocean Engineering and Marine Energy, 1(4),
pp. 377–393.

[4] Folley, M., and Whittaker, T., 2010. “Spectral modelling
of wave energy converters”. Coastal Engineering, 57(10),
pp. 892–897.
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