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Deep artificial neural network learning is an emerging tool in image analysis. We demonstrate its potential in the
field of digital holographic microscopy by addressing the challenging problem of determining the in-focus
reconstruction depth of Madin—Darby canine kidney cell clusters encoded in digital holograms. A deep convolu-
tional neural network learns the in-focus depths from half a million hologram amplitude images. The trained
network correctly determines the in-focus depth of new holograms with high probability, without performing
numerical propagation. This paper reports on extensions to preliminary work published earlier as one of the first

applications of deep learning in the field of digital holographic microscopy.
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1. INTRODUCTION

Deep learning [1] is a technique used to solve hitherto open
problems in image analysis and other fields that is starting
to have an impact in the field of biomedical optics; for example,
OCT [2-4] and other forms of microscopy [5-9]. Image-based
applications of deep learning [10] are characterized by neural
networks with at least eight hidden layers, at least tens of thou-
sands of images, at least hundreds of images per class, at least
millions of learned parameters, and training times of at least
weeks if run on a single-processor personal computer. This type
of network has been used successfully in various different visual
object recognition and object detection applications [11,12].

A digital hologram is an efficient encoding of a diffraction
volume. It would be desirable for digital holography researchers
to be able to edit the hologram directly, to effect some semantic
change in the diffraction volume, such as three-dimensional
(3D) segmentation, or even more simply, to analyze the holo-
gram directly to understand the 3D scene. Unfortunately, in
general, this ability has eluded researchers in digital holography.
Researchers are limited to sampling the reconstruction volume
(i.e., using numerical propagation to reconstruct from the dig-
ital hologram at a plurality of depths) before they can under-
stand the encoded 3D scene. A handful of notable exceptions
exist, such as landmark papers by Vikram and Billet [13], and
Onural and Ozgen [14], and subsequently others over the past
decade [15-21], whose work allows one to determine the size
and position of individual particles based on an analysis of the
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hologram directly. However, these approaches are limited to the
special case of idealized spherical particles. Here, we consider
significantly more complicated multicellular partially transpar-
ent objects.

Holography has a history as an enabling technology for
artificial neural networks [22]. Conventional artificial neural
networks have been applied before in the fields of digital holo-
graphic microscopy [21,23] and, more generally, digital holog-
raphy [24,25]. Recently, deep learning has been applied in
different holographic applications [26-38].

Deep convolutional neural networks (CNNs), which are
one form of deep learning, were first defined by LeCun et al.
[39]. A CNN is a feed-forward artificial neural network that
typically comprises separate layers for feature extraction and
classification. Typically, each feature extractor layer performs
separate convolution operations on its input with a bank of
convolution kernels.

The values in the convolution kernels are the learned
weights in the layer. The number of learned kernels is deter-
mined as part of the network architecture design. The classi-
fication layers are typically fully connected layers well-known
from conventional multilayer perceptron neural networks.

This paper is organized in four sections. Section 2 contains a
summary of digital holographic microscopy and existing auto-
focusing methods. Section 3 contains the proposed solution
with descriptions of the convolutional neural network archi-
tectures used and the experimental results, and Section 4
concludes the paper.
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2. DIGITAL HOLOGRAPHIC MICROSCOPY

Digital holographic microscopy (DHM) is a label-free, single-
shot technique well suited for imaging living 3D microbiologi-
cal samples [40]. One open problem in DHM is how to
efficiently determine the appropriate in-focus plane for an
arbitrary semitransparent microscopic object encoded in a dig-
ital hologram. If the sample contains more complicated objects
than idealized spherical particles [14], researchers must perform
a plurality of numerical propagation steps, which is inefficient.
In this paper, we demonstrate that it is possible to design a deep
convolutional neural network to predict the in-focus distance
of a living cell cluster from only the digital hologram plane
amplitude. With deep learning, we propose that DHM re-
searchers now have a tool at their disposal that is a major step
toward removing the need to perform any propagation steps to
determine the in-focus distance.

DHM overcomes the shallow depth-of-field problem in
optical microscopes, by allowing one to change the in-focus plane
after hologram capture. A digital hologram H (i, y) can be propa-
gated to any depth z using the Fresnel approximation [41],
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where 4 is the wavelength of the light, ® denotes a convolution
operation, and # = 2z /A. The amplitude and phase components
of the complex-valued reconstruction are defined as

A(x,y32) = {Re[U(x, 33 2) ) + Im[U(x, 3 2)*}*°, ()

P (%, y32) = arctan{Im[U (v, 3 2)|/Re[U (x, 33 2)]},  (3)
respectively. However, since each in-focus plane has a narrow
depth of field, the object of interest is in focus only at a small
range of reconstruction depths. Determining the most appropri-
ate in-focus depth is essential for applications such as autofocus-
ing, extended focus imaging, and 3D object segmentation/
recognition.

The critical importance of this problem to digital hologra-
phy researchers is evidenced by the regularity of newly proposed
focus metrics to apply to Egs. (2) and (3) [42-52], among
others. We highlight some of the proposals below.

Gillespie and King were the first to automate in-focus plane
detection of digital holograms [42]. They applied entropy as a
focus metric. Ferraro ez al. detected phase changes and used this
information as a focus metric [43]. Liebling and Unser used a
wavelet approach to measure image energy as a focus metric
[44]. A reconstruction in a stack that contains high levels of
image energy in as few coefficients as possible is considered
to be the in-focus plane. Dubois ¢z al. discovered that integrated
amplitude reconstruction is at a minimum for pure amplitude
objects and at a maximum for pure phase objects [45].
McElhinney ez al. used the maximum of the gray level variance
of a amplitude reconstruction stack to find in-focus objects in a
scene [46]. Langehanenberg ez a/. compared power spectra, gray
level variance, edge detection, and Laplacian filtering of pure
phase objects and concluded that power spectra and edge de-
tection are equally well suited for pure phase objects [47].
Memmolo e al. showed that Tamura coefficient estimation
on pure phase objects is at minimum on a reconstruction stack
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for the in-focus plane [48]. Dohet-Eraly et 4/. used multiwave-
length DHM and developed a focus metric that works on
Fourier domain phase. They showed that their metric yielded
a minimum at the in-focus plane of a reconstruction stack [49].
He ez al. calculated cosine score on an amplitude reconstruction
stack. By finding the minimum value, they were able to dis-
cover the in-focus plane [50]. An approach of Ren ez a/. using
structure tensors and their eigenvalues was shown to work with
overlapping objects [51]. By finding maximum peak(s) in their
focus metric, applied on a reconstructions stack, they discov-
ered in-focus plane(s). Lyu er @l calculated the sum of
subtracted neighboring reconstructions in a stack, and by find-
ing the maximum of amplitude objects and the minimum for
phase objects, were able to find the in-focus plane [52].

Despite a great number of publications tackling this chal-
lenging problem, they all have the same drawback; namely, that
a stack of reconstructed images must be computed, and the
focus metric must be applied to each reconstruction. This time-
consuming drawback is compounded by the fact that the whole
procedure must be applied to each new hologram. There is
a trade-off between computational search time and accuracy.
By sampling the diffraction volume at too low a resolution lon-
gitudinally, one may miss the in-focus plane. Or, sampling the
volume with a fine resolution could lead to an increased com-
putation time.

The greatest benefit of the deep learning method outlined in
this paper is that after training, the in-focus depth can be ob-
tained from the hologram plane intensity directly, in constant
time, without any numerical propagation. It should be noted
that this paper extends results reported in [26,27] by rigorously
verifying the performance of the approach in a regression con-
text. Ren ez al. [30] reported a deep-learning-based approach
for both amplitude and phase objects. An interesting deep
learning approach where the network learns to propagate a
hologram of a transparent object to an in-focus plane and per-
form a phase unwrapping operation was reported by Rivenson
et al. [29]. In contrast to these papers, the phase objects
reported in this paper are living biological 3D multicellular
samples with all of the noise and inhomogeneties of living
organisms.

3. EXPERIMENTAL RESULTS

A. Training

Two different deep convolutional neural networks were used
(see Fig. 1). The first was based on AlexNet [11], which
won the classification and localization tasks in the Large
Scale Visual Recognition Challenge 2012. It has five convolu-
tion layers, three fully connected layers, and uses convolutional
filters up to 11 x 11 pixels in size. The second, VGG16, was
based on a variant of the VGG [12] architecture that was suc-
cessful in the classification task in the same challenge in 2014.
VGG16 has 13 convolution layers, three fully connected layers,
and learns smaller features in the hologram plane with its
3 x 3 pixel convolutional filters.

Both of these network architectures are well-known and
highly accepted models for a wide range of real-world, image-
based applications. In this paper, we show that these standard-
ized models can be used as-is with holographic data from
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Fig. 1. Network architectures based on AlexNet (above) and
VGGI16 (below): C, convolution block; F, fully connected block;
input size, 227 x 227 pixels. Numbers show amount of layers in each
block. Each convolution block is followed by a max-pooling layer
(with kernel size of 3 and stride of 2 in AlexNet, and with kernel size
of 2 and stride of 2 in VGG16).
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biological samples, and that it is not necessary to invent a
custom architecture for each new application.

A set of 494 holograms of semitransparent Madin—Darby
canine kidney (MDCK) epithelial cell clusters was captured
using an off-axis Mach—Zehnder digital holographic microscope
(Lyncée Tec T1000, Lyncée Tec SA, Lausanne, Switzerland).
The microscope comprises a 660 nm laser source, a 1024 x
1024 pixel CCD camera with 6.45 pm square pixels, and a
40X microscope objective with 0.7 numerical aperture (Leica
HCX PL Fluotar). Each hologram was preprocessed automati-
cally by removing the zero order and twin terms [53]. To obtain
the ground truth data, Tomi Pitkdaho, one of the authors of this
paper, manually determined the in-focus depth z for each holo-
gram in the training, validation, and test datasets. To do this,
holograms were reconstructed [using Eq. (1)] at multiple depths,
and the particular depth z that visually displayed sharpest outer
border was chosen as the in-focus depth.

The holograms were used to generate a database of images.
An amplitude reconstruction was obtained from each hologram
ateach of 21 depths distributed equally over the range 100 mm
centered on the in-focus plane (Fig. 2). (Note: We follow a con-
vention [43,47] of ignoring the effect of the microscope objective
in our reconstruction distances.) Through different combinations
of rescaling and cropping, each reconstruction was used to gen-
erate six similar but distinct 227 x 227 pixel rescaled and cropped
images. Each such image was augmented with 90, 180, and
270 deg rotations, and each resulting image was further aug-
mented through horizontal mirroring,

This formed a database of 497 952 images. From this data-
base, all augmented images from the twelve hand-picked holo-
grams shown in Fig. 3 (comprising 12 096 images, 2.4% of the
set) were set aside as test data. The remaining images were par-
titioned randomly into training (87.8%, 437 271) and valida-
tion (9.8%, 48 585) data. Finally, a mean image (calculated
from the training data only) was subtracted from each image.

The actual training used Nvidia’s Deep Learning GPU
Training System (DIGITYS) software with two Nvidia GTX
1080 graphics cards. Learning rates were fixed at 1 x 107> and
1x10° for AlexNet and VGG, respectively. AlexNet was
trained for 100 epochs (16 h) and VGGI16 for 80 epochs
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100 mm

Fig. 2. Example of training images: Each row shows amplitude
reconstructions from one hologram (at the in-focus plane and at
distances 100 mm from the in-focus plane).

Fig. 3. Amplitudes of the twelve dc- and twin-free holograms used
for testing (with ground truth in-focus distance shown).
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(210 h) with a stochastic gradient descent solver. The loss func-
tion was mean square error and each network returned a single
value for the predicted in-focus depth. The minibatch size was
set to 150 and 25 for AlexNet and VGG16, respectively. The
learned filters from each of the first convolution layers are
shown in Fig. 4, allowing one to infer the basic features that
each network learned to extract from an image for analysis in
subsequent layers. When the training was finished, the training
loss was 2.73 and 4.47 for AlexNet and VGGI16, respec-
tively (Fig. 5).

S~ W=l
F |52 2k %

Fig. 4. Learned filters from the first convolution layer: 9611 x
11 pixel filters from AlexNet (top), 633 x 3 pixel filters from
VGG16 (bottom).
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Fig. 5. Loss functions (square mean error, logarithmic scale) for
(a) AlexNet, (b) VGG16. Possibly, VGG16 would have benefited from
a greater minibatch size (as evidenced by the fluctuation in the loss
function).
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B. Testing

Testing was performed on a separate computer to demonstrate
the portability of deep learning. The trained models (with sizes
227.4 MB and 662.9 MB for AlexNet and VGG16, respectively)
were imported into the Caffe [54] deep learning framework
using the general-purpose Python programming language. The
run times (mean of 200 holograms) were 247 ms (AlexNet) and
680 ms (VGGI16) on a 2014-era Dell Latitude Ultrabook (Intel
Core i5 processor) without a discrete graphics card. For compari-
son, on the same computer, and using a hologram of the same
dimensions, a single Tamura coefficient calculation (mean of
200) requires 932 ms (aberration removal 380 ms, reconstruc-
tion 318 ms, phase unwrapping 231 ms, Tamura coefficient
calculation 3 ms).

Testing was performed by classifying holograms that were not
used in training or validation, as explained. Of the 12 096 test
images, 100% and 99.9% were within an acceptable error
margin of 20 mm for AlexNet and VGG16, respectively (Figs. 6
and 7). The rms errors were 6.37 mm and 6.49 mm for AlexNet
and VGGI16, respectively. The error margin of 20 mm was
determined experimentally, and there was no significant visual
difference in amplitude reconstruction quality within this range.
All required morphological information about cell clusters can be
extracted within this range with a good accuracy. This is sup-
ported by extracting a single morphological feature, size, with
test holograms (Fig. 8).

To examine how the networks responded to holograms
that may have an in-focus distance not a multiple of the
10 mm discretization used in training, the holograms from
Fig. 3 were used directly (Table 1). The mean absolute error
over the 12 holograms was 3.62 mm and 4.25 mm for AlexNet
and VGG16, respectively.

Systematic testing was then performed with the holograms
from Fig. 3 over the range £100 mm centered on the in-focus
depth, but this time with a finer depth resolution of 1 mm. For a
system to generalize well outside the discrete set of 21 in-focus
depths with which it was trained, the shape of the scatter plot
should be linear. Both networks generalized well with each test
hologram, and typical examples are shown in Figs. 9(a) and 9(b).

To test the extrapolation capability of the models beyond
depths not used in the training, the test holograms were recon-
structed at distances in the range 200 mm from the manually
estimated in-focus plane, with steps of 1 mm [Fig. 9(c)]. It
can be observed that beyond depths that were not used in

3500
3000 HVGG16 B
2500 = AlexNet

£ 2000

<)

© 1500

1000
500

25 -20 -15 -10 -5 0 5 10 15 20 25
Error (mm)

Fig. 6. Absolute estimation errors with the testing data. In 88.7%
and 88.9% of test cases, for AlexNet and VGG, respectively, the ab-
solute depth estimation error is < 10 mm; in 100% and 99.9% of test
cases, respectively, the absolute error is <20 mm.
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Fig. 7. Box plots (a) AlexNet and (b) VGG16 showing distributions

of in-focus depth prediction errors for different out-of-focus depths.
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Fig. 8. Area calculated at multiple depths on one of the test holo-
grams. In addition, showing reconstructions at -20 mm, 0 mm, and
20 mm from the in-focus plane.

the training, the error increases. This is expected because neural
networks in general are not good in extrapolation. As the vol-
ume size is known before the training, the system should be
trained within the full depth of the volume so that there is
no need for extrapolation during prediction.

To test the generalization capability and push the networks
past their designed capabilities, the networks were tested with
a human cell line captured with the same DHM hardware.
An example with 1 mm reconstruction steps is shown in
Fig. 10. It can be observed that, in general, the CNN is able
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Table 1. Test Results Using the 12 Holograms from
Fig. 3, Showing Regression Result from Each Network (G,
Ground Truth; A, AlexNet; AE, Absolute Error; V, VGG16)

G (mm) A (mm) AE (mm) V (mm) AE (mm)
-51 -46.0 4.9 -52.5 1.5
-53 -52.4 0.6 -55.3 2.3
=51 -49.8 1.2 -57.7 6.7
-48 -41.1 6.9 -42.9 5.1
-15 -15.2 0.2 -15.5 0.5
-6 -5.1 0.9 -13.4 7.4
1 1.4 0.4 -4.3 5.3
7 0.0 7 5.1 1.9
0 4.4 4.4 -4.7 4.7
-2 -1.0 1.0 2.7 4.7
-74 -83.0 9.0 -82.1 8.1
-65 -60.1 4.9 -67.8 2.8
(a) € 100
€ s
g 0
T 50 & Aot
g -100 — Ground truth
5 100 -50 0 50 100
Prediction (mm) ol
(b) € 100
% 50
E 0
T .50 8 o
5 100 — Ground truth
G -100 -50 0 50 100
Prediction (mm)
(c) € 200
£ 100
s o
T -100 & At
§ _200 — Ground truth
& T -200-150-100 -50 0 50 100 150 200

Prediction (mm)

Fig.9. Fine (1 mm) depth-resolution test results with different sized
cell clusters. A linear result indicates perfect estimation. (a) and
(b) Two holograms reconstructed £100 mm around the in-focus
plane and (c) hologram reconstructed £200 mm around the in-focus
plane.

100

+ VGG
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o

10 ym

Fig. 10. Fine (1 mm) depth-resolution test results with a human
cell line sample.

to determine in-focus depths correctly. However, the result
displays greater error at the middle region. Typically, with new
samples that differ greatly from a training set of a trained
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model, one needs to retrain a model with new data. However,
transfer learning [55] can be used to speed up the training
process.

4. CONCLUSIONS

In a rigorous treatment of our preliminary results [26,27], one
of the first applications of deep learning to digital holographic
microscopy, we show that a deep artificial neural network can
be designed to learn the appropriate in-focus depth of an
arbitrary MDCK cell cluster encoded in a digital hologram.
Its greatest benefit is that the in-focus depth can be obtained
from the hologram plane intensity only, and in constant time,
without any numerical propagation. It generalizes well to
in-focus depths differing from those in its training set.

Funding. Science Foundation Ireland (SFI) (13/CDA/
2224); Irish Research Council Postgraduate Scholarship.
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