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Throughput Analysis for the Cognitive Uplink
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Abstract— This paper studies the achievable throughput per-
formance of the cognitive uplink under a limited primary
cooperation scenario wherein the primary base station cannot
feed back all interference channel gains to the secondary base
station. To cope with the limited primary cooperation, we
propose a feedback protocol called K -out-of-N feedback protocol,
in which the primary base station feeds back only the KN
smallest interference channel gains, out of N of them, to the
secondary base station. We characterize the throughput perfor-
mance under the K -out-of-N feedback protocol by analyzing
the achievable multiuser diversity gains (MDGs) in cognitive
uplinks for three different network types. Our results show that
the proposed feedback mechanism is asymptotically optimum for
interference-limited (IL) and individual-power-and-interference-
limited (IPIL) networks for a fixed positive KN . It is further
shown that the secondary network throughput in the IL and IPIL
networks (under both the full and limited cooperation scenarios)
logarithmically scales with the number of users in the network.
In total-power-and-interference-limited (TPIL) networks, on the
other hand, the K -out-of-N feedback protocol is asymptotically
optimum for KN = Nδ , where δ ∈ (0, 1). We also show that, in
TPIL networks, the secondary network throughput under both
the limited and full cooperation scales logarithmically double
with the number of users in the network. These results indicate
that the cognitive uplink can achieve the optimum MDG even
with limited cooperation from the primary network. They also
establish the dependence of pre-log throughput scaling factors
on the distribution of fading channel gains for different network
types.

Index Terms— Cognitive radio, multiple-access networks,
multiuser diversity, throughput scaling, channel state feedback.

I. INTRODUCTION

A. Background and Motivation

COGNITIVE RADIO technology has emerged as a
revolutionary suite of communication techniques in

response to the sheer pressure of having a more dynamic
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means of managing spectrum and exploiting likely spectrum
holes [1]–[3]. Roughly speaking, it alleviates the spectrum
scarcity problem by allowing unlicensed third parties (alter-
natively called: secondary users or SUs) to share the same
bandwidth with the incumbent users (alternatively called:
primary users or PUs) provided that their transmissions do
not cause harmful degradation to the primary transmission.

To this end, a secondary network requires the knowledge of
interference channel gains from its SUs to the primary base-
station (PBS) to successfully keep the secondary interference
power at the primary network below pre-determined critical
levels. Hence, interference channel gains pertaining to SUs
need to be conveyed to the secondary base-station (SBS) by
means of a primary-secondary feedback link, e.g., see the
papers [4]–[6] that require full primary cooperation. However,
it is not always possible or even desirable to deploy high
capacity feedback links between PBS and SBS due to the high
deployment cost of feedback links, especially for 4G networks
and beyond, e.g., see the papers [7]–[9] and the references
therein. Therefore, it becomes almost impractical for the PBS
to convey all interference channel gains to the SBS within
the channel coherence time over low-cost feedback links
lacking sufficient communication resources for high data rate
transmission.

One remedy for the primary-secondary feedback problem
is to design cognitive radio networks that are able to operate
without utilizing primary-secondary feedback links, i.e., no
primary cooperation at all. Recently, the authors in [10]
proposed a distributed power control mechanism that com-
pletely eliminates the necessity of implementing the primary-
secondary feedback link for cognitive uplinks, albeit with
some loss in the data rates. In the proposed approach, each SU
measures/estimates its interference and power channel gains
locally, and independently decides to transmit based on the
quality of measured channel gains. The throughput analysis
in [10] shows that the distributed cognitive uplink suffers from
a drastic reduction in the achievable throughput (i.e., more
than 60%).

These recent findings motivate the current paper to obtain
alternative solutions to alleviate the feedback problem for
cognitive radio multiple-access networks without reducing sec-
ondary communication rates. In particular, our main research
questions can be stated as: (i) Can a cognitive radio uplink
with limited primary cooperation achieve a throughput per-
formance close to that of cognitive uplinks with full pri-
mary cooperation?, (i i) what is the structure of optimum or
asymptotically optimum primary-secondary feedback protocol
for a cognitive uplink? In this paper, we consider a cog-
nitive uplink in which the PBS is only able to feed back
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a limited number of interference channel gains to the SBS due
to capacity limitations of the feedback link between them.
We propose a primary-secondary feedback protocol that sub-
stantially reduces the amount of required feedback exchange
between PBS and SBS. We evaluate the efficacy of the
proposed feedback protocol by analyzing its achievable multi-
user diversity gains (MDGs) for different network types.

Our results show that, under the proposed feedback protocol,
a cognitive uplink can achieve throughput performance similar
to that of cognitive uplinks with full primary cooperation.
These results are derived for a parametrized family of general
fading distributions called class C -distributions. The available
tools in the literature for analyzing MDG in cognitive radio
networks are applicable only if one can find a closed form
expression for the joint channel states. This is not always
possible when direct and interference channel gains are arbi-
trarily distributed. One particular example is when direct and
interference channel gains are Nakagami-m distributed. Hence,
dealing with a parametrized family of distributions to derive
generalized MDGs requires an investigation of more subtle
concentration behavior of extreme order statistics to obtain
tail estimates of joint channel states, which is technically
much more challenging than assuming specific distributions
for direct and interference channel gains.

In addition to being technically challenging, perhaps more
importantly, our analysis provides new insights into the net-
work operation by relating the fading distribution parame-
ters to the pre-log factors in the derived throughput scaling
laws, which is otherwise hidden by assuming specific fading
processes such as Rayleigh fading.

B. Main Contributions

In this paper, we consider two primary-secondary feed-
back scenarios: (i) full cooperation scenario and (i i) limited
cooperation scenario. In the full cooperation scenario, the
PBS conveys all the interference channel gains to the SBS,
i.e., no limitation is considered on the capacity of feedback
link. In the limited cooperation scenario, the PBS only feeds
back KN smallest interference channel power gains to the
SBS. KN can be interpreted as our modelling parameter to
numerically designate the feedback capability of the backhaul
link. We refer to this feedback policy as the K -out-of-N
feedback protocol.

We focus on three types of secondary networks, and for each
network type considered, we provide a sufficient condition on
KN such that the K -out-of-N feedback protocol is asymp-
totically optimum, i.e., it achieves the same MDG as that of
full cooperation scenario. We allow the distributions of direct
and interference channel gains to be arbitrarily selected from
the class-C distributions (i.e., see Definition 3.1). The class-C
distributions include Rayleigh, Rician, Nakagami and Weibull
fading models as special cases. This allows us to derive
the generalized MDGs for cognitive uplinks with full/limited
primary cooperation.

Network types considered are: Interference-Limited (IL),
Individual-Power-and-Interference-Limited (IPIL) and Total-
Power-and-Interference-Limited (TPIL) networks. In IL,

we show that the K -out-of-N feedback protocol is asymptot-
ically optimum for KN = O (1). Moreover, our results show
that, in the IL networks, the secondary network throughput
under both full and limited primary cooperation scenarios
scales according to 1

γg
log (N), where γg is a parameter

determined from the behavior of the cumulative distribution
function (CDF) of the interference channel power gains around
zero. (see Definition 3.1 and Table II for more information
about γg .) Similar results continue to hold for the IPIL
networks. In particular, our results show that the K -out-of-
N feedback protocol is asymptotically optimum for KN =
O (1), while the secondary network throughput under both
full and limited primary cooperation scales according to
min

(
1, 1

γg

)
log (N).

In TPIL networks, on the other hand, our results indicate
that the K -out-of-N feedback protocol is asymptotically opti-
mum for KN = Nδ , where 0 < δ < 1 For KN = Nδ , the
secondary network throughput in the TPIL networks scales
according to 1

nh
log log (N) under both full and limited primary

cooperation scenarios, where nh is a parameter determined
from the asymptotic tail behavior of direct channel power
gains. (see Definition 3.1 and Table II for more information
about nh .) In TPIL networks, we further show that, for
KN = o (N), the interference power at the PBS converges
to zero almost surely and also in mean as N tends to infinity.
From a practical point of view, this result implies that the
interference constraint is not a performance limiting criterion
for N large enough. Hence, the SBS just requires the indices of
the SUs with the lowest KN interference channel gains, rather
than the actual realizations of the interference channel gains,
which provides an added reduction on the amount of feedback
load required between two networks. Our main results are
summarized in Table I.

C. A Note on Notation and Paper Organization

When we write p(x) = O (q(x)) and p(x) = o (q(x))
for two positive functions p(x) and q(x), we mean
lim supx→∞

p(x)
q(x) < ∞ and limx→∞ p(x)

q(x) = 0, respectively.

By p(x) = � (q(x)), we mean 0 < lim infx→∞ p(x)
q(x) ≤

lim supx→∞
p(x)
q(x) < ∞.

As is standard in the literature, when we say a wireless
channel is a Rayleigh fading channel, we mean that the
channel magnitude gain is Rayleigh distributed, or equivalently
the channel power gain is exponentially distributed. By a
Rician-k fading channel, we mean that the channel magnitude
gain is Rician distributed with a Rician factor k ≥ 0. For a
Rician-k fading channel, the channel power gain is non-central
chi-square distributed with two degrees of freedom [11]. When
we say a wireless channel is Nakagami-m distributed, we
mean that the channel magnitude gain is Nakagami distributed
with a Nakagami factor m ≥ 0.5. For a Nakagami-m fading
channel, the channel power gain is Gamma distributed. By a
Weibull-c fading channel, we mean that the channel magnitude
gain is Weibull distributed with a Weibull parameter c > 0.
We refer the reader to [11] and [12] for more details about
fading distributions.
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TABLE I

THROUGHPUT SCALING LAWS FOR DIFFERENT NETWORK MODELS

The rest of the paper is organized as follows. In Section II,
we discuss the relevant literature. Section III describes the
system model and network configuration along with our
modeling assumptions. Section IV derives and compares the
secondary network throughput scaling under K -out-of-N and
full primary cooperation scenarios, discusses the effect of
fading channel parameters on the scaling laws and provides
various insights into the derived throughput scaling laws by
focusing on the constant primary interference power at the
SBS. Section V extends the results presented in Section IV
to the case of randomly varying primary’s interference power.
Section VI illustrates the accuracy of our results by means
of numerical examples. Section VII concludes the paper and
presents some future research directions of interest. All proofs
are relegated to appendices and the associated technical
report [27] due to space limitations.

II. RELATED WORK

The jointly optimum power control and spectrum sharing
problem under limited primary cooperation has been previ-
ously studied in the cognitive radio literature in recent papers
such as [10], [13]–[15], and [26]. The authors in [13] studied
the optimal power control problem for a secondary transmitter-
receiver pair sharing a frequency band with a primary receiver.
In their set-up, the secondary transmitter has only access to
the quantized channel state information (CSI) of the primary
link and the transmission power of the SU is limited by
an average transmission power constraint and the primary
rate loss constraint. The authors in [14] considered a set-
up similar to [13], and studied the optimal power control
problem when the secondary transmitter receives the quantized
version of its direct channel gain as well as the quantized
channel state information of the primary link. In [15], the
authors considered the optimal power control problem in a
cognitive broadcast channel in which the SBS receives one-
bit information about the quality of the primary link and one-
bit information about the quality of each secondary link. They
established the double logarithmic capacity scaling law for the
secondary network under the optimal power control policy

at the SBS for Rayleigh distributed fading channel gains.
Similar to these previous works, our performance measure in
this paper is also the secondary network throughput capacity
under the jointly optimum power control and spectrum sharing
policy. Different from them, we focus on cognitive uplinks
wherein many SUs interfere with the primary’s transmission,
and establish the capacity scaling laws under limited primary
cooperation for a generalized fading model.

The reference [10] only reports the throughput scaling
results in fully distributed cognitive uplinks, and the case
of reduced primary cooperation was not considered in [10].
In particular, the capacity scaling results with distributed
scheduling are quite restrictive due to an extra pre-log mul-
tiplier of 1

e . On the other hand, the proposed K -out-of-N
feedback protocol has the potential to boost the capacity
performance of cognitive radio networks three times by means
of small feedback load coordinating SU transmissions. From
an engineering point of view, this result leads to a critical
design choice for network operators, to deploy or not to
deploy a low capacity feedback link between primary and
secondary networks, to improve data rates in next generation
cognitive radio empowered telecommunication technologies.
From a more technical point of view, the channel model and
the operating constraints in [10] are significantly different
than those in this paper. Specifically, a collision channel
model is employed in [10] due to distributed implementation,
whereas a classical Gaussian multiple-access channel model
with successive interference cancellation is used in the current
paper. Furthermore, the structure of the optimum power control
policy derived in [10], which is a threshold-based power
control policy, is also different from the structure of the
optimum power control policy derived here. These distinctions
manifest themselves as fundamental differences in the proof
techniques to establish capacity scaling laws in both cases.
In [26], which is the conference version of this work, the
capacity scaling behavior of TPIL networks under full and
K -out-of-N feedback protocols is presented. The capacity
scaling behavior of IPIL and IL networks under full and
K -out-of-N feedback protocols as well as the required
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conditions on KN for asymptotic optimality of these scaling
results were not reported in [26]. It should be emphasized that
the results for IL and IPIL networks are structurally much
different than those in [26] and cannot be deduced from the
results for TPIL networks.

Capacity scaling laws for the cognitive uplink under full CSI
have also been investigated in the literature, e.g., see [16]–[21],
under various types of constraints on the transmission powers
of SUs. In [16], the authors studied MDGs in an inter-
weave cognitive uplink wherein SUs report their decisions
about primary’s activity to the SBS. Then, based on the
received information from SUs, the SBS schedules the best
SU for transmission. The authors in [17] and [18] studied the
capacity scaling laws for Rayleigh fading cognitive multiple
access networks under joint peak transmission and interference
power constraints. For fixed/adaptive power control policies
regulating SUsÕ transmissions, they established logarithmic
and double logarithmic secondary network capacity scaling
behavior through some approximations. These results are
extended to cognitive broadcast and cognitive parallel access
channels in [19]. The authors in [20] considered a cognitive
uplink sharing spectrum with a primary broadcast network.
Assuming Rayleigh fading channels, they analyzed MDGs
for the secondary network under a fixed transmission power
policy. In [21], the authors studied throughput scaling behavior
of IL and TPIL cognitive multiple access networks under
the full CSI assumption when transmission powers of SUs
are optimally allocated. The current work differs from these
previous papers in that [16]–[21] do not consider feedback
limited communication environments, and assume specific
fading distributions to derive the stated throughput capacity
scaling laws. Further, using a generalized class of fading
distributions, this paper establishes the connection between
the pre-log factors in the capacity scaling results and the
distribution of fading channels, which does not appear in these
previous studies.

Other related work includes secondary network capac-
ity scaling in multi-band and multi-antenna setups such
as [22], [23] and [24]. In [22], the authors studied the multiuser
and multi-spectrum diversity gains for a cognitive broadcast
network sharing multiple orthogonal frequency bands with
a primary network. Assuming Rayleigh fading channels and
peak interference power limitations, they derived capacity
scaling expressions for the secondary network. In [23], the
authors considered N secondary transmitter-receiver pairs
sharing M frequency bands with a primary network. Under the
optimum matching of SUs with primary network frequency
bands, they obtained a double logarithmic capacity scaling
law for Rayleigh fading secondary networks. In [24], the
authors studied the scheduling gain in cognitive radio networks
with multiple antennas at the SBS and PBS. They established
logarithmic throughput scaling laws for the secondary network
with pre-log multipliers depending on the operating modes
(i.e., multiple access versus broadcast) and the number of
antennas at the SBS and PBS. When compared to [22], [23],
and [24], this paper differs from them in three important
aspects. First, we focus on more practical feedback limited
communication scenarios. Second, all of our results are derived

Fig. 1. N SUs forming a multiple access channel to the SBS and
interfering with signal reception at the PBS. The backhaul feedback link can
be implemented by using either a microwave link or a DSL link with limited
capacity.

under optimum allocation of transmission powers to SUs.
Third, by considering general fading models, we establish
generalized MDGs in cognitive uplinks under full and limited
primary cooperation scenarios. These differences result in
using more subtle concentration behavior of extreme order
statistics to obtain tail estimates of joint channel states as put
forward in Appendices A and B.

III. SYSTEM MODEL, OPERATING CONSTRAINTS

AND THE NETWORK TYPES

In this section, we will introduce the details of our system
model, the operating constraints on the cognitive radio envi-
ronment that go with this model and the classification of the
network types studied throughout the paper based on these
operating constraints.

A. System Model

We consider an underlay cognitive uplink in which N
SUs transmit data to an SBS and interfere with the signal
reception at a PBS. Let hi and gi represent the fading power
gains for the i th direct and interference links, respectively.
The classical ergodic block fading model [25] is assumed to
hold to model statistical variations in channel states for all
direct and interference links. Further, we assume that hi ’s are
independent and identically distributed (i.i.d.) random vari-
ables among themselves and gi ’s are i.i.d. random variables
among themselves, but direct channel gains hi , i = 1, . . . , N ,
may have a different joint distribution than that of interfer-
ence channel gains gi , i = 1, . . . , N . That is, the random
vectors h = [h1, h2, . . . , hN ]� and g = [g1, g2, . . . , gN ]�
are also independent, but possibly with different distributions.
The explained communication set-up is represented in Fig. 1
pictorially.

To describe the direct and interference channel variations
over time, we consider a general class of parametrized distribu-
tions, which is formally introduced in the following definition.
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TABLE II

COMMON FADING CHANNEL MODELS AND THEIR PARAMETERS

Definition 3.1: We say that the CDF of a random vari-
able X , denoted by FX , belongs to the class-C distributions
if it satisfies the following properties:

• FX (x) is continuous.
• FX (x) has a positive support, i.e., F(x) = 0 for x ≤ 0.
• FX (x) is strictly increasing.
• The tail function 1 − F(x) decays to zero exponentially,

i.e., there exist constants α > 0, β > 0, n > 0, l ∈ R and
a slowly varying function H (x) satisfying H (x) = o (xn)
such that limx→∞ 1−F(x)

αxl e(−βxn+H (x)) = 1.

• F(x) varies regularly around the origin, i.e., there exist
constants η > 0 and γ > 0 such that limx→0

F(x)
ηxγ = 1.

Our results in Theorems 1, 2 and 3 in Section IV indicate
that the channel gain distribution parameters play important
roles in identifying the pre-log factor in the fundamental
capacity scaling laws for cognitive radio networks. In par-
ticular, the decay rate of the CDF around zero and that of its
associated tail function around infinity determine the nature of
full MDG, which is otherwise hidden by only considering the
Rayleigh fading scenario. We will elaborate on these findings
further as we discuss the above theorems in Section IV. The
parameters characterizing the behavior of the distribution of
fading power gains around zero and infinity are illustrated in
Table II for the commonly used fading models in the literature.
To avoid any confusion, we represent these parameters with
subscript h for direct channel gains and with subscript g for
interference channel gains, e.g., ηg or ηh , in the remainder of
the paper.

B. Operating Constraints

We consider different operating constraints on the cogni-
tive radio environment introduced above in order to iden-
tify the network types studied throughout the paper more
systematically. Specifically, different constraints on the trans-
mission powers of SUs and the capacity of the feedback
link are considered. In each case, we analyze the through-
put scaling behavior of the secondary network when the
transmission powers of SUs are allocated according to an
optimum power allocation policy subject to these constraints,
where we define a power allocation policy P (h, g) =[
P1 (h, g) , · · · , PN (h, g)

]� as a mapping from R
2N to R

N

in which Pi (h, g) is the transmission power of the i th SU.
The equations (1a), (1b), (1c), (1d) and (1e) below list

the operating constraints on the studied cognitive radio

environment formally, and the throughput scaling behavior
of the secondary networks is derived systematically under
different combinations of these constraints. In particular, (1a),
(1b) and (1c) are average total power, average individual power
and average total interference power constrains, respectively.
(1d) is a constraint to guarantee that a SU is allowed to
transmit only if its interference channel gain is available at
the SBS, where gKN :N represents the KN th smallest value in
the set {gi}N

i=1. (1d) will be called the feedback constraint
in the remainder of the paper as it describes the SUs that
are allowed for transmission as a function of the feedback
load KN . Equation (1e) is the usual positivity constraint
on the transmission power, which is added for the sake of
mathematical completeness.1

⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Eh,g

[
1�P (h, g)

]
≤ Pave, (1a)

Eh,g
[
Pi (h, g)

] ≤ Pave 1 ≤ i ≤ N, (1b)

Eh,g

[
g�P (h, g)

]
≤ Qave, (1c)

Pi (h, g) 1{
gi ≥gKN :N

} = 0 1 ≤ i ≤ N, (1d)

Pi (h, g) ≥ 0. (1e)

From an implementation point of view, the PBS needs to
rank the interference channel power gains and select the KN

smallest ones to execute the K -out-of-N feedback protocol.
The computational complexity of this ordering process is only
polynomial in N . Further, a negotiation process may take
place between primary and secondary networks to reach an
agreement on the final value of KN before the commencement
of the data communication phase. This has to be done only
once, and hence the limited-capacity backhaul link between
two networks can also be utilized for such ante-communication
processes.

Remark 1: An important application scenario of the cog-
nitive radio technology is the multi-tier heterogenous cellular
networks in which multitude of cognitive radio devices are
expected to opportunistically share the same spectrum with
the incumbent cellular network users, e.g., see [28], [29],
and references therein. In such heterogeneous communication
environments, high capacity wired backhaul links are not

1Another important issue in this setup is the estimation of interference
channel gains by the PBS. This can be efficiently done by using pilot
signals transmitted intermittently by SUs. These pilot signals are heard by the
PBS through interference channels, which can be further utilized to estimate
interference channel gains.
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usually available to coordinate the transmissions of devices
belonging to different network tiers. As a result, it turns out
that the capacity of backhual links is a limiting factor in terms
of cost and performance for multi-tier heterogenous cellu-
lar networks [30]. Thus, in these networks, the interference
channel gains must be conveyed over capacity-limited wireless
backhaul links, which necessitates the investigation of limited
cooperation between PBS and SBS in this paper.

C. TPIL Networks

In TPIL networks, we examine the secondary network
throughput scaling behavior in two communication scenar-
ios (CoSs) of interest: CoSFull

TPIL and CoSK
TPIL. CoSFull

TPIL refers
to a TPIL network under full cooperation scenario whereas
CoSK

TPIL refers to a TPIL network under K -out-of-N feedback
protocol. In CoSFull

TPIL, transmission powers of SUs are limited
by an average total power constraint and an average total
interference power constraint without any restriction on the
amount of feedback information to be exchanged between the
PBS and SBS. Hence, transmission powers of SUs are allo-
cated according to the solution of the following optimization
problem:

max
P(h,g)

Eh,g

[
log

(
1 + h�P (h, g)

W

)]

subject to : (1a), (1c) and (1e), (2)

where W = N0 + I represents the average background noise
plus primary interference power at the SBS. It is important to
note here that our control actions are only on the SUs since
we consider the underlay communication paradigm for the co-
existence of primary and secondary networks [2]. Hence, the
uncontrolled variable W just functions as a scaling parameter
for the secondary network direct channel gains.2

The solution to (2) was given in [21] as in (3), shown at
the bottom of the page.

This result intuitively indicates that the jointly optimum
spectrum sharing and power control policy maximizing infor-
mation theoretic throughput capacity of a cognitive uplink with
full primary cooperation under average total transmission and
interference power constraints is to schedule the SU with the
best joint direct and interference channel state summarized

2The joint control of primary and secondary networks is outside the scope
of this paper. This will require a central authority that can oversee all control
variables and channel gains, which implies excessive feedback load between
primary and secondary networks and does not serve the purpose of throughput
analysis under limited primary-secondary coordination. Further, we can also
assume that the SBS can cancel primary interference to remove the coupling
between primary and secondary networks as in [7].

by the random variable X�
N (λN , μN ) = max1≤i≤N

hi /W
λN +μN gi

according to a power allocation policy in the form of a water-
filling algorithm with changing water levels. Here, λN and
μN are Lagrange multipliers associated with the average total
transmission and interference power constraints, respectively.
We note that there is no ambiguity with the solution described
in (3) since direct and interference channel gains are contin-
uous random variables, and there is only one SU achieving
the maximum joint channel state with probability one. Let
RTPIL (N) be the throughput of the secondary network for the
all feedback scenario. Then, it follows directly that

RTPIL (N) = E
[
log

(
X�

N (λN , μN )
)

1{X�
N (λN ,μN )≥1}

]
.

Different from the full primary cooperation scenario, transmis-
sion powers of SUs in CoSK

TPIL are also limited by an extra
feedback constraint given by (1d), besides the average total
transmission and interference power constraints above. Hence,
transmission powers of SUs in this case are allocated accord-
ing to the solution of the following optimization problem:

max
P(h,g)

Eh,g

[
log

(
1 + h�P (h, g)

W

)]

subject to : (1a), (1c), (1d), and (1e). (4)

Lemma 1: Let π( j) be a mapping from {1, · · · , KN } to
{1, · · · , N} such that π( j) = i if gi = g j :N . Then, the
solution for (4) is given by (5), shown at the bottom of the
page.

Proof: Follows directly by inspecting the structure of the
solution given for (2) in (3).

As an analogy with the solution described in (3), the
jointly optimum spectrum sharing and power allocation policy
described in (5) under the limited primary cooperation is to
schedule the SU with the best joint channel state among the
ones that are fed back to the SBS. Specifically, the throughput
in the CoSK

TPIL scenario can be written as

RTPIL (KN ) = E
[

log(X�
KN

(λN , μN ))1{
X�

KN
(λN ,μN )≥1

}
]

,

where X�
KN

(λN , μN ) = max1≤ j≤KN

hπ( j)/W
λN +μN gπ( j)

. This expres-

sion makes it further clear that the jointly optimum spectrum
sharing and power control policy maximizing information
theoretic throughput capacity of a cognitive uplink under the
K -out-of-N feedback protocol with average total transmission
and interference power constraints is to schedule the SU with
the best joint direct and interference channel state among
the ones whose interference channel states are fed back
to the SBS.

P�
i,N (h, g) =

⎧
⎨
⎩

(
1

λN +μN gi
− W

hi

)+
if i = arg max

1≤ j≤N

h j
λN +μN g j

0 otherwise.
(3)

P�
i,KN

(h, g) =
⎧
⎨
⎩

(
1

λN +μN gi
− W

hi

)+
if i = π

(
arg max

1≤ j≤KN

hπ( j)
λN +μN gπ( j)

)

0 otherwise.
(5)
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D. IL Networks

We study the throughput scaling behavior of IL net-
works under two CoSs of interest: CoSFull

IL and CoSK
IL.

In CoSFull
IL , transmission powers of SUs are limited only by

an average total interference power constraint. In this case,
the secondary network throughput is given by RIL (N) =
E

[
log

(
X�

N (0, μN )
)

1{X�
N (0,μN )≥1}

]
. On the other hand,

transmission powers of SUs are also limited by the feedback
constraint (1d) in CoSK

IL. The secondary network throughput
in CoSK

IL is given by

RIL (KN ) = E
[

log
(
X�

KN
(0, μN )

)
1{

X�
KN

(0,μN )≥1
}
]

,

where the random variable X�
KN

(λN , μN ) summarizes the best
joint channel state under limited primary cooperation defined
as above.

E. IPIL Networks

Similar to the above cases, we investigate the sec-
ondary network throughput scaling behavior of IPIL networks
under two CoSs of interest: CoSFull

IPIL and CoSK
IPIL. In CoSFull

IPIL,
transmission powers of SUs are limited by individual average
transmission power constraints and an average total interfer-
ence power constraint. Hence, transmission powers of SUs are
allocated according to the solution of the following optimiza-
tion problem:

max
P(h,g)

Eh,g

[
log

(
1 + h�P (h, g)

W

)]

subject to : (1b), (1c) and (1e).

The throughput in CoSFull
IPIL is given by

RIPIL (N) = E
[
log

(
X�

N (λN , μN )
)

1{X�
N (λN ,μN )≥1}

]
,

where λN now represents the Lagrange multiplier associ-
ated with individual transmission power constraints. Again,
the definition of X�

N (λN , μN ) is the same with the one
above, except with a change of interpretation of the Lagrange
multiplier λN in this network. Hence, although the functional
structure of the power control policy is the same for both
cases of TPIL and IPIL networks, the resulting transmission
powers can be much different. In the first case, λN is chosen to
keep the aggregate transmission power around Pave whenever
there is a transmission from the totality of all SUs. Hence,
each transmission is expected to occur with power around Pave
in TPIL networks. On the other hand, λN is chosen to keep
individual transmission powers around Pave in IPIL networks.
Therefore, considering the spectrum access probability, each
transmission is expected to occur with power around Pave
times the probability of being scheduled for transmission in
the second case. This difference in turn results in different
throughput scaling behavior for both networks as explained in
detail in Section IV.

In CoSK
IPIL, in addition to the individual average transmis-

sion power and average total interference power constraints,
transmission powers of SUs are also limited by the feedback
constraint in (1d). Hence, the transmission powers of SUs are

allocated according to the solution of the following optimiza-
tion problem:

max
P(h,g)

Eh,g

[
log

(
1 + h�P (h, g)

W

)]

subject to : (1b), (1c), (1d) and (1e).

The throughput in CoSK
IPIL is given by

RIPIL (KN ) = E
[

log
(
X�

KN
(λN , μN )

)
1{

X�
KN

(λN ,μN )≥1
}
]

.

Again, the definition of X�
KN

(λN , μN ) is the same with the
one given above, except with a slight change of interpretation
of the Lagrange multiplier λN in this network type.

Remark 2: Although the same notations λN and μN are
used to represent the Lagrange multipliers for different net-
work types, their association to the constraints will be clear
from the context. In particular, λN will represent the Lagrange
multiplier associated with the total average transmission power
constraint in CoSFull

TPIL and CoSK
TPIL, whereas it will represent

the identical Lagrange multipliers associated with individ-
ual average transmission power constraints in CoSFull

IPIL and
CoSK

IPIL in the remainder of the paper. Also, μN represents
the Lagrange multiplier associated with the average total
interference power constraint in all CoSs.

Remark 3: In Appendix A, we show that the concentration
behavior of the extreme order statistic of an i.i.d. sequence
of random variables with a common CDF FX , which does
not have to have a closed form expression, is characterized
by the functional inverse of the function G(x) characterizing
the tail behavior of FX , i.e., limx→∞ G(x) (1 − FX (x)) = 1.
This is the key result used to establish the secondary network
throughput scaling behavior under different CoSs.

IV. ANALYTICAL RESULTS AND DISCUSSIONS

In this section, we state the main MDG results under both
full and limited cooperation scenarios for different network
types. For each network type, we provide the sufficient con-
dition on KN such that the K -out-of-N feedback protocol is
asymptotically optimal. We also discuss various insights about
the derived MDGs. The proofs are relegated to the appendices
for the sake of fluency of the paper. We start our discussions by
establishing the secondary network throughput scaling when I ,
i.e., the primary’s interference power at the SBS, is a fixed
but an arbitrary constant. In the next section, we show that the
same throughput scaling results continue to hold for randomly
varying interference power at the SBS.

A. MDG in IL Networks Under Full and Limited
Cooperation Scenarios

The following theorem establishes the secondary network
throughput scaling behavior under CoSFull

IL and CoSK
IL.

Theorem 1: Consider an IL network in which the pri-
mary’s interference power at the SBS is constant. Let RIL (N)
and RIL (KN ) be the secondary network throughput under
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CoSFull
IL and CoSK

IL, respectively. Then, for 1 ≤ KN ≤ N ,
we have

lim
N→∞

RIL (N)

log (N)
= lim

N→∞
RIL (KN )

log (N)
= 1

γg
.

Proof: See Appendix B.
Theorem 1 establishes the logarithmic scaling behavior for

the secondary network throughput with N under CoSFull
IL and

CoSK
IL. An important aspect of Theorem 1 is that the derived

capacity scaling result under the limited primary cooperation
is independent of the scaling behavior of KN . Hence, The-
orem 1 also indicates that the optimum secondary network
throughput scaling behavior in CoSK

IL can be attained even
with KN = O (1). This is primarily because the interference
channel gains turn out to be the main source of MDGs in
IL networks since hi

gi
and 1

gi
have the similar tail behavior

(see Appendix B for more details). Thus, the common CDF
of the interference channel gains characterizes the asymptotic
behavior of maxi

hi
gi

. As a result, scheduling the SU with the
smallest interference channel gain for transmission does not
change the throughput scaling behavior up to a first order.
Direct channel gains only have a second order effect on the
achievable throughput levels of the secondary network.

The throughput analysis of fully distributed IL cognitive
uplinks in [10] revealed that the secondary network through-
put in a fully distributed IL network scales according to

1
eγg

log (N). Here, the factor 1
e represents the throughput loss

in the fully distributed mode of operation due to collisions and
no transmission events. Thus, the fully distributed IL networks
suffer from more than 60% throughput loss, compared to
the IL networks under full or limited primary cooperation
scenario, due to uncoordinated transmission strategies of SUs.
Note that the fully distributed cognitive uplinks operate with
no primary cooperation, i.e., there is no feedback link deployed
between the PBS and SBS, and each SU decides whether
to transmit or not, only based on the local knowledge of its
own direct and interference channel gains. On the other hand,
Theorem 1 implies that an IL network with limited primary
cooperation under K -out-of-N feedback protocol can achieve
a much superior throughput performance than that of fully
distributed IL networks. Further, perhaps more importantly,
this boost in the throughput performance (i.e., almost three
times increase) comes only with an O (1) feedback exchange
between the PBS and the SBS. This observation suggests that
employing the K -out-of-N feedback protocol is a much more
favorable approach for the primary-secondary feedback prob-
lem when compared to the fully distributed implementation of
cognitive uplinks.

Furthermore, Theorem 1 reveals that the secondary network
throughput scaling under CoSFull

IL and CoSK
IL is controlled by

a pre-log factor of 1
γg

that is determined from the behavior
of the CDF of the interference channel gains around zero.
The pre-log factor is equal to 2

c , 1
m and 1 for the Weibull-c,

Nakagami-m and Rician-k distributed interference channel
gains, respectively. The effect of γg on RIL (N) and RIL (KN )
has an engineering interpretation. For a given fading model for
interference channels, γg is a measure for the proximity of the
interference channel power gains to zero. That is, small values

of γg imply that the interference channel gains take values
close to zero with high probability, and vice versa. Thus, as
γg increases, the interference channel gains become large, and
consequently SUs reduce their transmission powers in order
to meet the average interference power constraint at the PBS.
As a result, the secondary network throughput decreases as γg

becomes large.
At this point, it is also insightful to compare the result

of Theorem 1 with the capacity scaling behavior under the
following simple heuristic approach. Since there is no limi-
tation on the transmission power, one may speculate at the
first sight that the stated throughput scaling behavior in the
IL networks can be easily obtained by scheduling a SU
with transmission power equal to N Pave, which will lead to
throughput scaling as log (N). For γg < 1, the proposed
heuristic cannot achieve full MDG in IL networks since
Theorem 1 shows that the throughput in IL networks under
optimal power allocation policy is superior to log (N) and
scales according to 1

γg
log (N). For γg > 1, on the other hand,

it can be shown that this heuristic power allocation policy
violates the average interference constraint as N becomes
large, i.e., transmission power grows at a rate larger than the
decay in the minimum interference channel gain. Therefore,
apart from the the peculiar case γg = 1, which holds for
the Rayleigh fading scenario, the optimum power control
policy must be followed to have a complete capacity scaling
characterization for the IL networks.

In Appendix B, we show that the Lagrange multipliers μN

converge to 1
Qave

in CoSFull
IL . This finding can be used to

study the effect of Qave on the secondary network throughput
under CoSFull

IL . Based on our analysis in Appendix B, we
characterize the second order effects of Qave and fading para-
meters on the secondary network throughput under CoSFull

IL for
finite numbers of SUs by bounding RIL (N) from below and
above as

(1−ε)
1

γg
log (N) + log (Qave) + 1

γg
log

(
ηgE

[
hγg

]) + O (1)

≤ RIL (N) ≤ (1 + ε)
1

γg
log (N) + log (Qave)

+ 1

γg
log

(
ηgE

[
hγg

]) + O (1) (6)

for all ε > 0 and N large enough (i.e., see (9)). Hence, an
increase in Qave leads to a logarithmic increase in RIL (N),
implying that Qave has a logarithmic effect on RIL (N).
Furthermore, the second order effects of the direct and inter-
ference channel fading models on RIL (N) can be thought to
be embodied in 1

γg
log

(
ηgE [hγg ]

)
, where h is a generic non-

negative random variable having the same CDF with direct
channel gains.

Remark 4: Operating in the IL scenario does not neces-
sarily imply that the average transmission powers of SUs
are infinite. It is easy to show that when the distribution
of interference channel gains belongs to class-C distributions
with γg > 1, the average transmission powers of SUs are
finite.
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B. MDG in IPIL Networks Under Full and Limited
Cooperation Scenarios

Now, we investigate throughput scaling laws in IPIL net-
works under full and limited cooperation scenarios. The next
theorem establishes the secondary network throughput scaling
behavior under CoSFull

IPIL and CoSK
IPIL.

Theorem 2: Consider an IPIL network in which the pri-
mary’s interference power at the SBS is constant. Let
RIPIL (N) and RIPIL (KN ) be the secondary network through-
put in this network under CoSFull

IPIL and CoSK
IPIL, respectively,

for 1 ≤ KN ≤ N . Then,

lim
N→∞

RIPIL (KN )

log (N)
= lim

N→∞
RIPIL (N)

log (N)
= min

(
1,

1

γg

)
.

Proof: See [27].
Theorem 2 establishes the logarithmic scaling behavior of

the secondary network throughput under CoSFull
IPIL and CoSK

IPIL

as a function of the number of SUs. For CoSK
IPIL, the scaling

behavior does not depend on the number of interference chan-
nel gains available at the SBS. Hence, even for KN = O (1),
a secondary network under CoSK

IPIL can achieve the same
scaling behavior as the one achieved under CoSFull

IPIL, which
implies a tremendous reduction in the primary-secondary
feedback load. We note that such a behavior was also observed
for the IL networks.

Theorem 2 also reveals the effect of parameters of the
interference fading model on the scaling behavior of RIPIL (N)
and RIPIL (KN ), which appears as the pre-log factor of
min

(
1, 1

γg

)
. This effect has the following interpretation. For

γg < 1, random interference channel gains take values
close to zero with high probability. As a result, the average
interference power constraint becomes increasingly looser, and
the transmission powers of SUs become mainly limited by
the individual average transmission power constraints, i.e.,
secondary network behaves as a primary uplink with individual
power constraints only. The throughput of a primary uplink
with individual power constraints scales according to log N
(i.e., see [27]). Hence, the secondary network throughput
scales according to log (N) for γg < 1. For γg > 1, random
interference channel gains take large values away from zero
with high probability, when compared with the case of γg < 1.
Thus, the average interference power constraint becomes more
stringent, and the secondary network behaves as an IL net-
work. This leads to the result that the secondary network
throughput scales according to 1

γg
log (N) for γg > 1.

From a more heuristic perspective, the effect of the pre-
log factor min

(
1, 1

γg

)
has the following interpretation. By

removing the interference power constraint from an IPIL
network, we obtain a primary uplink with individual power
constraints whose throughput, which we represent as RIPL (N),
can be shown to scale according to log (N). On the other
hand, by removing the individual power constraints from an
IPIL network, we obtain an IL network whose throughput
RIL (N) can be shown to scale according to 1

γg
log (N).

Thus, RIPIL (N) is upper bounded by the communication rates
obtained in both cases. Depending on the value of γg , one of
the upper bounds bites. That is, for γg < 1, RIPL (N) bound

is tighter than RIL (N), and as a result the secondary network
throughput scales according to log (N). For γg > 1, RIL (N)
bound is tighter than RIPL (N), and the secondary network
throughput scales according to 1

γg
log (N). It should be noted

these arguments can only provide us with an upper bound.
More analysis is needed to establish the lower bounds with
the same scaling behavior as well as for deriving the scaling
behavior of RIPIL (KN ), i.e., see [27].

C. MDG in TPIL Networks Under Full and Limited
Cooperation Scenarios

Finally, we discuss the throughput scaling behavior of TPIL
networks under full and limited cooperation scenarios. Some
parts of our results for TPIL networks have been partially
appeared in [26]. Here, we mention them for the sake of com-
pleteness of the paper. We also provide additional important
observations and insights regrading the observed MDGs in
TPIL networks that did not appear in [26]. The next theorem
establishes the throughput scaling behavior for RTPIL (N) and
RTPIL (KN ) as a function of the number of SUs.

Theorem 3: Consider a TPIL network in which the pri-
mary’s interference power at the SBS is constant. Let KN

grow to infinity at a rate KN = o (N) and let RTPIL (N)
and RTPIL (KN ) be the secondary network throughput in this
network under CoSFull

TPIL and CoSK
TPIL, respectively. Then

lim
N→∞

RTPIL (KN )

log (log (KN ))
= lim

N→∞
RTPIL (N)

log (log (N))
= 1

nh
.

Proof: See [26].
Theorem 3 indicates that the secondary network throughput

scales double logarithmically under CoSFull
TPIL and CoSK

TPIL
with N and KN , respectively. Hence, for KN = Nδ and
δ ∈ (0, 1), the secondary network throughput scaling behavior
under CoSFull

TPIL and CoSK
TPIL are the same. Since δ can be

chosen arbitrarily close to zero, this result implies that the
amount of feedback in the feedback link can be dramatically
reduced while the secondary network still achieves the same
scaling behavior as the one achieved with the full primary
cooperation.

At this point, it is again important to compare and contrast
this result with the throughput scaling behavior obtained
in [10] for the fully distributed mode of operation. It was
shown in [10] that the secondary network throughput in fully
distributed TPIL networks scales according to 1

enh
log log (N),

which exhibits a drastic reduction in rate when compared
to the throughput scaling behavior of TPIL networks under
full or limited primary cooperation scenario. In particular,
Theorem 3 shows that a TPIL network with limited primary
cooperation under K -out-of-N feedback protocol, with Nδ and
δ (0, 1), is capable of achieving the same MDG as that of
the TPIL networks under full primary’s cooperation. Further,
the feedback load can be reduced significantly by taking δ a
small positive number at the expense of rate loss effects to
a second order. From an engineering point of view, a prime
design implication of this result is that we can boost the
secondary network communication rates almost three times
(when compared to the fully distributed mode of operation)
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if a low-rate feedback link can be established between the
PBS and SBS.

The dependence of MDGs in CoSK
TPIL on KN indicates that

the direct channel gains are the major source of MDGs in TPIL
networks. This is mainly because the Lagrange multipliers λN

cannot be made arbitrarily close to zero in this case, and as
a result, the asymptotic behavior of max1≤i≤KN

hπ(i)
λN +μN gπ(i)

is
primarily governed by the distribution of direct channel power
gains. Larger KN implies that more interference channel gains
are available at the SBS, and we observe a corresponding
increase in the MDG.

Theorem 3 also reveals that the secondary network through-
put scaling behavior under CoSFull

TPIL and CoSK
TPIL is controlled

by a pre-log factor of 1
nh

. To put it another way, the available
degrees of freedom for the cognitive multiple access channel
in question reversely depends on the tail decay rate of the CDF
of the direct channel power gains. The pre-log factor is equal
to 2

c for the Weibull-c distributed direct channel gains, and
equal to 1 for Rayleigh, Rician-k and Nakagami-m distributed
direct channel gains.

One can show that the Lagrange multipliers λN converge to
1

Pave
as N becomes large in both cases of CoSFull

TPIL and CoSK
TPIL

(i.e., see [27]). This finding is helpful to study the second
order effects of the average total transmission power constraint
Pave on the secondary network throughput under CoSFull

TPIL and
CoSK

TPIL. That is, RTPIL (N) can be bounded from above and
below as

(1 − ε)
1

nh
log log (N)+log (Pave) + 1

nh
log

(
1

βh

)
+O (1)

≤ RTPIL (N)

≤ (1+ε)
1

nh
log log (N)+log (Pave)+ 1

nh
log

(
1

βh

)
+O (1) ,

(7)

for all ε > 0 and N large enough (i.e., see [27]). Therefore, an
increase in Pave results in a corresponding logarithmic increase
in RTPIL (N), implying that Pave has a logarithmic effect on
RTPIL (N). For a given fading model for direct channel gains,

the constant term 1
nh

log
(

1
βh

)
above can be thought of being

the second order effect of the fading model on RTPIL (N) for
finitely many SUs. Similar bounds also apply to RTPIL (KN ).

The 1
nh

log
(

1
βh

)
term is equal to log

(
1

k+1

)
for the Rician-k

distributed direct channel gains, and equal to log
( 1

m

)
for the

Nakagami-m distributed direct channel gains. This implies that
for a fixed number of SUs, as the Rician factor k or the
Nakagami parameter m increases, we observe a logarithmic
reduction in the secondary network throughput. The reason
for this behavior is that direct channel gains become more
deterministic as k or m increases, and as a result, the MDG
drops since it depends on the dynamic range of the CDF of
the direct channel gains [25].

For the Weibull-c distributed direct channel gains, the

1
nh

log
(

1
βh

)
term is equal to log

(
1

�
(

1+ 2
c

)
)

, which first

increases and then decreases as the Weibull fading parameter
c grows large. Here, � (·) represents the gamma function. This

behavior can be explained as follows. For small values of c,
the Weibull-c distribution is concentrated around zero, i.e.,
it is almost deterministic. On the other hand, its dynamic
range expands as c increases. Thus, the second order term

log

(
1

�
(

1+ 2
c

)
)

in the throughput expression increases as

c increases from zero. However, as c becomes large, after
a certain point, the Weibull distribution starts to concentrate
around one, i.e., it becomes deterministic again, and as a result

the second order term log

(
1

�
(

1+ 2
c

)
)

drops again. Finally, we

note that Pave and the direct channel fading distribution para-
meters have the similar logarithmic second order effects on the
secondary network throughput under CoSK

TPIL (i.e., see [27]).
Remark 5: To prove Theorem 3, we show that the through-

put of a primary multiple access network with a total power
constraint RTPL (N) scales according to limN→∞ RTPL(N)

log log(N) =
1

nh
. This result is used to establish the upper bound on the

secondary network throughput under CoSFull
TPIL. (i.e., see [27]

for more details.)
Our next theorem establishes an important convergence

behavior for the total interference power at the PBS under
CoSK

TPIL as the number of SUs grows large.
Theorem 4: Let IKN be the secondary network interfer-

ence power at the PBS under CoSK
TPIL. For KN = o (N),

limN→∞ IKN = 0 almost surely and limN→∞ E
[
IKN

] = 0.
Proof: See [26].

This convergence result can be justified by the fact that
gKN :N , i.e., the largest interference channel gain available at
the SBS under the K -out-of-N feedback protocol, converges
to zero as N becomes large for KN = o (N). An important
practical consequence of Theorems 3 and 4 is that for KN =
Nδ and δ ∈ (0, 1), the secondary network under CoSK

TPIL
achieves the optimum throughput scaling behavior while the
interference at the PBS becomes negligible as N grows large.
This finding implies that the secondary network can co-exist
with the primary network by virtually causing no interference,
and yet still achieving the optimum data rates.

It is also important to note that Theorem 4 implies the
existence of a constant N ′ such that for all N ≥ N ′, the
average interference power constraint at the PBS cannot be
satisfied with equality. Therefore, the Lagrange multipliers
associated with the average interference power constraint
become zero for all N large enough, i.e., μN = 0 for all
N ≥ N ′. As a result, the SBS just requires the index set
IKN = {i : i = π( j), 1 ≤ j ≤ KN } to choose the SU with
the best direct channel gain for optimum power allocation.
Thus, the PBS only needs to transmit KN

⌈
log2 (N)

⌉
bits of

feedback to the SBS. From a practical point of view, this
phenomenon provides an extra reduction in the total feedback
load required to achieve the optimum throughput scaling for
cognitive radio networks.

V. EXTENSIONS TO RANDOMLY VARYING

INTERFERENCE POWER AT THE SBS

In this section, we show that the throughput scaling results
in Theorems 1-3 continue to hold even when the primary’s
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interference power at the SBS, i.e., I , changes randomly
between fading blocks. To this end, we assume I is a positive
random variable with a finite mean. Next theorem establishes
the secondary network throughput scaling in IL networks with
randomly varying interference power at the SBS.

Theorem 5: Consider an IL network wherein the primary’s
interference power at the SBS varies randomly between fading
blocks, and has a finite mean. Let RIL (N) and RIL (KN ) be
the secondary network throughput under CoSFull

IL and CoSK
IL,

respectively, in such a network. Then, for 1 ≤ KN ≤ N ,
we have

lim
N→∞

RIL (N)

log (N)
= lim

N→∞
RIL (KN )

log (N)
= 1

γg
.

Proof: We first note that RIL (KN ) ≤ RIL (N) as the
feedback limitations reduces the secondary network through-
put. Here, we establish an upper bound on RIL (N) as follows.
Let R̄ (N) be the sum-rate of the same network when I = 0.
We have RIL (N) ≤ R̄ (N) since the secondary network does
not receive any interference from the primary network in
this case, and thus can achieve a higher sum-rate. Further,
under the assumption of I = 0, the total background noise
plus the primary interference power at the SBS is constant,
and therefore, Theorem 1 above can be used to derive the
scaling behavior of R̄ (N). The scaling behavior of R̄ (N)

is given by limN→∞ R̄(N)
log(N) = 1

γg
according to Theorem 1.

Thus, we have lim supN→∞
RIL(KN )
log(N) ≤ lim supN→∞

RIL(N)
log(N) ≤

limN→∞ R̄(N)
log(N) = 1

γg
. To prove the other direction, we use

the same techniques introduced in Appendix B. Consider an
IL network under CoSK

IL with the suboptimal power control
policy P̂IL

i,N (g) = Qave
gi

1{
gi=min1≤ j≤KN g j

}. Following the same

steps in Appendix B, it can be easily shown that P̂IL
i,N (g) is a

feasible power control policy when N is large enough. Thus,
for N large enough we have,

RIL (KN ) ≥ log (Qave) + E
[

log

(
h

N0 + I

)]

+ E
[

log

(
1

gmin(N)

)]
,

(a)≥ log (Qave) + E
[
log (h)

] − log (N0 + E [I ])

+ E
[

log

(
1

gmin(N)

)]
, (8)

where h is a generic random variable distributed according
to Fh , gmin(N) = min1≤i≤KN gi and (a) follows from

Jensen’s inequality. Since, limN→∞
E
[
log

(
1

gmin(N)

)]

log(N) = 1
γg

(see Appendix B for more details), we have
lim inf N→∞ RIL(N)

log(N) ≥ lim inf N→∞ RIL(KN )
log(N) ≥ 1

γg
, which

completes the proof.
Theorem 5 shows that the secondary network throughput

under CoSFull
IL and CoSK

IL scales according to 1
γg

log (N) even
when I varies randomly. Moreover, Theorem 5 implies that the
K -out-of-N feedback protocol with KN = O (1) is asymp-
totically optimum for IL networks with randomly varying
interference power at the SBS. This extension formally reveals
that the capacity scaling laws in Theorem 1 are still valid in

more realistic communication scenarios wherein the primary’s
interference power at the SBS varies randomly between fading
blocks. The next theorem establishes the capacity scaling
behavior of IPIL networks under randomly varying interfer-
ence power at the SBS.

Theorem 6: Consider an IPIL network wherein the pri-
mary’s interference power at the SBS varies randomly between
fading blocks, and has a finite mean. Let RIPIL (N) and
RIPIL (KN ) be the secondary network throughput under
CoSFull

IPIL and CoSK
IPIL, respectively. Then, for 1 ≤ KN ≤ N ,

we have

lim
N→∞

RIPIL (N)

log (N)
= lim

N→∞
RIPIL (KN )

log (N)
= min

(
1,

1

γg

)
.

Proof: The proof follows from steps similar to those in
the proof of Theorem 5, and is skipped to avoid repetition.

According to Theorem 6, the secondary network throughput
in IPIL networks with randomly varying interference power at
the SBS scales according to min

(
1, 1

γg

)
log (N) under both

CoSFull
IPIL and CoSK

IPIL. Moreover, the K -out-of-N feedback
protocol for KN = O (1) is asymptotically optimum for IPIL
networks when I is random. This observation implies that
the capacity scaling results in Theorem 2 continue to hold
for IPIL networks wherein the primary’s interference power
at the SBS is a random variable with finite mean. The next
theorem provides the similar extension for the TPIL networks
with randomly varying primary interference power.

Theorem 7: Consider a TPIL network in which the pri-
mary’s interference power at the SBS changes randomly
between fading blocks, and has a finite mean. Let KN grow
to infinity at a rate KN = o (N) and let RTPIL (N) and
RTPIL (KN ) be the secondary network throughput in this net-
work under CoSFull

TPIL and CoSK
TPIL, respectively. Then, we have

lim
N→∞

RTPIL (KN )

log (log (KN ))
= lim

N→∞
RTPIL (N)

log (log (N))
= 1

nh
.

Proof: The proof follows from steps similar to those in
the proof of Theorem 5, and is skipped to avoid repetition.

VI. NUMERICAL RESULTS

In this section, we numerically evaluate the throughput
scaling behavior of secondary networks under different CoSs
with full and limited primary’s cooperation. In Figs. 2–4, it
is assumed that primary interference power at the SBS is a
constant such that the noise plus interference power at the
SBS, which is N0 + I , is normalized to one. Figure 5 studies
the secondary network throughput scaling behavior when the
primary’s interference power is modelled as an exponentially
distributed random variable. Due to space limitations, we
refer interested readers to the technical report [27] for a
more extensive numerical study of the secondary network
throughput scaling laws under CoSFull

TPIL and CoSK
TPIL, as well

as convergence behavior of interference power at the PBS
under CoSK

TPIL. We start by presenting our numerical results
for IL networks under full and limited cooperation scenarios.

We plot the secondary network throughput under CoSFull
IL

and CoSK
IL as a function of the number of SUs for differ-

ent communication environments in Figs. 2(a)–(c). In these
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Fig. 2. Secondary network throughput scaling under CoSFull
IL (K N = N ) and CoSK

IL (K N = 1) for different communication environments (a)-(c). Secondary
network throughput under CoSFull

IL and CoSK
IL as a function of γg for N = 50 for different communication environments (d). Qave is set to 0 dB.

figures, the curves with KN = N represent the secondary net-
work throughput under CoSFull

IL , and the curves with KN = 1
represent the secondary network throughput under CoSK

IL. For
KN = 1, the PBS only feeds back the smallest interference
channel gain to the SBS. Qave is set to 0 dB. Similar
qualitative behavior continues to hold for other values of Qave.
In Fig. 2(a), direct channel gains are distributed according
to the Rician-k fading model with k = 1, and interference
channel gains are distributed according to the Weibull-c fading
model with c = 1. Figure 2 shows that the secondary network
throughput scales according to 2

c log (N) when interference
channel gains are Weibull-c distributed; a behavior which was
predicted by Theorem 1.

In Fig. 2(b), direct channel gains are distributed according
to the Rician-k fading model with k = 1, and interference
channel gains are distributed according to the Nakagami-m
fading model with m = 1.2. Figure 2(b) reveals that the

secondary network throughput scales according to 1
m log (N)

when interference channel gains are Nakagami-m distributed,
which is in accordance with Theorem 1. In Fig. 2(c), direct
channel gains are distributed according to the Nakagami-m
fading model with m = 0.5, and interference channel gains
are distributed according to the Rician-k fading model with
k = 1. As Fig. 2(c) shows, the secondary network throughput
scales according to log (N) when interference channel gains
are distributed according to the Rician-k fading model, which
is also in harmony with Theorem 1. Figures 2(a)-(c) also
demonstrate that the throughput loss due to implementing the
K -out-of-N feedback protocol is within one nat per channel
use when compared to the full primary cooperation scenario.
This observation signifies that the K -out-of-N feedback pro-
tocol is an effective primary-secondary feedback reduction
policy for interference limited cognitive radio networks even
for finitely many SUs.

Authorized licensed use limited to: Maynooth University Library. Downloaded on March 23,2021 at 15:50:12 UTC from IEEE Xplore.  Restrictions apply. 



2792 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 64, NO. 7, JULY 2016

Fig. 3. Secondary network throughput scaling under CoSFull
IPIL (K N = N ) and CoSK

IPIL (K N = 1) for different communication environments. Pave and Qave
are set to 15 dB and 0 dB, respectively.

Fig. 4. Secondary network throughput scaling under CoSK
IL (K N = 1) and distributed IL network (a). Secondary network throughput scaling under CoSK

IPIL
(K N = 1) and distributed IPIL network (b). Direct and interference channel gains are Rayleigh distributed in these figures. Pave and Qave are set to 15 dB
and 0 dB, respectively.

Figure 2(d) depicts the dependence of the secondary net-
work throughput under CoSFull

IL and CoSK
IL on γg in a cognitive

uplink with N = 50. In this figure, the curves with KN = N
represent the secondary network throughput under CoSFull

IL , and
the curves with KN = 1 represent the secondary network
throughput under CoSK

IL. Direct channel gains are Rayleigh
distributed, and interference channel gains are Weibull-c and
Nakagami-m distributed. In Fig. 2(d), as γg increases, inter-
ference channel gains become large, and SUs reduce their
transmission powers to meet the interference constraint. Thus,
the secondary network throughput drops as discussed above.

We demonstrate the throughput scaling behavior of the
secondary network under CoSFull

IPIL and CoSK
IPIL as a function

of the number of SUs in Fig. 3. In this figure, the curves
with KN = N represent the secondary network throughput
under CoSFull

IPIL, and the curves with KN = 1 represent the
secondary network throughput under CoSK

IPIL. Pave and Qave
are set to 15 dB and 0 dB, respectively. Similar qualitative
behavior continues to hold for other values of Pave and Qave.

Figure 3(a) illustrates the secondary network throughput
scaling when direct channel gains are distributed according
to the Rayleigh fading model, and interference channel gains
are distributed according to the Weibull-c fading model with
c = 1.5. Figure 3(a) indicates that the throughput of the
secondary network scales according to log (N) for c ≤ 2
as predicted by Theorem 2. The log (N) + log (Pave) curve
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Fig. 5. Normalized throughput in CoSFull
IL and CoSK

IL (K N = 1) when the primary interference power at the SBS is an exponentially distributed random
variable with unit mean. The direct and interference channel gains are Rayleigh distributed. Pave and Qave are set to 15 dB and 0 dB, respectively.

represents the scaling behavior of the primary multiple access
channel with individual power constraints obtained by remov-
ing the interference power constraint from the original IPIL
network. Closeness of this curve to our simulated data rates
confirms that an IPIL network behaves similar to a primary
multiple access channel with individual power constraints for
γg < 1.

Figure 3(b) represents the secondary network throughput
when direct channel gains are distributed according to the
Rayleigh fading model, and interference channel gains are dis-
tributed according to the Weibull-c fading model with c = 2.5.
As this figure shows, the secondary network throughput
scales according to 2

c log (N), which is also in accordance
with the MDGs predicted by Theorem 2. In Fig. 3(b), the
0.8 log (N) + 1

γg
log

(
ηgE [hγg ]

)
curve quantifies the through-

put scaling behavior of the IL network obtained by remov-
ing the individual power constraints from the original IPIL
network. Closeness of this curve to our simulated data
rates confirms that an IPIL network behaves similar to
an IL network for γg > 1. Finally, Figs. 3(a)-(b) show
that the throughput loss arising from implementing the
K -out-of-N feedback protocol is within one nat per channel
use again when compared to the full primary cooperation sce-
nario, which signifies that the K -out-of-N feedback protocol
is an effective primary-secondary feedback reduction policy in
IPIL networks even for finitely many SUs, too.

Figure 4 shows the secondary network throughput scaling
under CoSK

IL (KN = 1) and a fully distributed IL network
(Fig. 4(a)), and under CoSK

IPIL (KN = 1) and a fully distributed
IPIL network (Fig. 4(b)). In this figure, direct and interference
channel gains are Rayleigh distributed. Pave and Qave are set
to 15 dB and 0 dB, respectively, in Fig. 4. As this figure shows,
a cognitive uplink under K -out-of-N feedback protocol with
KN = 1 can achieve a substantially higher throughput when
compared to that under the fully distributed implementation.

This observation also provides a numerical confirmation that
the K -out-of-N feedback protocol is a much more efficient
solution for the primary-secondary feedback problem than the
fully distributed implementation of cognitive uplinks when
there is an opportunity to establish a very low-rate feedback
link between the PBS and SBS.

We conclude this section by studying the throughput perfor-
mance of secondary networks when the primary interference
power at the SBS is a random variable. To elucidate this point
clearly, we introduce the notion of normalized throughput for
a secondary network in Fig. 5, which is defined to be the
ratio of the secondary network throughput when I is zero to
that when I is modeled as a random variable. By taking I as
an exponentially distributed random variable with unit mean,
Fig. 5 clearly shows that the normalized throughput in both
cases of CoSFull

IL and CoSK
IL (KN = 1) approaches one as

the number of SUs increases. This numerical observation is
inline with our theorems in Section V and confirms that the
throughput scaling behavior of the secondary network remains
unchanged when the primary’s interference power at the SBS
is modelled as a positive random variable with finite mean.

VII. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS

In this paper, we have studied the achievable throughput
performance of the cognitive uplink under limited primary
cooperation. To cope with the primary-secondary feedback
link limitations, we have proposed a feedback protocol, named
K -out-of-N feedback protocol, in which the SBS only receives
the KN smallest interference channel gains from the PBS.
Under the optimum power control policy, it was shown that the
K -out-of-N feedback protocol achieves the optimum through-
put scaling behavior for KN = O (1) in IL and IPIL networks,
whereas it achieves the optimum throughput scaling behavior
for KN = Nδ with δ ∈ (0, 1) in TPIL networks. Moreover, it
was shown that the secondary network throughput (under both

Authorized licensed use limited to: Maynooth University Library. Downloaded on March 23,2021 at 15:50:12 UTC from IEEE Xplore.  Restrictions apply. 



2794 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 64, NO. 7, JULY 2016

full and limited primary cooperation) scales scales according
to 1

γg
log (N), min

(
1, 1

γg

)
log (N) and 1

nh
log log (N) in IL,

IPIL and TPIL networks, respectively. Here, γg and 1
nh

are
two parameters obtained from the distributions of interference
and direct channel power gains, respectively. Our results shed
light on the effect of fading distributions on the MDGs in the
cognitive uplink. They also show that the optimum throughput
scaling behavior can be attained in a cognitive uplink even with
reduced primary-secondary cooperation.

The results presented in this paper can be extended in
several important ways. One research direction of interest to
generalize these results is to obtain similar scaling results for
other performance measures such as outage and delay-limited
capacities under appropriate operating conditions. Another
important future research direction of interest is the extension
of these results to multi-band and multi-antenna systems. Even
though the same principles and asymptotic analysis techniques
can be utilized for deriving the secondary network throughput
scaling behavior, the optimum power and resource allocation
strategies cannot be necessarily described in a closed form
solution as in (3) or (5), which will potentially complicate the
analysis for such extensions.

APPENDIX A
ASYMPTOTIC BEHAVIOR OF EXTREME ORDER STATISTICS

In this appendix, we study the concentration behavior of the
extreme order statistic of a sequence of i.i.d. random variables
as the number of elements in the sequence grows large. Later,
this result will play a central role in deriving the cognitive
radio throughput scaling behavior in different communication
scenarios. To this end, let {Yi }N

i=1 be a sequence of i.i.d random
variables with a common probability distribution function FY .
We assume that limy→∞ FY (y) = 1, FY (y) < 1 for y < ∞,
and there exists y0 < ∞ such that FY (y1) < FY (y2)
whenever y0 < y1 < y2 < ∞. We call a CDF possessing
these properties an eventually increasing CDF. Let G(y) be a
function such that limy→∞ G(y) (1 − FY (y)) = 1. We say
G characterizes the tail behavior of FY . Without loss of
generality, we assume that G : (C,∞) 	→ R+, and G is
strictly increasing on (C,∞). Note that G is invertible, and we
denote its functional inverse as G−1.3 Let Y �

N be the extreme
order statistic of {Yi }N

i=1, i.e., Y �
N = max

1≤i≤N
Yi . Let FY �

N
be the

CDF of Y �
N .

The next lemma establishes an important concentration
property for Y �

N . This result will be used to study the con-
vergence behavior of Y �

N . It also shows that the asymptotic
behavior of Y �

N is characterized by G as N tends to infinity.
Note that the class of eventually increasing distributions covers
the class-C distributions.

Lemma 2: Let {Yi }N
i=1 be a sequence of i.i.d. ran-

dom variables with an eventually increasing common CDF
FY whose tail behavior is characterized by G. Also,

3Since FY (y) is eventually increasing, G(y) is also eventually increasing
and tends to infinity as y tends to infinity. Thus, we can find a large positive
constant C such that G is strictly increasing on (C,∞), and G is invertible
on this interval.

let Y �
N = max1≤i≤N Yi . Then, for any ε belonging to (0, 1), we

have limN→∞ Pr
{

G−1
(
N1−ε

)
< Y �

N ≤ G−1
(
N1+ε

)} = 1.
Proof: For y large enough, we can express FY �

N
as

FY �
N
(y) = e

−N�
( −1

G(y)

)
since limy→∞ G(y) (1 − FY (y)) = 1.

By using this expression for FY �
N

, we have:

Pr
{

Y �
N ≤ G−1

(
N1+ε

)}
= e

−N�
(

1
N1+ε

)
= 1 − �

(
1

Nε

)

and

Pr
{

Y �
N ≤ G−1

(
N1−ε

)}
= e

−N�
(

1
N1−ε

)
= e−�(Nε )

for all ε ∈ (0, 1) and N large enough. Therefore, we have
Pr

{
G−1

(
N1−ε

)
< Y �

N ≤ G−1
(
N1+ε

)} = 1−�
( 1

Nε

)
, which

implies that Y �
N lies in

[
G−1

(
N1−ε

)
, G−1

(
N1+ε

)]
with prob-

ability approaching 1 as N grows large.

APPENDIX B
THROUGHPUT SCALING FOR IL NETWORKS

In this appendix, we first establish the secondary network
throughput scaling behavior for CoSFull

IL . Then, we will use
this result to obtain an upper bound on the secondary network
throughput in CoSK

IL. In our derivations, without loss of
generality, we take W to be 1 for the sake of notational
simplicity.

To this end, we need to study the asymptotic behavior of
X�

N (0, μN ) = max1≤i≤N
hi

μN gi
when N grows large. We start

our analysis by deriving the scaling behavior of R̃ (N, 0, μ) =
E

[
log

(
X�

N (0, μ)
)

1{X�
N (0,μ)≥1}

]
, where μ is a fixed positive

constant. In the next lemma, we characterize the asymptotic
tail behavior of the random variable Xi (0, μ) = hi

μgi
, where

Xi (λ, μ) is defined as Xi (λ, μ) = hi
λ+μgi

. Then, we will
use this lemma to establish the concentration behavior of
X�

N (0, μ), and thereby to obtain the scaling behavior of
R̃ (N, 0, μ). Throughout this appendix, we assume that hi ’s
and gi ’s are distributed according to Fh and Fg , respectively,
where Fh and Fg belong to the class-C distributions.

Lemma 3: Let FXi (0,μ) be the CDF of Xi (0, μ) = hi
μgi

.

Then, limx→∞
1−FXi (0,μ)(x)

ξ x−γg = 1, where ξ = ηgE
[
h

γg
i

]

μγg , and ηg

and γg are positive constants derived from the behavior of the
distribution function of gi near the origin.

Proof: See [27].
Now, we provide a key lemma that will enable us to upper

and lower bound the secondary network scaling behavior in
CoSFull

IL .

Lemma 4: For μ > 0, we have limN→∞ R̃(N,0,μ)
1
γg

log(ξ N)
= 1.

Proof: Let X̃�
N (0, μ) = log(X�

N (0,μ))
1
γg

log(ξ N)
1{X�

N (0,μ)≥1}, where

X�
N (0, μ) = max1≤i≤N Xi (0, μ). It is sufficient to show

that limN→∞ E
[

X̃�
N (0, μ)

]
= 1. We start our analysis

by proving that X̃�
N (0, μ)

i.p.−−→ 1 as N tends to infinity,

where
i.p.−−→ symbolizes convergence in probability. Using

Lemma 3, the tail behavior of FXi (0,μ) is characterized by
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G (x) = xγg

ξ , where ξ = ηgE
[
h

γg
i

]

μγg . Hence, G−1 (x) = (ξx)
1
γg .

Using Lemma 2, we have

Pr
{
(ξ N)

1
γg

(1−ε)
< X�

N (0, μ) ≤ (ξ N)
1

γg
(1+ε)

}
=1−�

(
1

Nε

)
,

which implies X̃�
N (0, μ)

i.p.−−→ 1 as N grows large. Since
convergence in probability does not always imply convergence

in mean [31], we need to show that
{

X̃�
N (0, μ)

}∞
N=1

is

uniformly integrable to complete the proof. We refer interested
readers to [27] for the proof of uniform integrability.

The next lemma characterizes the asymptotic behavior of the
Lagrange multiplier μN as N becomes large. Later, we will use
this result to provide upper and lower bounds for R̃ (N, 0, μ).
This result will also be helpful to conclude the logarithmic
effect of Qave on the secondary network throughput under
CoSFull

IL .
Lemma 5: Let μN be the Lagrange multiplier correspond-

ing to the average interference power constraint in CoSFull
IL .

Then, limN→∞ μN = 1
Qave

.
Proof: First, we show that lim inf N→∞ μN > 0 by

contradiction. Assume lim inf N→∞ μN = 0. This means that,
for any given ε > 0, we can find a subsequence

{
N j

}∞
j=1

such that μN j ≤ ε for N j large enough. The average inter-
ference power for N j large enough can be lower bounded as

E

[(
1

μN j
− 1

X�
N j

(0,1)

)+]
≥ E

[(
1
ε − 1

X�
N j

(0,1)

)+]
. Note that

(
1
ε − 1

X�
N j

(0,1)

)+
i.p.−−→ 1

ε . Applying Fatou’s lemma , we have

lim inf N j →∞ E

[(
1

μN j
− 1

X�
N j

(0,1)

)+]
≥ 1

ε , which implies

that the average interference power constraint will be vio-
lated when N j is large enough if we choose ε sufficiently
small. Thus, we conclude that lim inf N→∞ μN > 0. Now,
we will complete the proof by using the fact that μN

cannot be arbitrarily close to zero as N grows large. The
average interference power constraint can be expressed as

μN = 1
Qave

E
[(

1 − 1
X�

N (0,μN )

)+]
. Since lim inf N→∞ μN > 0,

the desired result follows from the dominated convergence
theorem.4

A. Proof of Throughput Scaling in CoSFull
I L

Now, we establish the secondary network throughput scaling
behavior under the communication scenario CoSFull

IL . First, we
note that R̃ (N, 0, μ) is a decreasing function of μ. Therefore,
for any given ε > 0, we can find a constant N ′ large enough
such that RIL (N) can be upper and lower bounded as

R̃

(
N, 0,

1 + ε

Qave

)
≤ RIL (N) ≤ R̃

(
N, 0,

1 − ε

Qave

)

for all N ≥ N ′ since μN converges to 1
Qave

as N becomes
large. Using Lemma 4, for any ε > 0 and N large enough,

4Note that Lebesgue dominated convergence theorem remains valid if
almost sure convergence is replaced with convergence in probability [32].

RIL (N) can be further upper and lower bounded as

(1 − ε)
1

γg
log

((
Qave

1 + ε

)γg

ηgE
[
hγg

]
N

)
≤ RIL (N)

≤ (1 + ε)
1

γg
log

((
Qave

1 − ε

)γg

ηgE
[
hγg

]
N

)
, (9)

where h is a generic random variable with CDF Fh . Thus,
we have limN→∞ RIL(N)

log(N) = 1
γg

.

B. Proof of Throughput Scaling in CoSK
I L

The secondary network throughput in CoSFull
IL serves as an

upper bound for the secondary network throughput in CoSK
IL,

i.e., RIL (KN ) ≤ RIL (N), since more information is available
at the SBS to perform power control and user scheduling under
CoSFull

IL . Thus, we have lim supN→∞
RIL(KN )
log(N) ≤ 1

γg
.

To prove the other direction, consider a sub-optimum power
allocation policy P̂

IL
KN

(g), which only depends on interfer-
ence channel power gains, such that the i th SU transmits
with power P̂IL

i,KN
(g) = Qave

gi
1{

gi =min1≤ j≤KN gπ( j)
}. Note that

min1≤i≤KN gπ(i) = min1≤i≤N gi = gmin(N). The aver-

age interference power at the PBS using P̂
IL
KN

is given by

E
[∑N

i=1 P̂IL
i,KN

gi

]
= Qave. Thus, P̂

IL
KN

satisfies the average
interference power constraint, and it is a feasible power
allocation policy for a secondary network under CoSK

IL. Let
R̂IL (KN ) be the secondary network throughput achieved by
using P̂

IL
KN

. Plugging P̂
IL
KN

inside the Shannon rate formula
and ignoring the constant 1, R̂IL (KN ) can be lower bounded as

R̂IL (KN ) ≥ log (Qave) + E
[
log (h)

] + E
[

log

(
1

gmin(N)

)]
,

where h is a generic random variable with CDF Fh . Using
arguments similar to the ones used to prove Lemma 4, it

is easy to show that limN→∞
E
[
log

(
1

gmin(N)

)]

log(N) = 1
γg

since
1

gmin(N) = max1≤i≤N
1
gi

and the tail behavior of 1
gi

is character-

ized by limx→∞
Pr

{
1
gi

≥x
}

ηg x−γg = 1. Also, we have
∣∣E [

log (h)
]∣∣ <

∞. Thus, lim inf N→∞ R̂IL(KN )
log(N) ≥ 1

γg
. Since P̂

IL
KN

is a sub-
optimum power allocation policy for a secondary network
under CoSK

IL, we have R̂IL (KN ) ≤ RIL (KN ) and therefore
lim inf N→∞ RIL(KN )

log(N) ≥ 1
γg

, which completes the proof.
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