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a b s t r a c t

Mathematical models incorporating all the necessary components of wave energy converters (WECs)
from ocean waves to the electricity grid, known as wave-to-wire (W2W) models, are vital in the
development of wave energy technologies. Ideally, precise W2W models should include all the relevant
nonlinear dynamics, constraints and energy losses. This paper presents a balanced W2W model that
incorporates high-fidelity models for each conversion system, and can accommodate different types of
WECs, hydraulic power take-off (PTO) topologies, electric generators and grid connections. The models of
the different conversion stages presented herein are efficiently implemented in the W2W model using a
multi-rate integration scheme that reduces the computational requirements by a factor of 10. Two W2W
models, i.e. one with the constant-pressure hydraulic PTO configuration and one with the variable-
pressure configuration, are compared in this paper. Results show that a higher PTO efficiency (30%
higher for the constant-pressure configuration) does not necessarily imply a higher electricity generation
(2% higher for the variable-pressure configuration), which reinforces the need for high-fidelity W2W
models for the design of successful WECs.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

Maximising electricity generation of wave energy converters
(WECs) is vital if WECs are to become profitable and contribute to
reducing greenhouse gas emissions of the energy supply sector.
Control strategies play a crucial role in the power maximisation of
WECs, but most research effort has focused on maximising hy-
drodynamic power absorption. However, the performance of each
component of the powertrain may strongly impact the final power
output, so the dynamics of the power take-off (PTO) must also be
considered when designing model-based control strategies that
truly maximise the electricity generation. For example [1] illus-
trates the relevance of including a non-ideal PTO in the control
formulation, where an erroneous PTO model in the controller is
shown to lead to a dramatic reduction of the generated power.

To accurately study the holistic performance of WECs, mathe-
matical models that include all the components of the different
conversion stages, from ocean waves to the electricity grid, known
as wave-to-wire (W2W) models, are essential. Such W2W models
should incorporate all the characteristic dynamics (including
nonlinear dynamics when required), energy losses and constraints
of the different components. The path from ocean waves to the
il.ie (M. Penalba).
electricity grid can be divided into six steps, with four conversion
stages, as illustrated in Fig. 1, where control inputs appropriate to
various conversion stages (a, b and g) are also shown. The different
conversion stages are interconnected and share variables. For
example, the absorber shares the position (xabs), velocity ( _xabs), and

acceleration of the absorber (€xabs) with the hydraulic transmission
system. The other variables shared in the interconnections between
the different conversion stages, as illustrated in Fig. 1, are the PTO
force (FPTO), the mechanical torque of the hydraulic motor (TM), the
rotational speed of the generator shaft (ur), the voltage of the grid
or the power converter (V) and, the current generated in the electric
generator (i).

More insight on W2W modelling is given in Ref. [2] for a large
variety of PTO systems suggested in the literature. It should be
noted that, in the following, WEC refers to the whole system
including all the conversion stages, as shown in Fig. 1, while the
device that absorbs power from ocean waves is referred to as the
absorber. As a consequence, power absorption henceforth refers to
the mechanical power absorbed from the ocean waves, while the
final electrical power is referred to as generated power.
1.1. Existing wave-to-wire models

Wave-to-wire models incorporating diverse degrees of detail
have been proposed for different absorbers and PTO types,
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Fig. 1. Diagram of a wave energy converter with a hydraulic power take-off, including potential control inputs.
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including overtopping converters [3], oscillating water columns
(OWCs) [4,5], and wave-activated converters with different PTO
systems, such as hydraulic [6e11], mechanical [12,13], magnetic
[14], or linear generators [15,16]. The open-source code WEC-Sim
implemented in Matlab/Simulink also provides W2W models for
different wave energy devices and PTO systems [17,18].

Wave-absorber hydrodynamic interaction in W2W models is
usually modelled using a linear method, with a few published ex-
ceptions including nonlinear Froude-Krylov (FK) forces [11,17] or
viscous effects [5,10]. PTO models with hydraulic transmission
systems implemented in W2W models often use significant sim-
plifications. More sophisticated hydraulic PTO models in the liter-
ature include fluid compressibility [6], non-ideal efficiency for the
hydraulic motor [9], dynamic motor losses [10], or constant non-
ideal efficiency in the cylinder and dynamic losses in the motor
[8]. Finally, electric generators in W2W models are often modelled
using a constant torque and/or constant non-ideal efficiency coef-
ficient. Electrical dynamics of rotary generators are considered in
Refs. [9,11,13] and power converters are only included in Ref. [13]
for rotary generators and in Ref. [16] for linear generators. Further
details of the existing W2W models can be found in Ref. [2].

Although some W2W models provide great detail for specific
conversion stages, to date and to the best knowledge of the authors,
none of the existing W2W models in the literature captures all the
necessary features of all the conversion stages to accurately eval-
uate the holistic performance of aWEC. TheW2Wmodel presented
in this paper includes four unique characteristics:

� The model is generic, in the sense it can, with appropriate
modification, accommodate different
e types of absorbers with one or multiple degrees of freedom

(DoFs), single- or multi-body absorbers, or even an array of
absorbers

e rotational electric generators, fixed- or variable speed gen-
erators; and

e grid connections, i.e. directly connected or through a back-to-
back (B2B) configuration.

� The model provides high-fidelity results, incorporating precise
models for each conversion stage, considering nonlinear dy-
namics, constraints and energy losses, and articulating control
inputs.

� The model has been validated against high-fidelity software or
experimental results.

� The model is computationally efficient, mitigating its high
computational requirements by utilising multi-rate time-inte-
gration schemes.

This high-fidelity W2W model is crucial to assess the com-
mercial viability of WECs and make the correct decisions in the
development pathway towards economically successful WECs. In
fact, one of the main issues in the development of WECs is the high
investments required to demonstrate the suitability of the concept
and gain confidence on the technology through expensive proto-
type demonstrations. Commercial viability of a WEC can be quan-
tified via the technology performance level (TPL) and technology
readiness level (TRL) suggested in Ref. [19], where TRL is mainly
related to the required investment and the TPL to the cost of energy.
Hence, the ideal development trajectory suggested in Ref. [19]
recommends improving the TPL at low TRLs, as illustrated in Fig. 2,
delaying the expensive experiments until a high confidence is
gained on the technology. Therefore, high-fidelityW2Wmodels are
crucial to thoroughly evaluate the performance of a WEC at low
TRLs, before engaging in expensive demonstration stages.

The remainder of the paper is organised as follows: Section 2
presents the equations of the W2W model, including the hydro-
dynamic model, the hydraulic transmission systems for consP and
varP PTO configurations, the electric generator and power con-
verters, Section 3 describes the implementation of theW2Wmodel
using single-rate (SR) and multi-rate (MR) time-integration
schemes and a comparative study to find the most efficient inte-
grationmethod, Section 4 presents results obtained using theW2W
model described in the paper with two different hydraulic PTO
configurations, and conclusions are drawn in Section 5.

2. High-fidelity wave-to-wire model

The W2W model is designed as a combination of inter-
connected sub-models, as illustrated in Fig. 1. Any perturbation in
any of the subsystems has an impact on the preceding and/or
following sub-models due to the bi-directional interconnections.

The first subsystem, the wave resource, generates the primary
input for the W2W model. This input is the water free-surface
elevation time-series (hw), generated for the whole simulation
time prior to running the simulation. The most established method
to generate polychromatic free-surface elevation time-series,
assuming unidirectional waves and hw measurements at the
centre of the absorber, is by adding a finite number of sinusoidal
Fourier components as follows [20],

hwðtiÞ ¼
XN
k¼1

Ak cosð2p fktðtiÞ þ fkÞ (1)

where N is the number of frequency components, fk the frequency
in Hz, fk2½0;2p� the randomly chosen phase, Ak ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SðfkÞDf

p
the

amplitude function, SðfkÞ is the spectral density function that rep-
resents wave characteristics of a given location, and Df is the fre-
quency step.

2.1. Hydrodynamic model

The excitation force, calculated from the free-surface elevation



Fig. 2. WEC development trajectories suggested in Ref. [19].
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and the device characteristics, is the principal input to the hydro-
dynamic model at the absorption stage. The output of the time-
domain hydrodynamic model is the motion of the absorber as a
response to the ocean waves and the FPTO from the transmission
stage. The hydrodynamic model includes nonlinear FK force (FFK)
and viscous effects (Fvisc), which have been identified as the most
important nonlinear effects for point abosrbers (PAs) and oscil-
lating wave surge converters (OSWCs) [21].

To consider nonlinear FK forces, the excitation force is divided
into dynamic FK and diffraction forces. Hence, the wave pressure
(pI), including static (pIstat ) and dynamic (pIdyn ) components, is

computed over the instantaneous wetted-surface of the device
using a computationally efficient algebraic method [22], which can
be implemented for axisymmetric PAs and OSWC [23], including
multiple-DoFs devices [24].

The time-domain hydrodynamic model, based on Cummins’
equation [25], is given as follows,

M€xabsðtÞ ¼ Fg þ FFKðtÞ þ
ð∞

�∞

Kdiff ðt � tÞhwðtÞdt� m∞ €xabsðtÞ

�
ðt

�∞

Kradðt � tÞ _xabsðtÞdtþ FPTO þ Fvisc

(2)

whereM2ℝn�n is the mass matrix of the absorber, n the number of
DoFs, and Fg2ℝn the gravity force vector. Kdiff2ℝn�n is the
diffraction impulse response function (IRF) matrix, m∞2ℝn�n the
added-mass matrix at infinite frequency, and Krad2ℝn�n the radi-
ation IRF matrix. Hydrodynamic coefficients in frequency-domain,
required to calculate the IRFs and m∞, are obtained using the
open-source boundary element method code NEMOH [26].

Nonlinear FFK2ℝn, including the static and dynamic FK force, is
given [22] as follows,

FFK ¼ ∬
SðtÞ

�
pIstat þ pIdyn

�
dS

¼
ð2p
0

ðs2

s1

pIðxðs; qÞ; zðs; qÞ; tÞf 0ðsÞf ðsÞds dq (3)

where SðtÞ is the instantaneous wetted-surface, and x and z the
Cartesian coordinates. In the case of heave motion, the integration
limits that define SðtÞ are s1 ¼ zd � H and s2 ¼ hw, where H is the
draft of the device, and s and q the parametric cylindrical co-
ordinates of the algebraic solution. The pressure pI integrated over
the instantaneous wetted-surface is defined via the linear repre-
sentation, which is demonstrated to be accurate enough for rep-
resentation in the power production region [27]. Note that the
nonlinear restoring force is considered in Equation (2), given by the
sum of Fg and the static component of FFK in Equation (3).

Finally, viscous effects are modelled using a Morison-like
equation [28],

Fvisc ¼ �1
2
r CdragAdðtÞ

���� _xabs � V0

����ð _xabs � V0Þ (4)

where r is the density of water, Cdrag and Ad2ℝn�n the positive
constant diagonal matrices describing the drag coefficient and the
instantaneous cross-sectional area of the device, respectively, and
V02ℝn the velocity vector of the undisturbed water particles.

The hydrodynamic model is validated against computational
fluid dynamics (CFD) simulations in Ref. [29], where a heaving PA is
examined when moving with and without control. When control is
implemented, nonlinear modelling of FK forces and viscous effects
become particularly relevant [27].
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2.2. Hydraulic transmission system

Hydraulic transmission systems can transform the reciprocating
motion of an absorber into unidirectional rotation for an electrical
generator. Example devices using such a PTO include Pelamis [30],
Searev [6], Wavestar [31], Oyster [32], CETO [33] orWaveroller [34].

Hydraulic PTO systems can be organised into two main cate-
gories: consP, e.g. in Fig. 3 (a), and varP, e.g. in Fig. 3 (b), PTO
configurations.

Constant-pressure PTO configurations have been suggested in
Refs. [6,7,11], among others, and use large volume low- and high-
pressure accumulators and a rectification bridge to provide a
smooth output torque to the hydraulic motor. The hydraulic effi-
ciency of consP hydraulic PTO systems is, in general, reasonably
high, since the hydraulic motor can be controlled to operate close to
the optimal operating point most of the time. However, the high-
pressure accumulator included between the cylinder and the hy-
draulic motor limits the possibility of actively controlling the
absorber via the hydraulic motor, since variations in the hydraulic
motor displacement take a long time to affect the behaviour of the
absorber.

In contrast, varP PTO configurations, implemented in
Refs. [8,35], are more flexible, since the hydraulic cylinder is
directly connected to the hydraulic motor, without any high-
pressure accumulator in between. Hence, variations in the hy-
draulic motor displacement rapidly affect the behaviour of the
hydraulic cylinder and, as a consequence, the absorber motion,
permitting the active control to maximise power absorption.

The vector of PTO forces is given as FPTO ¼ FcFPTO, where
Fc2ℝn�m is a constant matrix known as configuration matrix, that
allows the combination of different oscillation models to absorb
energy [36]. The number of PTO forces (m) is, in general, lower than
the number of oscillation modes (m<n). The PTO force applied
from the hydraulic cylinder can be calculated as follows,

FPTO ¼ ApðpB � pAÞ þ Ffric þ Fin (5)

where Ap is the piston area, pA and pB are the pressure in chambers
A and B of the hydraulic cylinder, respectively, and Ffric and Fin are
friction and inertia forces in the cylinder. Pressure dynamics in
cylinder chambers, including compressibility effects, are modelled
using the continuity equation,
Fig. 3. Typical constant- (a) and vari
_p ¼ beff
V þ Apxp

�
Q � _xpAp

�
(6)

where xp and _xp are the piston position and velocity, Q is the flow
entering or exiting the cylinder chamber, beff the effective bulk
modulus and V the minimum volume (calculated when the piston
reaches its minimum or maximum position) in the cylinder
chamber.

Friction in the cylinder is modelled using the Stribeck model,
which includes viscous, Coulomb and static friction [37], and the
inertia force considers the inertial contribution of the cylinder
piston (Mp), rod (Mr) and oil (Moil) due to the piston acceleration,

Ffric ¼ sv _xp þ sign
�
_xp
��
Fc þ Fstexp

	
�
�� _xp��
cst


�
(7)

Fin ¼ €xp
�
Mp þMr þMoil

�
(8)

where sv is the viscous coefficient, Fc the Coulomb friction force, Fst
the static friction force, cst the characteristic velocity of the Stribeck

curve, and €xp the piston acceleration.
In the case of the consP configuration, the rectification bridge is,

in general, composed of passive check valves that open and close as
a function of the pressure difference across the valve. The flow
across the valve can be modelled using the orifice equation [37],

Qv ¼ CdAvðDpÞsignðDpÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
roil

����Dp����
s

(9)

where Qv is the flow through the valve, Cd the discharge coefficient,
AvðDpÞ the valve opening area as a function of the pressure differ-
ence across the valve and roil the density of the hydraulic oil.

Accumulators are also a key component of the consP hydraulic
PTO systems, which are, in general, gas filled. The gas compression
and expansion process can be described by means of an isentropic
and adiabatic process, for which the pressure in the accumulator is
given as,

pacc ¼ ppre

	
Vtot

Vgas


g

(10)

where Vtot is the total volume of the accumulator, Vgas the gas
volume in the accumulator, ppre the pre-charged pressure of the
able-pressure (b) configurations.
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accumulator, and g the adiabatic index for an ideal gas.
Hydraulic motors are the final component of all hydraulic PTO

systems, where modelling volumetric and mechanical losses must
be considered. The Schl€osser loss model [38,39] includes losses in
the motor due to friction and leakages, so the output flow (QM) and
TM can be described as follows,

QM ¼ uDuuM � DpMCQ1 (11)

TM ¼ uDuDpM �
�
CT1 þ CT2DpM þ CT3uM þ CT4u

2
M

�
(12)

where u is the motor displacement fraction, Du the displacement of
the hydraulic motor, uM the rotational speed of the shaft, DpM the
pressure difference across the hydraulic motor, and CQ1, CT1, CT2,
CT3 and CT4 the parameters of the Sch€osser loss model. The hy-
draulic motor displacement fraction u can take any value between
[-1,1] and is determined based on the desired pressure difference in
the hydraulic cylinder, u ¼ f ðDp�Þ, which is, in turn, defined by the
reference PTO force (F�PTO),

Dp� ¼ F�PTO
Ap

(13)

Further details of the hydraulic transmission model, such as the
identification of the parameters of the Stribeck friction model or
Sch€osser loss model, are provided in Ref. [40], where the mathe-
matical models for consP and varP hydraulic PTO systems are vali-
dated against experimental data.

Additional validation of the mathematical model for the hy-
draulic cylinder is carried out with experimental data from a
hardware-in-the-loop (HIL) test rig, kindly provided by Swirl Gen-
erators Limited (SGL), where a simulation model that emulates the
motion of a two-body heaving PA is coupled to a real hydraulic
cylinder that emulates a varP hydraulic PTO system [41]. Fig. 4 il-
lustrates that validation, where PTO force results from the HIL
simulation and themathematical model show excellent agreement.
2.3. Electric generator and power converter system

Electric generators can be either connected directly to the
electricity grid, in which case no conditioning stage is required, or
Fig. 4. Hydraulic cylinder force, emulating a varP hydraulic PTO system, for the exp
in a B2B configuration, using power converters. Directly connected
generators operate at a fixed-speed dictated by the electricity
network, while variable-speed generators, grid connected in a B2B
configuration, provide a greater flexibility for adapting to different
operating conditions.

Different electric generators have been suggested in the litera-
ture as part of a WEC PTO system, e.g. the squirrel-cage induction
generator (SCIG) [8], the doubly-fed induction generator (DFIG) [4]
or the permanent magnet synchronous generator (PMSG) [42]. All
three generators can be used in the W2W model, but only the
models for the SCIG and the DFIG, which are almost identical, are
described in this section due to lack of space. Using the equivalent
two-phase (dq) equations, amathematical model of the DFIG can be
given as follows [43],

Vsd ¼ Rsisd � ulsq þ Ls
d
dt
isd þ Lm

d
dt

ðisd þ irdÞ (14)

Vsq ¼ Rsisq þ ulsd þ Ls
d
dt
isq þ Lm

d
dt

�
isq þ irq

�
(15)

Vrd ¼ Rrird � ðu� urÞlrq þ Lr
d
dt
ird þ Lm

d
dt

ðisd þ irdÞ (16)

Vrq ¼ Rrirq þ ðu� urÞlrd þ Lr
d
dt
irq þ Lm

d
dt

�
isq þ irq

�
(17)

where R is the resistance and l the flux linkage. Subscripts s and r
are used for the stator and rotor, while d and q refer to the direct
and quadrature axes, respectively. u and ur are the angular speed of
the reference frame and the rotor, respectively. The model for the
SCIG can be obtained by setting Vrd ¼ Vrq ¼ 0 in Equations (16) and
(17). The flux linkage expressions, as a function of currents, are,

lsd ¼ ðLs þ LmÞisd þ Lmird (18)

lsq ¼ ðLs þ LmÞisq þ Lmirq (19)

lrd ¼ ðLr þ LmÞird þ Lmisd (20)
erimental and numerical results. Validation data was kindly provided by SGL.
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lrq ¼ ðLr þ LmÞirq þ Lmisq (21)

where Ls and Lr are the stator and rotor leakage inductances,
respectively, and Lm is the mutual inductance.

Hence, the electromagnetic torque developed in induction ma-
chines can be given by

Te ¼ 3Np

4
�
lsdisq � lsqisd

�
(22)

where Np is the number of poles in the generator. The mechanical
equation for the acceleration of the generator shaft is

_ur ¼ Np

2J
ðTe � TM � BwindurÞ (23)

where Bwind is the friction/windage damping and J the inertia
moment of the generator shaft. Parameters Rr , Rs, Lr , Ls, Lm,Np, J and
Bwind vary depending on the type and rating of the generator, and
can be obtained from the literature or identified experimentally.

Generated active (Pe) and reactive power (Qe), identical for in-
duction and permanent magnet generators, can be calculated as,

Pe ¼ 3
2
�
Vsdisd þ Vsqisq

�
(24)

Qe ¼ 3
2
�
Vsqisd � Vsdisq

�
(25)

Further details of the mathematical models for the three gen-
erators and the validation of the models against experimental re-
sults can be found in Ref. [44]. Fig. 5 illustrates the trend line of the
efficiency curve as a function of normalised rotational speed for the
SCIG, showing a good agreement between experimental results and
results from the mathematical model. The rotational speed is nor-
malised against the synchronous speed, which in this case is
1500 rpm.

The effect of the inverters in a B2B power converter is also
validated in Ref. [44], where inverters are employed to control the
rotational speed in the generators and the voltage in the DC-link of
the B2B power converter. The switching operations of power
Fig. 5. Trend lines of the efficiency curves obtained from the real machine and the
mathematical model for the SCIG.
switches in the inverters operate well beyond the bandwidth of
other components, and are neglected. Power losses in the inverter
are included by means of an efficiency curve fitted using experi-
mental data [44], which is consistent with other curves shown in
the literature, for example in Ref. [45].

The grid connection of the consP and varP hydraulic PTO con-
figurations, defined in Section 2.2, is usually different in the liter-
ature. Due to the smooth power output provided by the consP
configurations, the electric generator is, in general, directly con-
nected to the electricity grid. In contrast, the highly varying power
output signal provided by the varP hydraulic PTO configurations
suggests that inverters are required to fulfil the restrictions
imposed by the electricity grid.

3. Model implementation

The W2W model is implemented as a fixed-step simulation
model in Matlab, where the different conversion stages are coded
as interconnected sub-models, as illustrated in Fig. 1. Hence, W2W
models with different components, i.e. different absorbers, hy-
draulic PTO configurations, electric generators or grid connections,
can be easily accommodated.

3.1. Single-rate solver

Due to the different dynamics of the components which make
up a W2W model, different sample periods are required to accu-
rately reproduce the behaviour of the components described in
each sub-model. For example, a sample period of 10ms is suitable
for wave-absorber interactions, while a period of 1ms is recom-
mended for hydraulic PTO systems [40], and a period of 50ms for
electrical generators [44]. The sample period of 1ms for hydraulic
PTO systems may need to be adjusted to consider fast dynamics,
such as valve opening and closing. Therefore, when a SR solver is
implemented, the shortest sample period (50 ms, in this case) is
necessary to capture the dynamics of the fastest components. This
requirement adds unnecessary computations for the components
with slower dynamics and dramatically increases the simulation
time and memory requirements.

3.2. Multi-rate solver

Multi-rate time-integration schemes permit the implementa-
tion of different sampling periods in different components. Thus,
longer sampling periods can be implemented in components with
slower dynamics, avoiding unnecessary computations [46,47]. Sub-
models with different sampling periods are connected by per-
forming appropriate up-sampling and down-sampling on the
output signals from each subsystem.

Up- and down-sampling are performed by interpolating the
signals (interpolation is required in down-sampling only when the
time-steps of the interconnected sub-models are not multiples of
each other), for which different interpolation methods, such as
linear, cubic or spline, have been investigated. Identical results have
been obtained for the different methods, which suggests that a
linear interpolation is the most suitable, also having appealing
computational requirements.

A fourth order Runge-Kutta (RK) solver is initially employed to
compare MR simulation results against SR results evaluating
computational requirements and the fidelity of the output variables
in the three main sub-models: hydrodynamic sub-model (HdM),
hydraulic sub-model (HyM) and electric sub-model (ElecM). The
deviation between the results obtained with the SR and MR
simulation models is calculated by means of the normalised root
mean square deviation (NRMSD) as follows,
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NRMSD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
k¼1

ðyðkÞ�byðkÞÞ2
n

s
y

(26)

where y and by represent the variables obtained from the SR andMR
models, respectively, n is the length of the variables and y repre-
sents the mean of the variable y. Thus, the NRMSD is bounded
between 0 and 1, and can be used to calculate the fidelity of the
variables obtained from the MR model compared to the SR model
expressed in percentage as follows,

Fidelity ¼ ð1� NRMSDÞ � 100½%� (27)

Position and velocity of the absorber are evaluated in HdM.
Cylinder pressure difference and force, and motor flow and torque
are studied in HyM. Finally, current, voltage, active power and
rotational speed are analysed in ElecM. The fidelity of a sub-model
is calculated as the mean of the fidelities for all sub-model vari-
ables. Fidelity values, illustrated in Fig. 6, exceed 99.5% with the
deterioration attributed to the interpolation of the signals in up-
and down-sampling.

With respect to computational requirements, simulation time is
reduced by a factor of 5 in the MR simulation compared to the SR
simulation, where all interpolation calculations represent less than
0.05% of the total simulation time.

The RK4 integration method is, in the experience of the authors,
themost commonly implementedmethod in simulationmodels for
wave energy applications, though little justification is offered, to
the best knowledge of the authors. Therefore, a comparative study
was carried out in this paper to find the most efficient integration
method, comparing different iterative and multi-step explicit and
implicit methods: explicit RK [48], explicit Adams-Bashforth (AB)
[49], implicit Adams-Moulton (AM) [49] and implicit backward
differentiation function (BDF) [50] of orders between 2 and 4. The
conventional RK, AB, AM and BDF integration schemes are used in
Fig. 6. Fidelity and computational requirement characterist
this paper, for which the second-order representations are
described in Equations (28)-(31), respectively. It should be noted
that the implicit AM and BDF methods are used in tandemwith the
AB method as a predictor-corrector pair, to solve the implicit
equation.

ynþ1 ¼ yn þ h f
	
tn þ 1

2
h; yn þ 1

2
h f ðtn; ynÞ



(28)

ynþ1 ¼ yn þ h
	
3
2
f ðtn; ynÞ � 1

2
f ðtn�1; yn�1Þ



(29)

ynþ1 ¼ yn þ 1
2
hðf ðtnþ1; ynþ1Þ þ f ðtn; ynÞÞ (30)

ynþ1 ¼ 4
3
yn � 1

3
yn�1 þ

2
3
h f ðtnþ1; ynþ1Þ (31)

where yn is the present value at tn, ynþ1 the approximation of
yðtnþ1Þ, h the step length and f ðtn; ynÞ the derivative of yn.

Results from higher order methods, such as 5th order Dormand-
Prince, are identical to the results from RK4 for all the variables.
Therefore, the SR-RK4 method is considered as a benchmark.

An extra complication may appear when modelling hydraulic
PTO systems. Hydraulic systems are stiff systems due to the fast
compressibility of the hydraulic fluid combined with the other
relatively slow dynamics. Fig. 7(a) and (b) illustrate the motion of
the device and the pressure in the hydraulic cylinder, respectively,
using the second order RK solver for the first 30s and the second-
order AB solver for the last 30s. Both solvers are numerically sta-
ble for the hydrodynamic model, as shown in Fig. 7 (a), while
instability issues are evident in the last 30 s of the hydraulic PTO
simulations, as illustrated in Fig. 7 (b), where instabilities are
highlighted in the zoomed dashed circle. Likewise, AM and BDF
solvers of order greater than two show stability problems when
ics of the SR and MR schemes using the RK4 method.



Fig. 7. Hydrodynamic (a) and hydraulic subsystem (b) results for the RK and AB methods.
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modelling the hydraulic PTO, unless the sampling rate is signifi-
cantly increased [51]. Consequently, AB methods of all orders and
AM and BDF methods of order greater than two are directly dis-
carded from the comparative study.

Hence, RK methods of order two, three and four, and AM and
BDF methods of order two are analysed in terms of accuracy and
computational requirements, taking the SR-RK4 method as the
benchmark. Fig. 8 shows the fidelity values of each integration
method for the different sub-models against the normalised
computational time, where the colour code refers to the different
sub-models corresponding to the colour code used in Fig. 6. As
expected, second-order methods have the most appealing
Fig. 8. Fidelity versus normalised simulation time of each sub-model and integration metho
colour in this figure, the reader is referred to the web version of this article.).
computational features, while higher-order RK methods are more
accurate. However, RK2 exhibits appealing computational charac-
teristics of the second-order methods and the accuracy of higher-
order methods. Nevertheless, high-order RK methods could theo-
retically use larger time-steps than low-order RK methods, while
providing similar fidelity levels. Therefore, to provide a fair com-
parison between high- and low order RK methods, a RK4 with a
larger time-step (RK4a) is also included in the comparison. The
time-steps for RK4a are defined so that computational re-
quirements for RK2 and RK4a are similar: 20ms, 2ms and 75ms for
the HdM, HyM and ElecM, respectively. Fig. 8 shows that, compared
to RK2, RK4a provides identical fidelity for HdM, but lower fidelity
d, when compared against the SR-RK4 method. (For interpretation of the references to
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for HyM and, particularly, ElecM. In addition, stability issues appear
in HyM when using RK4a, due to the implemented larger time-
steps.

As a consequence, RK2 is demonstrated to be the most efficient
method, providing almost indistinguishable results when
compared to the results obtained using the SR-RK4 method, while
requiring approximately a tenth of the time taken by SR-RK4.

However, in the event that the hydraulic PTO systems are
modified so as to includemore compression/expansion processes, a
higher-order integration method may be necessary to accurately
reproduce the more complex dynamics of such a hydraulic PTO
system [31]. In such a case, the rest of the sub-models could still use
the RK2 method, resulting in a multi-rate multi-solver W2W
model.
4. Results

The holistic performance of a spherical PA restricted to move
only in heave, with consP and varP hydraulic PTO systems is ana-
lysed using theW2Wmodel presented in Section 2. Fig. 9 illustrates
the schematic of the spherical heaving PA. The input free-surface
elevation time-series is based on a JONSWAP spectrum of a 1.5m
significant wave height and a 9s peak period. Due to the funda-
mental differences between consP and varP hydraulic PTO config-
urations, an identical hydraulic cylinder is used in both
configurations, and the control forces used in both configurations
are similar inmagnitude, in order to provide a fair comparison. That
way, the force applied on the spherical heaving PA is also similar, at
Fig. 9. Schematic of the spherical heaving PA studied in this paper.

Table 1
Efficiency of the different components in the W2W model for constant- and variable-pre

PTO hWave hCyl hMot hHy hGen

configuration

consP 10.22 97.96 92.73 90.84 87.51
varP 16.15 95.27 72.92 71.91 76.63
least in magnitude. The reference PTO force F�PTO for the WEC is
defined via Coulomb damping in the consP hydraulic PTO config-
uration, while resistive control is used in the varP configuration.
The reference PTO forces, defined following Coulomb damping
force and resistive control, are respectively given as,

F�PTO ¼ CPTO (32)

F�PTO ¼ �BPTO _xabs (33)

where CPTO is the Coulomb damping and BPTO the linear damping.
Control parameters CPTO and BPTO are determined so that the force
in both hydraulic PTO configurations is similar.

Table 1 presents the efficiencies of the different conversion
stages, including the essential components of the hydraulic PTO,
the efficiency of the PTO system as a whole (hPTO) and the W2W
efficiency (hW2W ). In addition, hydrodynamic power absorption
efficiency (hwave) is computed using the ratio of the absorbed power
to the power available in the wave, as in Ref. [52].

Fig. 10(a) and (b) illustrate the velocity of the spherical PA and
the PTO force applied by the hydraulic cylinder on the absorber,
respectively, for consP and varP hydraulic PTO configurations. The
velocity profile shown in Fig. 10 (a) shows the different absorption
modes for each hydraulic configuration, which shows higher peak
values and less sharp edges in the varP case, compared to the consP
case. Differences between consP and varP are more pronounced in
Fig. 10 (b), where the force profile in the consP case is similar to a
coulomb force, while the force profile in the varP case broadly
follows the profile of the velocity.

Power outputs from the different conversion stages are shown
in Fig. 10, where the absorbed power signal is always positive for
the varP hydraulic PTO configuration, while negative values can be
observed in the consP case. These negative values in the consP hy-
draulic PTO configuration appear when the absorber reaches its
final position and the check valves close. At this point, the absorber
starts moving in the opposite direction almost instantaneously,
while the pressure in the cylinder chambers and, as a consequence,
the force, needs more time to change. For a short interval of time,
the signs of the velocity and the force are the same, resulting in
negative absorbed power results. Apart from the negative values,
peaks in the absorbed power signal are twice as high as in the case
of the varP hydraulic PTO than in the consP case. As a result, ab-
sorption efficiency in Table 1 is almost 60% higher in the case of the
varP hydraulic PTO configuration. It should be noted that power
absorption can be improved in both cases, optimising control pa-
rameters CPTO and BPTO in Equations (32) and (33), respectively, or,
in the case of the varP configuration, by implementing real-time
energy maximising control strategies, such as model-predictive
[53], pseudo-spectral [54] or moment domain control [55]. How-
ever, limitations of the consP hydraulic PTO configuration, due to
the high-pressure accumulators installed between the hydraulic
cylinder and motor, as described in Section 2.2, suggest that
absorbed power will always be higher in the varP case.

However, due to these high-pressure accumulator in the consP
hydraulic PTO configuration, the output electrical power signal is
smooth and practically constant, as illustrated in Fig. 11 (a), which
ssure PTO configurations.

hInv hPTO hW2W Pavgrid where

e 79.49 8.17 7.39 kW h ¼ Pout=Pin � 100½%�
92.47 51.67 8.34 7.54 kW



Fig. 10. Absorption characteristics of the constant- and variable-pressure configurations: (a) device velocity and (b) piston force.

Fig. 11. Absorbed, mechanical and electrical power for the constant- (a) and variable-pressure (b) configurations.
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implies potentially higher hydraulic motor efficiency, as shown in
Table 1. Mechanical and electric power outputs shown in Fig. 11 (a)
appear to be perfectly flat because a very large accumulator is
implemented (1000 L). However, small oscillations, due to the
volume and pressure variations in the accumulator, can be
observed in the zoomed dashed circle. In addition, since the
generator operates at constant speed, the generator can be con-
nected directly to the grid, removing power losses due to the
inverters.
In contrast, the electrical power signal in the varP hydraulic PTO
configuration, as illustrated in Fig. 11 (b), follows the profile of the
absorbed power, which considerably reduces the PTO efficiency
(approximately a 30% reduction compared to the consP hydraulic
PTO configuration), as shown in Table 1. Nevertheless, the W2W
efficiency in the varP hydraulic PTO configuration is higher than in
the consP PTO configuration. Indeed, an improvement of the PTO
efficiency in the varP hydraulic PTO configuration is to be expected
when the rotational speed of the electric generator and the
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hydraulic motor is actively controlled [56]. The rotational speed is
held constant in the results shown in this paper.

It has been demonstrated that a higher PTO efficiency does not
necessarily imply a higher W2W efficiency, which reinforces the
need for a holistic consideration of the WEC performance to
accurately maximise the final power generation.

5. Conclusion

The present paper presents a unique high-fidelity wave-to-wire
model for wave energy converters that is generic, in the sense that
different absorbers and hydraulic power take-off systems can be
accommodated with relative ease, includes precise and balanced
models at each conversion stage, has been validated against high-
fidelity software and experimental tests, and is computationally
efficient.

The complexity and high computational requirements of the
high-fidelity model are mitigated with a multi-rate integration
scheme, drastically reducing computational requirements for a very
similar fidelity. In addition, the selection of the integration method
and method-order for each conversion stage is not a trivial deci-
sion. The very fast compressibility dynamics included in the hy-
draulic power take-off system lead to significant instabilities or
very small time-steps that imply high computational requirements,
unless the integration method is adequately selected.

The selection/optimisation of the different conversion stages
based on studies where these conversion stages are analysed iso-
lated from the rest of the drivetrain does not necessarily provide
the best solution to generate energy from ocean waves. In fact, the
hydraulic power take-off configuration that allows for higher effi-
ciencies of the components in the power take-off system, or the
whole power take-off system, may limit the power absorption from
ocean waves, and result in lower electricity generation. The final
design of a wave energy converter is driven by economical figures,
but energy generation capabilities play a crucial role, which should
be assessed analysing the holistic performance of the wave energy
converter.

Including all the relevant nonlinear dynamics, losses and con-
straints in the mathematical models employed for the holistic
evaluation of wave energy converter's behaviour is essential. Key
decisions in the early stages of development of wave energy con-
verters, such as the selection of absorber's size or the power take-
off system, require trustworthy results that can be obtained
either via expensive experimental studies or high-fidelity mathe-
matical models. The latter can help to delay expensive experiments
and avoid making erroneous decisions for a relatively low cost.
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