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Abstract—Motivated by delay-sensitive information transmission ap-
plications, we propose an expected achievable rate maximization scheme
with a K-block delay constraint on data transmission using a three
node cooperative relay network assuming a block fading channel model.
Channel information is fed back to the transmitter only in a causal
fashion, so that the optimal power allocation strategy is only based on
the current and past channel gains. We consider the two simplest schemes
for information transmission using a three node (a source, a relay and
a destination) relay network, namely the amplify and forward (AF) and
decode and forward (DF) protocols. We use a dynamic programming
based methodology to solve the (K-block delay constrained) expected
capacity maximization problem with a short term (over K blocks) sum
power (total transmission power of the source and the relay) constraint.
Furthermore, two simple power allocation schemes for high and low SNR
situations are proposed. Extensive numerical results are presented for
Rayleigh fading channels, including results demonstrating the accuracy
of the high/low SNR approximation based power allocation schemes.

I. INTRODUCTION

Relay networks were first proposed in [1], and capacity bounds
for such networks were extensively studied by Cover et. al. [2]
in the 70’s. Fostered by the increasing importance of ad hoc and
wireless sensor networks, of late a great amount of valuable research
has gone into relay networks. Data transmission with relay(s) not
only raises the achievable rate of information transmission, but also
provides alternative routes when the direct transmission is resource-
consuming or totally impossible. For wireless networks, the outage
performance, defined as the probability of the instantaneous mutual
information falling below a basic rate threshold, has been shown
to improve dramatically due to the diversity gain offered by relay
networks. This type of diversity has been named as cooperative
diversity [3], which, as the word implies, is provided by the
cooperation among various communication units. The authors of
[3] suggested (amongst others) two simple relay schemes: Amplify-
and-Forward (AF) and Decode-and-Forward (DF). Various other
protocols such as compress-and-forward, estimate-and-forward etc.
have been suggested in the literature as well. For a survey of these
and other possible relaying protocols and their capacity results, see
[4]. There has been a significant number of studies on optimal
power allocation in wireless relay networks over fading channels.
Optimal power allocation for information theoretic achievable rate
maximization has been studied in detail in [5] (see also references
therein), whereas [6] has studied the problem of optimal power
allocation for outage probability minimization in relay networks.
There have been parallel studies on optimal power allocation for
signal-to-noise ratio maximization for single and multiple relay
networks in [7] amongst many others.

While optimal power allocation can increase achievable rates or
minimize outage probabilities specially with channel state informa-
tion at the transmitter (and receiver), it is also critical to consider
other important Quality-of-Service (QoS) criteria such as delay
in designing a reliable wireless system, specially for voice/video
communication as well as delay sensitive data communication ap-
plications in wireless ad hoc/sensor networks. In these applications,
using lengthy codewords in order to capture the ergodicity of the
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fading channel and achieve the maximum expected throughput is
not a useful approach. This has led researchers to consider various
different notions of capacity of fading channels other than ergodic
capacity - such as outage capacity and delay-limited capacity etc. A
great survey on capacity notions for fading channels can be found in
[8]. Delay constrained capacity optimization for wireless channels
has been also a fruitful area of research. Following the seminal
work of [9] where the average queuing delay was minimized by
optimal power and rate control for data transmission over wireless
fading channels, there have been further advances on optimal power
and rate control for minimal average delay in [10]. Similarly, opti-
mal power allocation for capacity maximization with coding delay
using causal channel information was investigated using dynamic
programming techniques in [11], and throughput maximization with
both coding and queuing delay constraints has been studied in [12].
More recently, a stochastic power allocation method for expected
capacity maximization with a finite coding delay constraint has been
investigated in [13].

While there is a rich literature on optimal power control and
scheduling with delay or deadline constraints for traditional wireless
networks, the same cannot be said for cooperative wireless networks.
Delay constraints have been considered as embedded in the concept
of “effective capacity” for cooperative networks and optimal power
allocation for such problems in [14]. Some preliminary investigations
into cooperative transmission with queuing delay constraints have
been made in [15]. However, there has been no in-depth study
on power allocation for cooperative transmission with coding delay
constraints where data transmission takes place over a finite number
of blocks. This is indeed the focus of our paper. Similar to [11],
we also impose the practical constraint that only causal channel
information is available to the transmitting nodes. In particular, the
main contribution of this paper is to address an optimal power
allocation algorithm to maximize the expected achievable rate for
a three node relay network with a pre-specified delay constraint (i.e,
number of coding blocks) and a short-term (also known as peak)
constraint on the total power (sum of source and relay power) over all
blocks where only causal channel state information is available. As
in [11], we also use Dynamic Programming (DP) based techniques
for solving this problem. We evaluate the performance of the AF
and DF schemes and compare their performances under delay and
causality constraints with the standard direct transmission scheme.
We illustrate via simulation results that cooperative transmission
offers significant advantages over the direct transmission even with
finite coding delay. The relative performances of the AF and DF
schemes are also illustrated for varying available power levels and
number of coding blocks. The benefits from using the optimal power
allocation technique using DP methodologies are also illustrated in
comparison with a sub-optimal technique that uses equal (sum of
source and relay) power for all blocks. It is seen that in the low power
regime, these benefits are much pronounced whereas in the high
power regime, they are negligible for the AF and DF cooperative
schemes. The effect of moving the relay from close to the source
to close to the destination is also illustrated. Motivated the high
computational demands of the DP based schemes, we also provide
simple sub-optimal power allocation schemes for high and low power
regimes, which are seen to be reasonably accurate via simulation
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studies.

The rest of the paper is organized as follows. Section II describes
the general background and the network model and underlying
assumptions used through the paper. In Section III-A, we study a
case where there is only one block available for the transmission. We
present a summary of the relevant results of optimal power allocation
for the single block case which exist in various forms in the literature.
DP based algorithms are then introduced to solve the multiple-block
optimization problems in Section III-B. We propose the high and
low SNR approximation based simple sub-optimal power allocation
methods in Section IV. Extensive numerical results are provided in
Section V.

II. PROBLEM FORMULATION

We consider a three node cooperative relay network where the
source sends data to the destination with the help of a relay
node, as shown in Figure 1 and the relay does not produce its
own data. It is assumed that the channel gains for all the three
links- Source-Destination (S-D), Source-Relay (S-R), and, Relay-
Destination (R-D) - follow a block fading model. Within each block
of data transmission, the channels are constant but they change from
one block to another in an independent and identically distributed
fashion. We do not assume that all the links are distributed according
to the same distribution. In general, the statistical distributions of the
channel gains of the three links can be different. In this paper, we will
consider the three simple transmission schemes: Direct Transmission
(DT), Amplify and Forward (AF) and Decode and Forward (DF). In
the DT scheme, obviously the source transmits only directly to the
destination, while in the AF and DF schemes, the source also uses the
relay for data transmission. We assume a half-duplex time division
transmission scheme where every transmission block (same as the
block over which the channels remain invariant) is divided into two
halves. During the first half, the source transmits to the relay and
the destination. During the second half, the relay transmits to the
destination and the source does not transmit. As assumed in [3], in
the AF scheme, the relay only amplifies and forwards its received
data to the destination. In the DF scheme, the relay first decodes
and then forwards the decoded data to the destination. We assume
that there is no queue at the relay node. We use ¥, 74, and v to
denote the channel states of the three channels during the k-th block
of data transmission. We use the notations v* = (vF,75,+%) and
&) = {41, 42,...,9%}. Clearly, v® represents the causal channel
state vector including all the channel state information (CSI) until
block k (inclusive). It is assumed that the destination has the exact
knowledge of 4*) and feeds this information back to the source and
the relay through an error free feedback channel. Since the source
and relay transmission powers are allocated based on this causal
CSI, we denote the k-th block transmission powers of the source
and relay by P¥(v®) and PF(y®)), respectively.

Fig. 1. A Relay Network with Random Fading Parameters

The coding delay constraint K is usually determined by specific
delay sensitive applications and is known before any information
transmission takes place. The objective is to maximize the expecta-
tion of the achievable rate, and the total power (sum of source and
relay powers) available over K blocks is limited. In this paper, we
will assume a short term power constraint which is sometimes also
called a peak power constraint. In summary, the delay constrained
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capacity optimization problem with causal feedback is given as:

K
max B[} C.(PX(v®), PF(v™),4*)] t))

k=1
st. PE(y®), PF(y*)) >0, vk

K
S (PEGW) + PE®)) < K P,

k=1

where Po can be thought of as an average power constraint per block,
and the function C.(Ps, P-,7) denotes the instantaneous mutual
information of one of the three transmission protocols - DT, AF and
DF respectively, which are given below:

Cor(ps, pr,7v) = log(1 + v1ps)
Car(ps, pr,v) =

1 4y2psy3pr
—log (1+2 + 2
5 log (1+2mps + 7 Tape t 2pr) @)
Cor(ps, pr,7) =
1 .
5 min{log(1 + 292p.),l0g(1 + 271x + 275pr)}.
E denotes the expectation operator with respect to the joint proba-
bility density function of the random variables {v',7%,...,v¥}.

Note also that in this paper, we may use the terms ‘“expected
capacity” and “expected maximum achievable rate” interchangeably
in the context of relay networks, although strictly speaking this is
not rigorous.

III. THE OPTIMAL POWER ALLOCATION SCHEMES
A. Special Case - Single-Block Transmission

Before we attempt to solve the optimization problem given by
(1), it is useful to look at a simple case when there is only one
block available for transmission, that is, X = 1. It is obvious that
in this scheme, the optimal direct transmission policy is to use the
full power Py in the single block, and the corresponding expected
capacity is given by E[log(1 + v1Po)].

In the case of cooperative transmission with the AF proto-
col, the expected capacity maximization problem for K = 1
amounts to maximizing E[Car(Ps(7), Pr(7),7)] subject to the
short term power constraint Ps(y) + Pr(y) < Po, Ps(y) >
0, P-(y) > 0. For the outage probability minimization case, the
single block problem for the AF scheme amounts to minimizing
Pr{Car(Ps(7), Pr(7),7) < Ro} subject to Ps(y) + Pr(v) < Py,
Py(v) > 0, P.(y) > 0. Note that here the dependence of the
channel gains on the time index k have been dropped since there
is only a single block available for transmission. The corresponding
optimization problems for the DF case can be formulated similarly.
Solutions to these and related problems (usually with long term
average power constraints) have been presented in various papers, for
example, see [5], [14], [6] and references therein. For convenience,
we briefly present the solutions to the above problems for the AF
and DF schemes.

The basic idea behind solving the above optimization problems
is to solve a corresponding instantaneous mutual information maxi-
mization problem with a short term sum power constraint (see [16]
for details). The optimal power allocation policy obtained this way
provides the solution to the expected achievable rate maximization
problem.

It is easy to derive the optimal policy for the DF protocol due to
convexity. The maximum achievable rate is given as

2 log(1 + 272 Py) T > 72
2 log(1 + 2m1 Py) N<y2and v >v ()

3log(1+ 21 —Py) 4 <72 and 1 < 73

Rpr =

Due to the nonconcavity of the AF mutual information expression,
it is more complicated to compute the optimal policy in this case. We
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would only present the final result because of the space limitation
in this paper. The corresponding maximum achievable rate is

Rar =

C’AF(P:,W) n<vy & Po> Wg_m @
1log(l +27y1Py) otherwise

where
C’AF(P:, 7) =
1 *
5 log (1+ 2% f(PF) +

dy2 f(P7)vsPr )
14272 f(Pr) + 23 Pr

and P is the unique solution of f(P,) + P, = P,. Since the left
hand side of the equation is monotonically increasing, one can easily
achieve P, through bisection method and etc.

Since the above solution is quite complicated and an explicit
expression for the capacity maximization is not available, a popular
approximation (valid in the moderate to high signal-to-noise ratio
(SNR) regime) is given by

1+ 2’)/2Ps + 2’)’3Pr ] 2’)’2Ps + 2"}/3Pr 5)

This approximation is widely used due to the fact that the resulting
achievable rate expression for the AF case becomes concave jointly
in Ps and P.. See for example [14] amongst many others. Excluding
some details due to space limitations, the maximized achievable rate
for the AF scheme with this approximation is

Foae = %log(l + 271 Po) >3 .
AR =
1log (1 +%(%+%ﬁ:‘—f§;)) 1 <78,

_ st vnrs—mry+ ¥2%)
(v3 = 7)72

Given the above optimal power allocation policies for a given
channel realization, one can calculate the maximum expected capac-
ity or the minimum outage probability of a single block transmission
system by numerical methods or via Monte Carlo simulations, by
averaging over a large number of simulated channel realizations.
While exact expressions of expected capacity or outage probability
are rare, there are high SNR approximations to the outage probability
available in various papers such as [3], [17] etc.

B. Optimal Power Allocation for Multi-Block Transmission

In this section, we solve the original dynamic power allocation
problems as proposed in (1) for the expected achievable rate max-
imization based on causal CSI, that is, based on past and current
channel gains only. It should be obvious that for a given finite K,
it is not possible to obtain the optimal power allocation for each
block in closed form as in the case for K = 1. In fact, even if
all the channel states (including the future ones) are available, it is
still quite difficult to calculate the maximum expected achievable
rate for AF and DF cases (whereas the DT case can be solved
by the well known water- ﬁlling algorithm) using constrained op-
timization techniques. This is simply because evaluatmg all possible
combinations of conditions on channel triple 7 , as in (4), (3) and
(6) and obtaining the corresponding optimal power allocation is
computationally prohibitive even for moderate values of K. This
motivates us to use the dynamic programming methodology as also
used in [11] for solving a delay constrained capacity optimization
problem for the DT case over fading channels. Using dynamic
programming techniques, the dynamic power allocation problem can
be solved in K +1 stages. Starting at stage K + 1, a sequence {Sk}
(which can be a function of transmission power) can be derived in
a backward fashion. An algorithmic description of this method is
described below in Algorithm 1. In this Algorithm, C, can possibly
symbolize Cpr, Car, or, Cpr as shown in (2).

According to Theorem ILI in [11], the optimal solution to Problem
(1) is given by Si1(K Py) for the expected capacity maximization
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Algorithm 1 Capacity_short
Initialization Sk41(P) =0
for i = K to 1 do
Si(P) =E, [maXOSszrprSP (C*(Ps,pr,’y) cee

+Si41(P — ps — pr))]
end for
Optimal_Cost = S1(P = K P).

problem (see also Theorem IILI in [11] ) when C« = Cbr. It is
straightforward to conclude the same for the AF and DF cases where
the achievable rates are modified accordingly. We can now compute
all the values of S;(P) wherei =1,...,K+1and 0 < P < KP,,
using Algorithm 1. In a practical system, such computations can be
carried out at the destination node which is assumed to have the
knowledge of all the channel gains. This S matrix can then be fed
back to the source and relay nodes and stored there. Upon feedback
of causal CSI data, the source and the relay can then use another
Algorithm 2 to allocate dynamically the powers for the current block.
In the above algorithm, R and P} denote the sum rate achieved

Algorithm 2 Capacity_short Allocation

Initialization P() = K Py and R® =0

for i=1to K do S
(Ps, Pr) = argmaxo < 1 pi < p(3) (C* (Ps, Pra") - ..

+8i41 (PO —pf — pi))

pU+) — p) _ P pi
RO = RO 4 C.(P}, Pl )

end for

Optimal_Rate = R(¥+1)

before transmitting block ¢ and the remaining power for blocks i to
K, respectively.

In summary, Algorithm 1 discretizes the power P according to
the computational capability of the destination node and the storage
capability of the source and relay nodes. The 2-dimensional matrix
S is then computed and stored at the destination and forwarded
to and stored in the source and relay nodes. When the system is
online, as long as the current channel state information is available at
the source and relay nodes, the system can allocate the transmitting
power to the source and the relay by using Algorithm 2 instead.
Since the channel state information is assumed to be i.i.d. over
all blocks, the outage probability averaged over a large number of
channel state instances should be very close to S1(K Py), as long as
S1(K Py) is relatively accurate, which is equivalent to saying that the
discretization is fine enough. The same conclusion obviously holds
for the expected capacity maximization problem. We will have some
further discussion on the discretization issues in Section V below.

IV. SIMPLE SUB-OPTIMAL POWER ALLOCATION SCHEMES
BASED ON HIGH AND LOW SNR APPROXIMATIONS

In the last section, we solve the original problem with a multi-
block coding delay by a DP based algorithm. However, this algorithm
is computationally highly complex due to computation of the 2-D
matrix S. Therefore, we adopt a reasonable assumption that when the
CSl is only known for the current block and unknown for the future
blocks (which are i.i.d), after assigning power to the current block,
the system equally distributes the remaining power to the rest of the
blocks [13]. As a result, we could divide the total available power
into two parts: the power allocated to the current block P* where
P = P! + P! and the powers equally distributed to the rest of the
blocks which are equal to P* = P(;()—_P wherei =1,..., K —1
andk=1i+1,...,K.

With a high SNR approximation for the AF protocol, we can
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approximate the achievable rate for those future blocks as follows

K
Er[ Y Car(PE,PF, %)
k=i+1

4v5 PE~§ PY 1
1+ 295 PF + 295 Pk
2y Pivs P 5pPEyk Pt
kPk + ,YkPk )]
2E[7§]P§1E[7§]Pr’°
E[v4] P + E[v}| PF

= (K ~i)E, [ log(1 + 27£ P +

~ (K —i)E [ log(1 4+ 2vF PF +

< (KT_’) log(1 + 2E[]P5 +

)

_(E-9), pPY - P!
=g leslte—)

The constant ¢ in the last two lines can be derived from (6).

Through this approximation, the power allocated to the current
block can be derived by solving a single variable optimization
problem:

< @ log(1 + ¢P*)

(%) %
K- i )

max 1log(l + P+ log(1+¢
pi 2 K-

st. 0<Pi<p®

where
b {Huz (i + i )y <
27 7>
and ut = 73(71+\/7173 7172+7273)

173
Using KKT condmons itis easy to derive the optimal value

P =min{[

Similarly, the power allocation scheme can also be derived to be the
same formula (8) for the DF protocol with the only difference being

C 4 izp(i)

K= ~Cq+ (i)}
—F| P 8
c’c(—K_i +1) ] ®

A s B
d={2m = yi<rady> )
27275 i i i i
v N <7 and vi < 73
2E[v2]E[Y.

and ¢ = E[v2]+E[v3]-E[71]"
In the low SNR regime, the achievable rate for the future blocks

is

K

E,[ Y Car(PE,PEA")

k=i+1

43 PEASPF )
1+ 2+5 Pk + 275 PF
~ (K —i)E, [1log(1+2’)’1pk+4'72Ps’c )]

~ (K —i)Eq [yF PF + 295 PEYS PF]

= (K — i) (E[¥] PF + 2E[r§| PFE[15] PF)

= (K - §)E, [1 log(1 + 2v%PF +

Due to the fact that P¥ = P¥ + PF is small in low SNR situation,
the achievable rate can be further approximated as

(K — i) (Elv¥| P¥ + 2E[15]| PFE[+) PF)
= (K — i) (E[y¥]P¥ + 2E[v5] PEE[y5](P* - PF))
<pi_pr (K — i) (Elyf]P* + 2E[v;] P*E[14](P* — P¥))

P

(2) )
L LA 3 T U )
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Formulating a similar optimization problem as in (7), we can show
that for the low SNR regime

ix 0
pt= {p(i)

which indicates that the system waits for a transmission block with
a good channel and puts all the power into that block.

For the DF case when SNR is low, we can also apply a similar
method. The power allocation scheme is

i~ )0
P _{p(i)

and ¢* is given by (9).

71 < E[m]
otherwise

Ml___
o' < E[v2]+E[v3]-E[n]

otherwise

V. NUMERICAL RESULTS

In this section, we will provide a range of simulation results on
the delay-constrained capacity maximization of the three node relay
network using AF and DF schemes and compare their performances
against the no cooperation (DT) schemes. We will present results
where all links have no direct line of sight and undergo statistically
independent Rayleigh fading (albeit with different means). For
simplicity, all the simulations are based on a network where the
relay node is located on the the straight line between the source and
destination nodes.

We assume that the channel triple v = (1, y2,73) in the Figure 1
are exponentially distributed with means given by inverse of the S-D,
S-R and R-D distances with a path loss factor of 4. For computational
simplicity, the S-D distance is normalized to 1 and, furthermore, the
relay node is assumed to be at a distance of dsrk = 0.4 unless
otherwise stated.

As we mentioned before, the resolution of the discretization has
substantial effects on the performance of the DP algorithm. When
the numbers of discretized power and channel-gain levels are large
enough, the value calculated via Algorithm 1 is consistent with
the one obtained via Algorithm 2 which averages achievable rates
over a large number of random channel realizations. However, when
the computational/storage capability is limited (smaller number of
discretization levels), the size of the S matrix is limited and the
values of S1(KPp) are not as accurate. The results obtained by
averaging over a large number of channel realizations, in this case,
are relatively more accurate. It should be obvious that in the case of
cooperative transmission, the number of discretization levels required
for reasonably accurate calculations of the relevant S function is
much higher due to the increased dimensionality of the CSI space.
Thus the inaccuracy of the S function inevitable due to limited
computational resources will be more apparent in the cooperative
transmission case. Therefore, in what follows, the expected rates
achieved by the various power allocation schemes are calculated by
averaging over 100000 channel realizations.

In order to illustrate the effectiveness of the DP algorithm, we
compare the performance of the DP based power allocation against
the performance obtained by using equally distributed (ED) total
source and relay power Py for each block. Figure 2 clearly shows
this improvement obtained (normalized by total cpower spent) in
maximizing the expected achievable rate —D—Lm for various
values of K at different power levels. Note that the improvement is
considerable in the low power regime, for example, for Py = 0.05,
this improvement can be almost doubled (for the AF case) as we
increase K from 2 to 14. As the power level Py is increased,
the improvement obtained by using the DP algorithm decreases in
general. Interestingly, while DT seems to still maintain a reasonable
improvement at a high power level (Py = 1.0), the improvements for
AF and DF become negligible, which means that there is not much
to gain by using the DP algorithm compared to equally distributing
the total power among all blocks for the AF and DF cooperative
transmission schemes in the high power regime, i.e. the optimal
solution is inclined to equally distribute power to each block.
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Fig. 2. Expected Capacity Improvement per unit power (via DP) versus
Various Coding Delay K

In addition, some results of the expected capacity (or achievable
rate for the AF and DF schemes) achieved by Algorithm 2 are given
in Figure 3. In order to achieve a fair comparison between DP and
ED algorithms, the capacity gain obtained by the DP algorithm is
normalized by K Py as we did in Figure 2. Figure 3 demonstrates
that both AF and DF scheme achieve more optimistic result than
DT and the DF scheme dominates when the S-R distance is short.
However this advantage is no longer valid when the relay gets close
to the destination - ds.r = 0.8.
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Fig. 3. Normalized Expected Capacity for DT, AF and DF, Various SR
Distances When Py = 0.05

Finally, Figures 4 and 5 present the rates achieved by the simple
sub-optimal schemes we proposed in Section IV. All the solid lines
symbolize the results achieved by the DP based algorithm. As it
can be seen, the two proposed approximation schemes perform well
in the high and low SNR regime respectively. However, it seems
that in the low SNR range of the DF case the low SNR and the
high SNR based algorithms perform equally well. The explanation
is that when P(*) in (8) is small the optimal value for high SNR
method can be out of the range of [0, P(Y]. As a result, this high
SNR approximation degenerates to the low SNR scheme, i.e. if the
channel information passes a threshold it puts all the power to the
current block; otherwise, it waits until a more optimistic channel
block appears.
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