
Bayesian Classification for the Statistical Hough Transform

Rozenn Dahyot
School of Computer Science and Statistics

Trinity College Dublin, Ireland
Rozenn.Dahyot@cs.tcd.ie

Abstract

We have introduced the Statistical Hough transform
[2] that extends the standard Hough transform by us-
ing a kernel mixture as a robust alternative to the 2
dimensional accumulator histogram. This work devel-
ops further this framework by proposing a Bayesian
classification scheme to associate the spatial coordi-
nates (x, y) to one particular class defined in the Hough
space (θ, ρ). In a first step, we segment the Hough space
into meaningful classes. Then using the inverse Radon
transform, we backproject the different classes into the
image space. We illustrate our approach on a synthetic
image and on real images.

1 Introduction

To overcome histogram limitations in the computa-
tion of the Standard Hough transform, we have pro-
posed a new kernel based modelling of the density
pθρ(θ, ρ) [2]. All the observations available are used in
this modelling and no pre-segmentation of the edges is
necessary. In this new formalism, the maxima in the
Hough space cannot be associated directly with their
contributing pixels (as with the standard Hough trans-
form) since all the pixels have contributed to them at
different degrees. We propose here to perform an un-
supervised segmentation of our kernel estimate of the
Hough transform, and using the inverse Radon trans-
form, find the associated pixels in the spatial domain.
We start in paragraph 2 by a short review, and we in-
troduce our unsupervised dual segmentation scheme (in
both the Hough and spatial domains) in section 3.

2 Statistical Hough Transform

Many works have been published on the Hough
Transform since its first publication [4]. It is a very

robust estimator for estimating lines in a set of points
[3]. As a consequence, it has been used extensively to
recover aligned segments amongst the contours of im-
ages. Recent works [5, 1] have proposed to consider the
angle of the gradient as an additional information for
computing the Hough transform. In addition the vari-
ance of the angle is also computed and we have pro-
posed in [2], to use it as variable bandwidths when esti-
mating the Hough transform with a mixture of kernels.
This new Statistical Hough Transform is replacing the
discrete 2D histogram of the Standard Hough Trans-
form, by a smoother continuous kernel estimate. We
have shown [2] that such modelling was encoding bet-
ter the alignment content of images.

First we define the sets of observations Sθxy =
{(θi, xi, yi)}i∈[1···N ] and Sxy = {(xi, yi)}i∈[1···N ],
with θi is the angle direction of the gradient, and (xi, yi)
is the spatial position on the pixel i of an image. Using
the Bayes formula, the statistical Hough transform pro-
poses to model the joined probability density function
of the hough variables (θ, ρ) and the spatial variables
(x, y) by:

pθρxy(θ, ρ, x, y) = pρ|θxy(ρ|θ, x, y) ·pθxy(θ, x, y) (1)

When x, y, θ are known, the variable ρ is deterministic
since we have the relation:

ρ = x cos θ + y sin θ (2)

Therefore we propose to model the conditional proba-
bility:

pρ|θxy(ρ|θ, x, y,Sθxy) = δ(ρ− x cos θ − y sin θ) (3)

where δ(·) is the dirac distribution. As a consequence,
only pθxy(θ, x, y) is to estimate using kernels on the set
of observations Sθxy = {(xi, yi, θi)}i=1,··· ,N :

p̂θxy(θ, x, y|Sθxy) =
N∑
i=1

1
hxi

kx

(
x− xi
hxi

)
1
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(
y − yi
hyi

)
1
hθi

kθ

(
θ − θi
hθi

)
pi (4)
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where pi is the prior on the observation (xi, yi, θi). In
this paper, all the pixels are selected with equiprobable
prior pi = 1

N , ∀i = 1, · · · , N . By integration with
respect to the spatial variables (x, y), an estimate of the
Hough transform pθρ(θ, ρ) can be computed:

p̂θρ(θ, ρ|Sθxy) =
N∑
i=1

1
hθi

kθ

(
θ − θi
hθi

)
Ri(θ, ρ) pi

(5)
whereRi(θ, ρ) is the Radon transform of the spatial ker-
nels:

Ri(θ, ρ) =
∫ ∫

δ(ρ− x cos θ − y sin θ)

1
hxi

kx

(
x− xi
hxi

)
1
hyi

ky

(
y − yi
hyi

)
dxdy (6)

All kernels kx, ky and kθ are chosen Gaussian. The spa-
tial bandwidths are naturally set to the resolution grid
of the image hxi

= hyi
= 1, ∀i and the variable band-

widths of the angle are estimated from the image data
[2]. If no observation is available for θ (i.e. the set of
observations is Sxy) , then we simplify the kernel for
the angle by a uniform distribution such that:

p̂θρ(θ, ρ|Sxy) =
1
π

N∑
i=1

Ri(θ, ρ) pi (7)

3 Bayesian classification

We want to extract and recover all the alignment con-
tent from an image. This is performed in 4 steps. We
illustrate them using the image diamond (see figure 4)
with additional centered Gaussian noise (σn = 20).

1. Estimates of the pdfs. For an image I , compute
both the pdfs p̂θρ(θ, ρ|Sθxy) and p̂θρ(θ, ρ|Sxy)
(see figure 1). Since all the pixels are taken, the
pdf p̂θρ(θ, ρ|Sxy) gives an estimate of the distri-
bution if no aligned content was occurring in the
image I .

2. Threshold of the pdf. We extract the rele-
vant regions in p̂θρ(θ, ρ|Sθxy) that are significa-
tive of aligned content in the image. This is
done by fitting robustly the surface p̂θρ(θ, ρ|Sxy)
to p̂θρ(θ, ρ|Sθxy). In particular, the following val-
ues are estimated:

µ̂ = median
{
p̂θρ(θ, ρ|Sθxy)
p̂θρ(θ, ρ|Sxy)

}
(8)

and the robust Median Absolute Deviation:

σ̂ = 1.48 median
∣∣∣∣ p̂θ,ρ(θ, ρ|Sθxy)p̂θρ(θ, ρ|Sxy)

− µ̂
∣∣∣∣ (9)

p̂θρ(θ, ρ|Sθxy) p̂θρ(θ, ρ|Sxy)

Figure 1. Density estimates in the Hough
space.

Then we extract the alignment content by thresh-
olding the pdf p̂θρ(θ, ρ|Sθxy) such that:

p̂θρA(θ, ρ, A) =
p̂θρ(θ, ρ|Sθxy)
if p̂θρ(θ, ρ|Sθxy) > (µ̂+ 3σ̂) p̂θρ(θ, ρ|Sxy)

0 otherwise
(10)

A indicates the class alignment content andA is its
complement defined as:

p̂θρA(θ, ρ, A) =
p̂θρ(θ, ρ|Sθxy)
if p̂θρ(θ, ρ|Sθxy) ≤ (µ̂+ 3σ̂) p̂θρ(θ, ρ|Sxy)

0 otherwise
(11)

Hence we have p̂θρ(θ, ρ|Sθxy) = p̂θρA(θ, ρ,A) +
p̂θρA(θ, ρ,A). Figure 2 shows the results of the
thresholding: in (a) the thresholding map (view
from above) in the Hough Space, and the corre-
sponding estimate p̂θρA(θ, ρ,A).

(a) (b)

Figure 2. Segmentation in the θρ−space.

3. Segmentation of p̂θρA(θ, ρ, A). We first detect
all maxima of p̂θρA(θ, ρ, A) and sort them in de-
scending order. For each mode, we aim at seg-
menting the corresponding bump [6]. The class in
the Hough space is computed by thresholding at
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half height of the mode. In figure 3(a), the results
of the segmentation in the Hough space is shown:
the segmentation is unsupervised and gives here 20
classes {Cθρj }j=1,··· ,20, each associated with a par-
ticular color.

(a) (b)

Figure 3. Classification in the θρ-space (a)
and xy−space (b).

4. Backprojection in the xy−space using Bayesian
Classification. The class Cθρj in the Hough space
is associated to the set of pixels Cxyj . Each pixel
(x, y) is labelled as follow:

(x, y)→ Cxyj = arg max
Cxy

k

p̂xy(x, y, Cxyk ) (12)

where p̂xy(x, y, Cxyj ) is computed by inverse
Radon transform of p̂θρ(θ, ρ, Cθρj |Sθxy). In figure
3(b), the result of the classification in the spatial
domain is shown using the same color code as in
3(a). We note that all 19 linear contours are well
detected.

4 Experimental Results

We illustrate our approach on several images in fig-
ure 4. The first is the image diamond with a very im-
portant Gaussian noise (not shown on the image). We
can see that some relevant regions have been segmented
in the Hough space and their backprojection in the spa-
tial domain allows to recover the corresponding straight
edges. The edges that are missed have low gradient
magnitude. Therefore, because of the important noise
level, the corresponding bandwidths for the angle in
the Statistical Hough transform p̂θρ(θ, ρ|Sθxy) are then
very large, and no peaks can then be detected in the
Hough space [2]. The second and the third images, road
and aerial, present less well defined straight edges. For
the road image, most of the aligned content is recovered
apart from one side of the traffic sign. The aligned con-
tent in the aerial image is more difficult to extract but
we note that our segmentation scheme allows the extrac-
tion of the main roads. The number of classes that have

been found in the Hough space is also reported. Some
classes Cθρj , segmented in the Hough space, do not have
any associated data in the spatial domain. The number
of non-empty classes in the xy-space (also reported in
fig. 4) can therefore be lower.

We have re-ordered the classes in the spatial domain
in descending order of their number of pixels. In fig-
ure 5, the four main classes found in spatial domain are
shown for the real images from figure 4. Main borders
of the road are easily detected. The aerial image is more
complex (i.e. more cluttered), however the main roads
are also well detected.

1&2 3&4

Figure 5. Main 4 classes Cxyj in xy−space.

Comparison with the Standard Hough transform.
When using the Standard Hough transform, edges are
first segmented. This preliminary step can be under-
stood in our statistical framework as choosing binary
priors {pi}. Edge segmentation is a sensitive operation
especially in noisy images and some edges may be com-
pletely lost. Here, we have chosen equiprobable priors
which remove the need of segmenting the edges. The
Statistical Hough Transform is a more generic frame-
work and it allows for smoother estimates of pθρ(θ, ρ)
when choosing Gaussian kernels for instance. Its com-
putation is however more time consuming as each pixel
from the original images is used (not only the edges),
and the infinite tail of the Gaussian kernels has also to
be taken into account. As an alternative, other kernels
that have a finite support (e.g. Epanechnikov) could be
chosen to speed up the process.

The classification scheme presented in this paper
considers the bumps of the peaks of the estimate of
pθρ(θ, ρ). This is a different approach from using only
the maxima as it is done in the Standard Hough trans-
form for recovering the lines. The results presented here
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diamond [1] (12 classes) (11 classes)
(+ Gaussian noise σn = 100)

road (25 classes) (15 classes)

aerial (79 classes) (53 classes)

Figure 4. Classification results: in the Hough space (middle column) and spatial domain (right
column).

shows that the shape of the peaks itself contains mean-
ingfull information for recovering almost aligned set of
points such as the curvy roads in figure 5.

5 Conclusion

We have presented an unsupervised classification ap-
plied to dual spaces: the spatial and Hough spaces. The
framework allows to recover the positions that are asso-
ciated to a particular bump in the Hough space.
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