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In this paper the robustness of a recently proposed image watermarking scheme, namely
the Double Random Phase Encoding spread-space spread-spectrum watermarking (DRPE
SS-SS) technique, is investigated. The watermark, which is chosen to be in the form of a
digital barcode image, is numerically encrypted using a simulation of the optical DRPE
process. This produces a random complex image, which is then processed to form a real
valued random image with a low number of quantization levels. This signal is added to the
host image. Extraction of the barcode, involves applying an inverse DRPE process to the
watermarked image followed by low pass filtering. This algorithm is designed to utilize
the capability of the DRPE to reversibly spread the energy of the watermarking
information in both the space and spatial frequency domains. In this way the energy of
the watermark in any spatial or spatial frequency bin is very small. To test robustness
several common geometric transformations and signal processing operations are per-
formed using both informed and blind detections for different barcode widths and
different quantization levels. The results presented indicate that while the DRPE SS-SS
method is robust to scaling, and JPEG compression distortion, it is especially robust
to spatial cropping and both low and high pass filtering. Both random-watermark and
random-host false positive cases are examined. The uniqueness of the watermark is
demonstrated, and it is shown that the DRPE SS-SS has very low false positive errors, and
that the larger the barcode width, the lower the false positive rate. Finally the effects of
both printing and scanning are examined.

& 2014 Elsevier B.V. All rights reserved.
1. Introduction

The rapid growth of the modern communication tech-
niques, especially internet usage, has stimulated the devel-
opment of information security and intellectual property
protection techniques [1]. Watermarking, which is defined
by the practice of imperceptibly altering a host (carrier
an).
signal) to embed a message about that host, has been
proposed as an effective way to provide copyright protec-
tion and data tracking security for many types of infor-
mation [2]. Watermarking can be traced back to the
steganography technique, which is the science of writing
covered messages in such a way that the presence of
the messages cannot be detected [3]. In particular, stega-
nographic systems hide information that may have no
relation to the host, with the aim of preventing detec-
tion by any party other than the sender and intended
recipient, allowing both parties to communicate secretly.
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The information hidden by watermarking systems may be
associated with the owner or the digital object to be
protected, and watermarking does not necessarily hide
the fact of secret transmission of information from a
third party [4]. Watermarking can be either “visible” or
“invisible” [5,6]. Invisible digital watermarking involves
the embedding of an imperceptible signal into a multi-
media data object, such as image, audio or video data.
The watermark can then be detected (or extracted later)
to trace the origins of the object and thus to make an
assertion about ownership [7,8]. Although copyright pro-
tection has been one of the major driving forces behind
watermarking research, there are a large number of
proposed or actual applications for which watermarking
can be used. These include: broadcast monitoring, owner
identification, proof of ownership, transaction tracking,
authentication, copy control, device control, and legacy
enhancements [2]. In order to be effective, a watermark
and its associated detection processes should have several
important properties: (i) unobtrusiveness (perceptually
invisible, i.e. its presence should not interfere with the
host being protected); (ii) robustness (difficult to remove
and immune to simple signal processing techniques,
common geometric distortions, and subterfuge attacks);
(iii) universality (applicable to all three media, i.e. image,
audio and video data); and (iv) unambiguousness (unique
and retrievable) [9,1].

Digital image watermarking is an emerging technology
in signal processing and communications which is under
active development. The embedding methods used in the
watermarking system influence both the robustness and
the detection algorithm. Generally watermarks have been
embedded either in the spatial domain or in the transform
domain of the host image, referred to as “spatial water-
marking methods” and “spread-spectrum (SS) watermarking
methods” respectively [10]. In the first case, the embedded
watermark is equivalent to direct noise addition to the
host media and will change the characteristics of the
watermarked signal. The least significant bit (LSB) [11]
and the singular value decomposition (SVD) [12] methods
are two common methods of this type. In the spread
spectrum case, the watermark is hidden in the host
image's spectrum, commonly using either discrete cosine
transform (DCT) [13,14], discrete wavelet transform (DWT)
[15], or lifting wavelet transform (LWT) [16]. Cox et al. [9]
proposed a classic secure spread-spectrum (SS) water-
marking technique for multimedia, commonly known as
additive spread-spectrum (additive SS), involving insertion
of a watermark (pseudorandom sequence) into the per-
ceptually most significant components of the image spec-
trum using the DCT. We note that we will apply this well
known method in order to compare robustness perfor-
mance with our DRPE SS-SS scheme in this paper.

Recently, digital watermarking systems based on opti-
cally inspired techniques have attracted significant inter-
ests, as they offer the possibility of high-speed parallel
processing of 2D image data and the possibility of hiding
information with many degrees of freedom [17]. One
particular optical encryption scheme, the “Double Random
Phase Encoding (DRPE)” [18], involves multiplication of
the image by random phase diffusers (masks) both in the
input (space) and Fourier (spatial frequency) domains. The
encrypted image can be shown to be a stationary white
noise if the two random phases are statistically indepen-
dent white noises. The DRPE method has stimulated much
research in the areas of optical image and signal proces-
sing, and many variations of this approach have been
developed with extra security keys and degrees of free-
dom. Extensions have included replacing the Fourier trans-
form (FT) with the fractional Fourier transform (FRT)
[19–22], the Fresnel transform (FST) [23,24] and the
Gyrator transform (GT) [25,26]. Such methods have also
been previously discussed for use in watermarking
[27–30]. It should also be noted that, the watermark
information can be complex valued, i.e. generated using
a digital holographic technique, and that in this case the
watermark can be embedded directly into a weighted host
image [31–33] or into a digital hologram of the host image
[34]. In addition, optical encryption techniques employing
phase retrieval algorithms [35] have also been implemen-
ted as part of watermarking systems [36,37]. Interest in
this area has not slackened and recently a few optical
image encryption techniques, involving speckle pattern
interference [38], and tree structured Haar transform [39],
have been used in digital watermarking field.

In particular, employing the DRPE technique, a novel
digital image watermarking technique named DRPE SS-SS
was proposed recently [40]. This watermarking technique
utilizes the capability of the DRPE method to reversibly
spread the energy of the input information in both the
space and spatial frequency domains, and can therefore be
categorized as being a combination of ‘spatial watermark-
ing” and “spread-spectrum (SS) watermarking” methods.
The watermark is in the form of a weak (limiting case 1
bit) statistically random real valued white noise that is
added directly to the host image. This watermark informa-
tion is calculated from a unique barcode image that is
numerically encrypted using a simulation of the optical
DRPE process. This process transforms the barcode into the
random noise like image that has its energy spread both in
the space and spatial frequency domains. This encrypted
barcode image is then further processed to produce a weak
real-valued and quantized noise like image that can be
easily added to a digital host image, while remaining
hidden and imperceptible. In order to detect the original
barcode, a numerical inverse DRPE process is applied to
the watermarked image (in the case of blind detection) or
the quantized watermark (in the case of informed detec-
tion). The barcode can be extracted using a low pass filter,
once it has been separated from the speckle noise terms.
In order to provide a standard method against which our
algorithm can be compared, we briefly review the additive
SS watermarking architecture [9]. The robustness of DRPE
SS-SS method is then investigated by examining the
following common signal processing and geometric dis-
tortions tests: (i) image scaling, (ii) JPEG compression,
(iii) cropping distortion, (iv) both low and high pass filter-
ing, and (v) printing and scanning. The false positive errors
are also examined using both the random-watermark false
positive and the random-host false positive forms. In all
cases our algorithm's performance is compared to that of
Cox's additive SS watermarking method.
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In summary this paper is organized as follows: In
Section 2 we briefly discuss the additive SS watermarking
algorithm. In Section 3 both blind and informed detection
procedures are described, and the resulting detection bit
error rates (BER) are presented. The workload of our
algorithm has also been briefly discussed. In Section 4,
using the informed detection the robustness of the DRPE
SS-SS method to the effects of several common signal pro-
cessing and geometric distortions are investigated and
quantitatively compared. In Section 5, using blind detec-
tion the robustness performance of the DRPE SS-SS to the
corresponding tests is also given. However we note that
the additive SS method is not comparable in this case since
the host image is required for watermark detection.
Section 6 provides the results of the study of the unique-
ness of our method in terms of the false positive rates. The
final section offers a brief conclusion.

2. The structure of the additive SS algorithm

We wish to provide a comparison between the perfor-
mance of our DRPE algorithm and the watermarking
technique in common use. To do so we have implemented
Cox's well-known additive spread spectrum technique,
known as the additive SS [9]. This algorithm is one of the
most widely known classic watermarking techniques.
It is a “spread-spectrum watermarking” method since
the watermark is embedded into the frequency domain of
the host signal. Using the additive SS, the watermark is
imperceptibly inserted into the perceptually most signi-
ficant spectral components of the host image using
a discrete cosine transform (DCT) operation. Fig. 1(a)
Fig. 1. Additive SS algorithm structure: (a) the watermarking process, and
(b) and the watermark informed detection process (the host image H is
known).
schematically illustrates this watermarking process, while
Fig. 1(b) describes the watermark detecting process during
which it is assumed that the host image is known.

3. Detection of the watermark

For the purpose of investigating the robustness of the
DRPE SS-SS watermarking algorithm, the watermarking
detection and evaluation procedures must be discussed
in detail. In this section, two types of watermarking
detection algorithms, i.e. blind detection and informed
detection, are investigated. In both cases DRPE SS-SS
results are examined in comparison with the correspond-
ing additive SS results.

3.1. Blind detection of the DRPE SS-SS algorithm

Generally, the type of watermarking detection employed
depends on the requirements of the watermarking applica-
tions [2]. In some applications, the detection process must
be applied without access to the original host image, i.e.
the unwatermarked image. For example, in a copy control
application, the detector must be distributed in every con-
sumer recording device. It is thus not practical to distribute
the original unwatermarked data to every detector. Such a
detection process, that does not require the original host
image, is referred to as “blind detection”. In the watermarking
literature, watermarking systems that use blind detection are
generally designated as “public watermarking systems”.

The procedure for detecting the barcode in a water-
marked image involves (i) applying the decryption process
(DRPE�1

N ) to the watermarked image; (ii) applying a low
pass filter to the resultant image in order to reduce the
noise overlying the barcode image; (iii) removing the
zeropadding margins surrounding the barcode to obtain
the Mx � Ny barcode image; and finally in the case of a
purely numerical implementation of the method, we finish
by (iv) taking the real part only from the extracted image
pixel values since the barcode is real valued only. At this
point, an appropriate thresholding procedure can be
applied. For further information we refer the reader to
the Detection Section 5 in Liu et al. [40].

3.2. Informed detection of the DRPE SS-SS algorithm

In some applications of digital watermarking, the
original host data is available during the detection proce-
dure. For example, in transaction tracking applications,
the owner of the host data usually controls the detector
for the purpose of identifying illegally distributed copies.
This means that the owner should have access to the
unwatermarked data and be able to provide it to the
detector along with any possible illegal copy [2]. This type
of watermark detection is referred to as “informed detec-
tion”, and watermarking systems that use informed detec-
tion are relatively called “private watermarking systems”.
Informed detection often substantially improves detection
performance, since the host image can be subtracted from
the watermarked image thereby reducing the degradation
of the extracted watermark signal caused by the presence
of the dominant host image noise term. In this section,
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performing informed detection on the DRPE SS-SS water-
marking algorithm is discussed. Access to the original host
image simplifies the detection process and can also be
used to counteract any temporal or geometric distortions
that the watermarked image may have undergone. We will
discuss this in later sections.

As discussed in Liu et al. [40], during an informed
detection process, the host image is first subtracted
from the watermarked image H to obtain the quantized
watermark EQl

. Then the detection algorithm is applied to
the watermark EQl

. Low pass filtering then extracts ~I and
reduces the speckle noise, eliminating the decryption of
Enðnx;nyÞ and the resulting quantization noise qlðnx;nyÞ.
Then the zeropadding margins around the barcode are
removed. Finally only the real part of the extracted image
is retained and following the thresholding, the detected 1D
barcode image is obtained.
Fig. 2. The illustrations of the watermark and the host image: (a) the
barcode image, Iðnx;nyÞ, where Mx¼256 and Nx ¼Ny ¼ 1024; (b) magni-
fied barcode image in a particular region; (c) part of the 1D signal
integrated over ny, where 508rnxr517 and nxA ½1;Nx�; (d) the
host image.
3.3. Detection simulation results

In this section, the simulation watermark detection
results for different quantization levels and different
barcode widths are presented. The barcode watermark of
width WIx ¼ 256 is shown in Fig. 2(a). Fig. 2(b) illustrates a
magnified barcode image in a particular region. In Fig. 2(c),
we show the pixels in the range: 508rnxr517 where 0
corresponds to the black and 1 corresponds to the white in
the barcode image. Fig. 2(d) presents the host image, the
“Lena” image [41], with Nx ¼Ny ¼ 1024. The detection bit
error rate (BER) is calculated to examine performance of
the DRPE SS-SS method, see Section 5.2 in Liu et al. [40].
We note that throughout this paper we assume that
the acceptable value of BER is zero (i.e. BER¼0), which
represents perfect detection with no errors.

Table 1 lists the blind detection BER results for simula-
tions using the DRPE SS-SS method with different barcode
widths, i.e. WIx ¼ 16, 32, 64, 128, and 256, and different
quantization levels, i.e. 2-, 4-, 8-, and 16-level. The nar-
rower the barcode width and the larger the number of
quantization levels used, the more accurate the detection
process (fewer errors). When WIx ¼ 16, perfect detections
with no errors, are achieved in all cases. Such results indi-
cate the feasibility of the proposed DRPE SS-SS algorithm.

In order to extract the original barcode using the
additive SS algorithm, the host image is required to identify
the embedding location among the DCT coefficients [42].
This means that the additive SS algorithm is not applicable
for blind detection [9], and our attempts to detect the
original barcode without access to the host image have
proved unsuccessful. To the best of our knowledge, follow-
ing a detailed literature search, blind detection for Cox's
Table 1
The calculated blind detection BER (%) percentage for different barcode
widths (WIx) and different numbers of quantization levels (l).

W Ix Quantization level (l)

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0
32 9.3750 6.2500 0 0
64 21.8750 15.6250 7.1250 0

128 29.6875 22.4375 12.5000 3.1250
256 32.0313 26.5625 19.5313 7.8125

Table 2
The calculated informed detection BER (%) for different barcode widths
(WIx) and different quantization levels (l) using both the additive SS and
DRPE SS-SS algorithms.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0 0
32 0 0 0 0 0
64 0 0 0 0 0

128 0 5.4688 4.6875 3.9063 3.9063
256 0 20.3125 19.1406 18.75 17.9688



Table 3
The workload of the DRPE SS-SS algorithm.

DRPE SS�SS Quantization level (l)

2-Level 4-Level 8-Level 16-Level

Blind detection 16 16 32 64
Informed detection 64 64 64 64
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method is not discussed in the literature. Therefore, we
draw the conclusion that the DRPE SS-SS, unlike the
additive SS, can be used in the blind detection case. The
DRPE SS-SS method therefore has a wider range of applica-
tions than Cox's method.

Table 2 lists the informed detection BER results for
simulations using both different barcode widths, i.e.
WIx ¼ 16, 32, 64, 128, and 256, and different quantization
levels, i.e. the 2-, 4-, 8-, and 16-level cases. These results
are calculated in both the DRPE SS-SS and additive SS cases
using the same barcode and host image.

We note that all the simulations of the additive SS
method presented here employ a scaling parameter value
of α¼ 0:1, which is the same as that used by Cox et al. [9].
However, given the significant differences between the
two algorithms further justification of the parameter value
chosen is necessary. In order to provide a fair comparison
when a barcode watermark is used, the influence (effect)
of the watermark after embedding in the host image is
quantified by examining the difference caused by the
presence of the watermark, i.e. by subtracting the host
image from the watermarked image as follows:

Ewatermark ¼ ∑
Nx�Ny

i ¼ 1
jHi�Hij2; ð1Þ

where Ewatermark quantifies the effect of the resulting
residual image. Interestingly our simulations indicate
that Ewatermark for both watermarking algorithms is com-
parable in size when α¼ 0:1, i.e. in both cases Ewatermark is
approximately equals to 4.4eþ4. This provides some vali-
dation of our choice of the α value used in our simulations.

To calculate the BER for the additive SS method a
threshold value of 0.5 is used to bin the detected sequence
into the binary barcode sequence. As can be seen in
Table 2, the informed detected BER is 0 for all the barcode
widths examined, i.e., perfect detection is possible in all
cases for all the different barcode lengths. On the other
hand for the DRPE SS-SS, once again as in the case of blind
detection, perfect detection takes place when WIx ¼ 16 for
all four quantization levels. However it now also occurs for
when WIx ¼ 32 and 64. Therefore the additive SS and the
DRPE SS-SS perform equally well until wider, i.e. WIx ¼ 128
and 256, barcodes are used. Furthermore, in the case of
informed detection, better detection performance is in
general achieved than for the corresponding blind detec-
tion case and this is because the host image speckle noise
term is no longer present in the detected barcode image in
the informed case.

The workload of the encoder refers to the number of bits
where a watermark encodes within the host image [2].
A watermark that encodes N bits is referred to as an N-bit
watermark. In this paper, in order to provide perfect detection,
the workload can be calculated based on the detected BER
results shown in Tables 1 and 2. Table 3 summarizes the
workloads for different quantization levels and both informed
and blind detection. As can be seen, the workload increases
with the quantization level when blind detection is per-
formed. In comparison, in the informed detection case, the
workloads are equal and of value 64 indicating that higher
workloads are in general possible in this case. Furthermore,
we note that our DPRE SS-SS method when used to process a
watermarked Lena image (Fig. 2(d) N¼ 1024) with a DELL
computer (CPU 3.3 GHz and Internal Memory 4 GB) required
5 s and 4.5 s for encoding and detection (both informed and
blind) respectively.

4. Informed detection robustness

As noted the DRPE SS-SS technique utilizes the capability of
the DRPE to reversibly spread the energy of the input water-
mark information in both the space and spatial frequency
domains. The energy of the watermark is spread over every
space and frequency bin so that the energy in any spatial or
frequency bin (pixels) will be very small, thus reducing the
impact of the watermark. Therefore the DRPE SS-SS method
should not only make the watermark imperceptible, but
also provide robustness to many common signal and geo-
metric distortions. In order to demonstrate the robustness of
our method, in this section we examine the effects of the
following operations: (i) image scaling; (ii) JPEG compression
distortion; (iii) image cropping; (iv) image filtering in the
frequency domain; and (v) image printing (hard copy output)
and image scanning distortions. In each case the effects of
using different barcode widths and quantization levels to
perform the informed detection are presented. It is worth
noting that following each of these distortions, the effect of
the speckle noise terms overlaying the watermarked image
[40] will be reduced significantly due to the use of the low
pass filtering operation and therefore contributes little to the
extracted barcode information. For the purposes of compar-
ison, the corresponding additive SS watermarking operation is
also performed employing the same input barcode watermark
and host image. All the figures shown in this section are
generated using DRPE SS-SS.

Based on the simulation results, we conclude that the
DRPE SS-SS algorithm is robust to scaling and JPEG lossy
compression, and is particularly robust to 2D cropping, 2D
low pass filtering and high pass spatial frequency filtering.
We also conclude that watermarks can be successfully
extracted following standard printing and scanning opera-
tions. We now examine each distortion in detail.

4.1. Image scaling

In our tests, we apply two different methods to scale the
watermarked image into one quarter of its original size:
(1)
 Downsampling: To reduce the number of points
(pixels) in the image in both x and y, the sample rate
of H is decreased by retaining only every second pixel
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starting with the first pixel. This leaves an image of
one quarter of its original size.
(2)
 Decimation: This method involves applying a low pass
filter to the watermarked image and then resampling
the resulting smoothed signal at a lower rate, i.e. 1/2 of
the original sampling rate. This method ensures that
the Nyquist sampling theorem criterion is maintained.
Table 4
Down sampling (512�512): the informed detection BER (%) for different
barcode widths (WIx) and different quantization levels (l), found when
using both the additive SS and DRPE SS-SS algorithms.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0 0
32 0 12.5 6.25 6.25 3.125
64 0 25 20.3125 18.75 10.9375

128 0 31.25 30.4688 18.728 17.9688
256 0 44.9219 44.1406 38.2813 29.6875

Table 5
The decimation (512�512): the informed detection BER (%) for different
barcode widths (WIx) and different quantization levels (l), found when
both the additive SS and DRPE SS-SS algorithms.

WIx Additive SS DRPE SS�SS
To rescale up, for both scaling methods, nearest-neigh-
bor interpolation is employed to bring the image back to
its original size, i.e. 1024�1024. Therefore, in our simula-
tion, the watermarked image H is scaled to one quarter of
its original size, i.e. 512�512. The result shown in Fig. 3(a)
is achieved using downsampling, i.e., method (1) pre-
sented above. In order to extract the original barcode,
the down scaled image can then be rescaled back up to its
original dimensions (1024�1024) as shown in Fig. 3(b).

Tables 4 and 5 list the resulting detection BERs found
when using watermarked images that have undergone the
two scaling operations described above, i.e. (1) down-
sampling, and (2) decimation, respectively. As can be seen,
perfect detection with no errors can be achieved for the
WIx ¼ 16 in both cases when using our algorithm and for
all the barcode widths using the additive SS algorithm.

A detailed series of tests were performed. We note that
for the cases examined (barcode widths, quantization levels,
scaling methods, and interpolation approach employed),
the DRPE SS-SS is robust to the scaling operation only when
the size of the scaled image is greater than or equal to one
quarter of the original size.
2-Level 4-Level 8-Level 16-Level

16 0 0 0 0 0
32 0 15.625 12.5 6.25 3.125
64 0 35.9375 25.00 17.1875 15.625

128 0 36.7188 29.6875 25.00 20.3125
256 0 46.0938 46.4844 42.5781 38.2813
4.2. JPEG compression distortion

Next we examine the effects of JPEG compression
distortion on the watermarked image H . In JPEG compres-
sion, the quantization process controls the data loss and
Fig. 3. (a) Downsampled 0.5 scaled image of the w
the size of the resulting compressed file [43]. The quanti-
zation table, which is used to round the frequency com-
ponents of the image to the nearest integer, is often
modified by multiplying a scaling constant [44]. This
multiplicative scaling factor is generally called the quality
factor, and most JPEG compressors allow the user to
specify it. The range of the quality factor values is not
standardized across JPEG implementations, and also not
directly related to the data loss. The command “imwrite”
atermarked image; (b) rescaled image from (a).



Fig. 4. The JPEG encoded version of the watermarked image with (a) 20% quality and (b) 10% quality.

Table 6
JPEG compression (quality factor 20): the informed detection BER (%) for
different barcode widths (WIx) and different quantization levels (l).
Results are for both the additive SS and DRPE SS-SS algorithms.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0 0
32 0 12.5 9.375 3.125 0
64 0 20.3125 18.75 4.6875 1.5625

128 0 26.5625 24.2188 15.625 7.0313
256 2.734 36.3281 34.375 28.5156 23.8281
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[45], which is available in a current version of MATLAB
[46], specifies the range of the quality factor to be [0,100],
where 0 represents lower quality and higher compression,
and 100 represents higher quality and lower compression.
In all the cases reported here, MATLAB JPEG compression
is used.

In Fig. 4, two JPEG encoded versions of the water-
marked image with quality factors of (a) 20 and (b) 10
respectively, are presented. As can be seen, the images
undergo clearly visible degradations after JPEG compres-
sion, i.e. Fig. 4(b) has noticeably lower image quality than
Fig. 4(a).

Table 6 lists the detection BER results after the JPEG
compression with quality factor 20 for different barcode
widths and quantization levels. According to the results,
the original barcode can still be perfectly extracted for the
WIx ¼ 16 case (for all the quantization levels examined)
using the DRPE SS-SS, and in all cases using additive SS.
An exhaustive set of tests were performed using diffe-
rent compression quality factor values. For the cases
examined, it was found that the DRPE SS-SS algorithm is
robust to JPEG compression distortion only when the
quality factor is greater than or equal to 20. We also note
that in the lower quality factor 10 case, perfect detection
(BER¼0) was found only when WIx ¼ 16 in the l¼8 and
l¼16 cases.
4.3. Cropping

Fig. 5(a) shows a cropped version of the watermarked
image in which only the central quarter of the image,
which has the size of 512�512, is retained. Performing
informed detection, the missing fractions of the image
are replaced by the corresponding fractions from the
unwatermarked image, i.e. the original host image H. The
resulting image is presented in Fig. 5(b).

The corresponding BER results are listed in Table 7.
Perfect detection with no errors is achieved for the
WIx ¼ 16, 32, and 64 cases using the DRPE SS-SS, indicating
great robustness to cropping. We emphasis that these
results are achieved despite removal of 75% of the data
(watermarked image information). However, for the addi-
tive SS method, perfect detection is never achieved for any
of the barcode widths examined. Thus we can draw the
conclusion that our algorithm is much more robust to
cropping than the additive SS method. We note that in the
informed case although the host image is available, the
cropped (missing) area can just be replaced by zeroes
instead of the corresponding fractions from the host
image. If this is done, it is observed that the BER results
are worse than those in Table 7, i.e. for WIx ¼ 64 and l¼2,
the resulting BER¼6.25%.

It is interesting to study the robustness for the limiting
case of the cropping operation, i.e., how small can the
portion of the watermarked image be, i.e. how severe can
it be cropped, but the original 1D barcode still extracted
perfectly. We note that in our simulations, perfect detec-
tion could only be obtained where at least the central 1/16
of the watermarked image is retained and this was only
true for the case when WIx ¼ 16. Such extreme cropping
corresponds to a loss of approximately 93.75% of the
watermarked image data. This result has also been con-
firmed in the cases when any of the four corners areas,
with a 1/16 of the watermarked image (size of 256�256),
are retained. These limiting results further support our
conclusion that the DRPE SS-SS is extremely robust to
cropping.



Table 7
Cropping (only the central quarter is left): the informed detection BER (%)
for different barcode widths (WIx) and different quantization levels (l).
Results are for both the additive SS and DRPE SS-SS algorithms.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 50 0 0 0 0
32 50 0 0 0 0
64 48.8281 0 0 0 0

128 44.5313 9.375 8.5938 7.8125 7.8125
256 42.187 22.2656 21.0938 19.9219 19.5313

Table 8
Down sampling (512�512 Einstein image): the informed detection BER
(%) for different barcode widths (WIx) and different quantization levels (l),
found when using both the additive SS and DRPE SS-SS algorithms.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0 0
32 0 3.125 3.125 3.125 0
64 0 4.6875 3.1255 3.125 3.125

128 0 16.4063 14.0625 7.0313 6.25
256 0 34.375 33.2031 27.3438 21.875

Table 9
Cropping (only the central quarter is left, 512�512 Cameraman image):
the informed detection BER (%) for different barcode widths (WIx) and
different quantization levels (l). Results are for both the additive SS and
DRPE SS-SS algorithms.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 37.5 0 0 0 0
32 21.875 0 0 0 0
64 26.5625 0 0 0 0

128 23.4375 6.25 6.25 6.25 5.4688
256 34.375 21.0938 20.7031 22.6563 19.5313

Fig. 5. (a) Cropped version of the watermarked image (1/4) with only the central quarter remaining; (b) restored version of the watermarked image using
the original host image H (informed detection).
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A detailed series of numerical experiments have also
been carried out using two other images, “Einstein” [47],
and “Cameraman” [48], and the results compared to those
found when using the Lena image. Two tables which
provide an illustrative subset of the results found for these
two images, in the cases of image scaling (see Table 8) and
cropping (see Table 9). It can be seen that the host image
watermark only marginally affects watermark perfor-
mance in both cases. The results have been found for the
other types of distortions but are not presented for the
purpose of brevity.

4.4. Image filtering in the frequency domain

Since the DRPE SS-SS has been shown to be extremely
robust to spatial cropping, it is important to examine
its robustness to the cropping process in the frequency
domain. In this section, we test the robustness of our
watermarking algorithm to 2D spatial frequency filtering
of the watermarked image. The watermarked image is first
Fourier transformed, multiplied by a 2D hard edged filter
function, and then the result is transformed back to the
space domain. The effects of both low pass and high pass
filtering are examined.



Fig. 6. (a) Low pass filtered watermarked image with cut-off frequency kc¼128; (b) high pass filtered watermarked image with cut-off frequency kc¼128.

Table 10
Low pass filter with cut-off frequency kc¼128: the informed detection BER
(%) for different barcode widths (WIx) and different quantization levels (l).
Results are for both the additive SS and DRPE SS-SS algorithms.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0 0
32 0 0 0 0 0
64 0 0 0 0 0

128 0 11.7188 9.375 8.5938 7.8125
256 0 22.2656 21.0938 19.9219 19.5313

Table 11
High pass filter with cut-off frequency kc¼128: the informed detection
BER (%) for different barcode widths (WIx) and different quantization
levels (l). Results are calculated for both the additive SS and DRPE SS-SS
algorithms.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 50 0 0 0 0
32 50 0 0 0 0
64 51.5625 0 0 0 0

128 54.6875 11.7188 10.1563 9.375 8.5938
256 56.25 34.375 31.25 29.2969 28.9063
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4.4.1. Low pass filter (LPF)
An ideal low pass filter removes all frequency compo-

nents above some pre-determined cut-off frequency, while
leaving the low frequencies unaffected. Such a LPF is now
applied to a watermarked image. For a 2D image signal, an
ideal low pass filter takes the form of a cylindrical shaped
“can”, or “hockey puck” of amplitude 1, centered at the
origin kx¼0 and ky¼0 in the spatial frequency domain.
The DC component (average value or zeroth order) of the
image spectrum is located at the origin of the spectrum.
In the Fourier domain, the further the frequency compo-
nent is from the origin, the higher the spatial frequency it
represents. Therefore the distance from the DC component
of the roll off point of the filter, denoted by kc, indicates
the cut-off frequency. In a LPF all the high frequency
components above this value in both kx and ky are
removed. For our numerical test, kc must lie in the range
of 0okcoNx=2¼ 512. Fig. 6(a) is a low pass filtered
watermarked image for a cut-off frequency of kc¼128, i.
e. kc is equal to 0.125 times of the maximum spatial
frequency present.

Table 10 lists the simulation detection BER results after
ideal low pass filtering with kc¼128, for cases having
different barcode widths and quantization levels. The
BER results suggest that our algorithm is robust to low
pass filtering operations when WIx ¼ 16, 32, and 64. The
additive SS is very robust to low pass filtering for all the
barcode widths examined. In relation to this however we
note that in the additive SS method the watermark infor-
mation is embedded into the low frequencies of the
host image.

4.4.2. High pass filter (HPF)
The application of a 2D high pass filter (HPF) operates

in very much the opposite way to that of a LPF, i.e., the
power in all the frequencies below some cut-off frequency
are removed. For the purpose of comparison, we choose
the same cut-off frequency as for the LPF case, i.e. kc¼128,
and obtain the high pass filtered watermarked image
shown previously in Fig. 6(b). It can be observed that
application of a HPF acts to emphasize the fine detail
information and the edges in the image while the more
slowly changing (larger scale) gradients are eliminated.

The corresponding BER results are listed in Table 11.
According to the results, perfect detection can be found
using the DRPE SS-SS method when WIx ¼ 16, 32, and 64.
While our algorithm remains robust, the additive SS
method is adversely effected by high pass filtering. In fact
all the watermarking information (located in the low
frequency components of the image), is removed in the
additive SS case. Thus we conclude that our algorithm is
more robust to high pass filtering than the additive SS
method.



Fig. 7. An example of the scanned watermarked image: (a) perfectly
scanned image; and (b) slightly rotated scanned image, i.e. 8.61. The A4
page edges are indicated by the black border.
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4.5. Printing and scanning

The print-and-scan process is commonly used for
image reproduction and distribution. Printing can be
considered as digital-to-analog conversion while scanning
can be considered as analog-to-digital conversion. In this
section we examine the robustness to commonly encoun-
tered printing and scanning distortions of our DRPE SS-SS
watermark algorithm. A variety of unintended geometric
distortions, such as rotating, scaling, and cropping are
often introduced during the printing and scanning pro-
cesses [2]. In addition, distortion also occurs in the
individual pixel values of the rescanned image due to the
introduction of both external noise and JPEG compression
effects introduced during the printing and scanning opera-
tions [49]. Both geometric and pixel value distortions
affect the quality of the rescanned watermarked image
and make it difficult to extract the original barcode with-
out errors.

In our experiments, we first printed out a hard copy of a
watermarked image using a standard commercial printer,
HP LaserJet CM2320 MFP Series [50]. The paper size “A4” is
one of the international ISO paper size standards and is
widely used. A square digital watermarked image of size
215.9 mm�279.4 mm is printed on an A4 paper sheet.
Next, the printed watermarked image is scanned using a
Kyocera Mita TASKalfa 520i scanner [51]. The output file
format “JPEG” is selected, the dots per inch (DPI) is set to
600�600, and the quality factor is set to 100% (we recall
that a quality factor of 100 does not actually produce a
lossless JPEG image [44]). One example of a resulting
scanned version of a watermarked Lena image, with the
edges of the A4 page located as indicated, is shown
in Fig. 7(a).

In this case the barcode embedded has a width of
WIx ¼ 16 pixels and a quantization level of l¼8. The
watermarked image is surrounded by a white margin in
the rectangular scanned image. To illustrate this, a black
border line is introduced in the figure corresponding to the
A4 page boundaries (edges). One example of a typical
distortion arises when a user places the printed image on
the flatbed of the scanner and the image suffers a small
mis-orientation or rotation if it is not well placed. An
example of this situation, involving an orientation angle of
8.61, is shown in Fig. 7(b).

We note that the scanned image has a full size of
3507�2480. This indicates that the scanner applies an
image scaling process [2], which often involves using a
decimation with a low pass filter. In order to detect the
original barcode information, the following procedure can
be used:
(i)
 Image rotation correction: First, the rotated scanned
image must be re-aligned to its original orientation
(horizontal). This involves the application of the
Hough transform to detect lines in the image and
thus identify the rotation angle [52].
(ii)
 Image cropping: Once the image orientation is correct,
the white border of the resulting scanned image is
removed in order to obtain the square watermarked
image in the center. This can be realized using the
Harris corner detector [53], where the maximum
number of corners to detect is in this case 4. Using
the positions of the four detected corners the rectan-
gular scanned image can be appropriately cropped to
obtain the central image.
(iii).
 Image scaling: Finally, the resultant image is rescaled
(down sampled) back to the original size of the
watermarked image (1024�1024).
Table 12 presents the BER (%) results after applying
informed detection to extract the watermarks from the



Table 13
Printing and scanning (8100DN and TASKalfa520i): the informed detection
BER (%) for different barcode widths (WIx) and different quantization
levels (l). JPEG quality factor is chosen to be 75 and DPI is selected to be
300�300.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 18.75 50 43.75 37.5 31.25
32 43.75 59.375 46.875 43.75 43.75
64 37.5 54.835 44.5313 46.0938 47.695

128 38.2813 59.375 60.9375 53.125 45.3125
256 37.1094 53.272 54.25 55.625 56.535

Table 14
Down sampling (1/4): the blind detection BER (%) for different barcode
widths (WIx) and different quantization levels (l) using the DRPE SS-SS
algorithms.

WIx DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 18.75 6.25 0 0
32 25 25 15.625 15.625
64 39.0625 35.9375 28.125 21.875

128 43.75 42.9688 41.4063 36.7188
256 50 43.75 37.8906 29.6875

Table 12
Printing and scanning (CM2320 and CanoScan5200F): the informed
detection BER (%) for different barcode widths (WIx) and different
quantization levels (l). JPEG quality factor is chosen to be 100 and DPI
is selected to be 600�600.

WIx Additive SS DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 18.75 37.5 31.25 31.25 25
32 43.75 43.75 59.375 43.75 46.875
64 37.5 59.375 60.9375 53.125 45.3125

128 38.2813 46.0938 44.5313 50 49.2188
256 37.1094 53.125 55.8594 54.2969 52.7344
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resulting printed and scanned images for both the DRPE
SS-SS and additive SS cases. Both algorithms show a loss of
performance under real world conditions. The main reason
for this is that the distortions and noises added during the
printing and scanning processes affect a large number of
pixel values in the original watermarked image. We note
that the performance of both improves for lower barcode
widths and larger numbers of levels.

Continuing our experiments, we examine the results
for another type of HP printer: HP LaserJet 8100DN series
printer [54], and another type of scanner: CanoScan 5200F
[55], used. In this case the JPEG compression quality factor
is set to 75 and the DPI is set to 300�300. The BER results
in Table 13 are worse than those in Table 12 because of the
lower quality options chosen in the printing and scanning
processes. Once again the wider the barcode and the fewer
the number of levels, the worse the performance.
Table 15
JPEG compression (quality factor 60): the blind detection BER (%) for
different barcode widths (WIx) and different quantization levels (l) using
the DRPE SS-SS algorithms.

WIx DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 25 18.75 6.25 0
32 15.625 12.55 9.375 6.25
64 28.125 26.5625 15.625 9.375

128 40.625 36.7188 32.8125 18.75
256 39.4531 37.8906 33.5938 27.7344
5. Blind detection robustness

As previously noted, see Section 3.1, for some applica-
tions involving digital image watermarking, e.g. copy
control application, detection must be performed without
access to the original host image. Now we examine the
robustness of our algorithm to blind detection by repeating
the same tests as were performed above for the informed
detection case. Once again the BER results using DRPE SS-SS
are tabulated for various cases. We note that the additive
SS algorithm is not well suited for application to blind
detection, as indicated in Section 3.3, and therefore no
results can be shown for comparison.
�
 Scaling: The same image scaling operations, i.e. down
sampling and decimation to one quarter size of the
original image, as described in Section 4.1, are applied
to the watermarked image. The blind detection BER
results using the DRPE SS-SS method are shown in
Table 14 for the down sampling method employed.
We note that the results for the decimation in the blind
detection case are not shown in this paper for brevity.
The results indicate that our method is robust to the
image scaling operation when WIx ¼ 16 and l¼8 and
l¼16. It is observed that the blind detection shows
worse performance than the corresponding informed
detection case.
�
 JPEG compression: Robustness to lossy compression is
also examined. Since informed detection has been
found to usually perform better than blind detection
(see Section 4.3), a larger compression quality factor
(greater than the values of 20 and 10 used previously)
is required for the blind detection test here. The
corresponding BER values are listed in Table 15 using
JPEG compression with quality factor equals to 60. As
can be seen when WIx ¼ 16 and l¼16, BER¼0. Thus we
conclude that the DRPE SS-SS algorithm is also robust to
JPEG compression in the blind detection case. We also
examine the limiting case. It is found that perfect
detection can be achieved only when the quality factor
is larger than 60.
�
 Cropping: Since the original host image is not available
for detection, we arbitrarily choose to replace the
missing portions of the watermarked image with zero



Fig. 8. Cropping for blind detection: (a) cropping half of the watermarked image (see Table 16); (b) cropping three quarters of the watermarked image;
(c) only the central quarter of the watermarked image remains (see Table 17); and (d) only the central 1/16 of the watermarked image is retained.

Table 16
Cropping (only the right half of the image is left, see Fig. 8(a)): the blind
detection BER (%) for different barcode widths (WIx) and different
quantization levels (l) using the DRPE SS-SS algorithms.

WIx DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0
32 0 0 0 0
64 3.125 0 0 0

128 17.9688 15.625 7.0313 3.9063
256 37.8906 37.5 28.125 24.6094

Table 17
Cropping (only the central quarter of the image is left, see Fig. 8(c)): the
blind detection BER (%) for different barcode widths (WIx) and different
quantization levels (l) using the DRPE SS-SS algorithms.

WIx DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0
32 3.125 3.125 0 0
64 12.5 9.375 0 0

128 28.125 25 12.5 5.4688
256 41.4063 39.8438 31.6406 24.6094
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grayscale level (black). Fig. 8 illustrates the four possi-
bilities examined. These include (a) only the right half
of the image is available; (b) only the right top quarter
of the image is available; (c) only the central quarter
of the image remains; and (d) only the central 1/16
portion of the image is retained.
In Tables 16 and 17, we list the blind detection BERs for
cases (a) and (c) in order to illustrate the robustness to
cropping. The results found, including those listed
in Tables 16 and 17, show that perfect detection
is achieved when WIx ¼ 16 for all four cropping cases
(a)–(d). This indicates good robustness against cropping
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Table 20
Printing and scanning: the blind detection BER (%) for different barcode
widths (WIx) and different quantization levels (l)using the DRPE SS-SS
algorithms.

WIx DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 56.25 50 37.5 31.25
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in the blind detection case. Furthermore, the limiting
case of cropping for the blind detection case is found
when at least 1/16 of the watermarked image remains
available. This is the same level as in the case of
the informed detection (see Section 4.3). If less than
1/16 of the original image remains then the original
barcode information cannot be successfully recovered,
i.e. BER¼0.
32 59.375 54.6875 46.875 45.3125
�

64 56.25 53.125 48.4375 46.0938

128 56.25 55.8594 53.125 50
256 48.4375 52.7344 46.4844 45.3125
Image filtering: The same low pass and high pass
filtering operations, used in Section 4.4 with a cut-off
frequency in both cases of kc¼128 is employed, and
the corresponding blind detection BER are listed in
Tables 18 and 19 respectively.
As can be seen, for the LPF case perfect detection can
again be achieved for both the WIx ¼ 16 and 32 cases.
For the HPF case BER¼0 whenWIx ¼ 16. The simulation
results indicate the robustness to both filtering opera-
tions. We note that for the same cut-off frequency the
DRPE SS-SS shows better performance to the applica-
tion of the LPF than that to that of the HPF. In
conclusion, the DRPE SS-SS algorithm has again been
shown to be very robust to both space (occlusion) and
spatial frequency (filtering) cropping.
�
 Printing and scanning: Since our algorithm is not robust
to printing and scanning in the informed detection
case, there is little possibilities that will be robust in the
blind detection case. Our results, shown in Table 20,
validate this assertion. A CM2320 printer and a CanoS-
can5200F scanner with JPEG quality factor chosen to be
100 and DPI selected to be 600�600 are used to
generate these results. However given the high BER
values we note that only when WIx ¼ 16 and l¼16 a
relatively better results are obtained. This agrees with
le 18
pass filtering with cut-off frequency kc¼128: the blind detection BER

for different barcode widths (WIx) and different quantization levels (l)
g the DRPE SS-SS algorithms.

Ix DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0
32 0 0 0 0
64 3.125 1.5625 0 0
28 19.5313 18.75 10.1563 4.6875
56 42.9688 42.9688 37.8906 28.9063

le 19
h pass filtering with cut-off frequency kc¼128: the blind detection BER
for different barcode widths (WIx) and different quantization levels (l)
g the DRPE SS-SS algorithms.

Ix DRPE SS�SS

2-Level 4-Level 8-Level 16-Level

16 0 0 0 0
32 3.125 3.125 0 0
64 23.4375 17.1875 15.625 0
28 28.125 25.7813 24.2188 19.5313
56 36.3281 35.5469 34.7656 38.2813
the conclusions presented in Liu et al. [40], where the
narrower the barcode width and the larger number of
quantization levels used, the more accurate the detec-
tion process (fewer errors).

6. Uniqueness of the watermark

Quantifying the false positive error rate is an important
way to test the performance of a watermarking process.
In this section we investigate the false positive rate
behavior of both the DRPE SS-SS and additive SS algorithms.
A “false positive” occurs when a watermark detection
process indicates the presence of a watermark in an
unwatermarked host image, i.e., a 1D barcode sequence
being falsely detected when in fact no barcode image has
been embedded [2]. The probability of a false positive is
the likelihood of such an occurrence, and the false positive
rate is the frequency of false positives, i.e. the number
of false positives expected to occur for a given number of
runs of the detector. Both the watermark detection algo-
rithm and the purpose for which a detector is performed
affect the false positive rate. In this section two types of
detection are examined: (i) the detector may be used to
identify one of many random watermarks in a single host
image, or (ii) to look for a single watermark in many
random host images. In the first case, the watermark can
be considered to be a random variable. In the second case,
it is the host image that is considered to be the random
variable. Correspondingly, the concept of false positive can
be categorized into two forms: (i) the random-watermark
false positive and (ii) the random-host false positive [2].

6.1. Random-watermark false positive

In a transaction tracking (fingerprinting) application,
i.e. using watermarks to identify people who obtain con-
tent legally but illegally redistribute it (e.g. pirating), the
detection of a particular watermark in a given host image
might lead to a false accusation of copyright piracy. In this
situation, the host image is available to the owner, and the
number of different watermarks used to identify each
customer may be very large and can be treated as though
generated in some random way. Such a false positive
model is often referred to as the random-watermark false
positive. In this case, the watermark is effectively a random
variable and the host image is treated as a constant. This
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form of false positive is examined for both algorithms
(DRPE SS-SS and additive SS) using the following
procedure:
(i)
 Generating random barcode watermarks: Retaining a
fixed host image, 1000 barcode watermark sequences
are randomly generated, chosen using a certain prob-
ability distribution. For the 1D barcode case, each of
the 1000 random barcode sequences only contains
the binary values 0 or 1. Thus we first generate
pseudo-random uniformly distributed numbers on
the interval [0,1], and then round each number into
a 0 or 1 using an arbitrarily chosen threshold value,
denoted by T. All of the values greater than T are
assigned the value 1, and the rest are set to 0.
Barcodes generated in this way follow the Binomial
distribution [56]:
If Ii denotes each random uniformly distributed
sequence on the interval ½0;1�, where 1r irWIx, then
the probability density function of Ii is

f ðIiÞ ¼
1 for ½0;1�;
0 otherwise:

(
ð2Þ

Based on the rounding process with the threshold T,
the probability of the value 0s appearing, p, can be
calculated by

p¼
Z T

0
f ðIiÞ ¼ T : ð3Þ

Therefore the threshold value represents the prob-
ability that a value 0 appears in the generated barcode
sequences. For instance, if we choose T to be equal to
0.4, then the barcode will be made up of 60% of 1
values and 40% of 0 values. This indicates that each
barcode of width n can be viewed as an n independent
success/failure (1/0) experiments (Bernoulli trials),
each of which yields success with probability 1�p,
and failure with probability p [57]. In our test we
choose the probability p¼0.5, therefore indicating
that half (n=2) of the barcode values are 1s.
(ii)
 Choosing the evaluating metric – BER: In the additive SS
algorithm as described by Cox, a standard normal
distributed vector (Gaussian vector) is used as the
watermark, and it has been demonstrated that it is
unlikely that exactly the same watermark will be
extracted due to machine errors [9]. Thus in order to
examine the false positive behavior, a similarity metric
(sim) acting as a correlation function was employed by
Cox in order to evaluate the similarity between the
original and detected (randomly generated) water-
marks. However, for the 1D barcode case examined
here, the similarity metric is not applicable when
comparing two binary sequences containing only 0s
and 1s. Therefore, as described in Section 3.3, the BER
metric is used instead. Each of the 1000 randomly
selected barcode sequences is compared to the
original barcode and the corresponding BER values
are calculated. In this case the total numbers of
pixel values in error (when calculating BER) can be
obtained simply by subtracting the corresponding
pixel values and comparing the result to the value 0.
(iii)
 Calculating the false positive rate: As noted in the case
of random-watermark false positive, the host image is a
constant and the watermark is a random variable.
Thus the false positive probability is actually inde-
pendent of the host image and depends only on the
method of watermark generation. In other words, the
detector output distribution is primarily determined
by the distribution governing the way in which the
randomly chosen watermark reference patterns are
generated. Therefore in our simulation, it is the
thresholding value T and thus the Binomial probabil-
ity value p that will affect the false positive rate.
The calculated BER results for 1000 randomly gener-
ated barcodes are compared when using both the
DRPE SS-SS and additive SS algorithms. For the pur-
pose of illustrating the false positive performance,
the results for a standard host image containing the
correct original barcode are inserted as one of the
1000 randomly generated barcodes, at location 500 as
shown in Fig. 9.
The x-axis represents the sequence of randomly
selected reference barcodes, and the y-axis shows
the resulting BER values. As noted in our simulation
the barcode sequence located at the 500th position on
the x-axis is in fact the original barcode, and therefore
gives a BER value of zero. In Fig. 9, the results for two
barcode widths are examined for both watermarking
algorithms: (a) DRPE SS-SS with WIx ¼ 16 and l¼16;
(b) additive SS with WIx ¼ 16; (c) DRPE SS-SS with
WIx ¼ 256 and l¼16; and (d) additive SS with
WIx ¼ 256. As can be seen, a value of BER¼0 only
appears at the 500th position. None of the random
generated barcodes give BER values close to that for
the original barcode, i.e. for both algorithms when
WIx ¼ 16, BERZ10% and when WIx ¼ 256, BERZ40%.
Calculating the false positive probability for both
algorithms, it can be shown that when WIx ¼ 16 the
false positive probability is 1=216, and when
WIx ¼ 256 the false positive probability of 1=2256. This
is because the randomly generated barcodes are
independent of each other and the probabilities of
1s and 0s appearing are equal, i.e. p¼0.5. In general,
if there are k 1s and ðWIx�kÞ 0s in the original
barcode then the Binomial probability of 0s is
p¼ ðWIx�kÞ=WIx, and the false positive probability is
calculated to be ð1�pÞkpWIx �k. Therefore we conclude
that both watermarking algorithms have very similar
low false positive response rates. In addition, the
greater the barcode width, the lower the false positive
rate will be for both.
6.2. Random-host false positive

We now consider the situation in which many different
host images (none of which contain any watermarks)
are being tested for the presence of one particular water-
mark. As previously noted given a fixed watermark and
randomly selected host images, the chance of finding the
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specific watermark in an unwatermarked host image is
referred to as the random-host false positive probability.

This type of false positive is of concern for many
common watermarking applications. For instance, in a
copy control watermarking application, all possible images
(or other types of data media) must be examined for the
presence of a particular watermark in order to indicate the
copyright owner or to validate some recording permission
assignments. In this case, the watermark can be consid-
ered as the constant while the large variety of possible
host images are the random variables.

In our simulations, we test this random-host false posi-
tive probability for one specific barcode sequence using
1000 randomly chosen images from the Corel database
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[58]. These images act as the host image (unwatermarked)
to be tested. We then apply our DRPE SS-SS blind detection
method [40]. We note that only the blind detection
method of the DRPE SS-SS is examined in this random-
host false positive case, since in the informed detection
process the deduction of the known host image by itself
would result in zero (the host image is first subtracted
from the watermarked image H to obtain the watermark).
Furthermore, as noted the additive SS cannot be used with
blind detection. In Fig. 10, we present the BER value
calculated for the 1000 random host images using DRPE
SS-SS with: (a) WIx ¼ 16, and (b) WIx ¼ 32, and in both
cases with a quantization level of l¼16. Once again for
illustration purposes, the 500th host image is replaced
with a watermarked image containing the required origi-
nal watermark, giving a BER value of 0 in agreement with
the results in Table 1. As can be seen, none of the other 999
randomly selected host images produce a false positive, i.e.
whenWIx ¼ 16, BERZ10% and whenWIx ¼ 32, BERZ20%.
These results suggest very low false positive rates for our
algorithm in the random-host false positive probability case.

7. Conclusion

In this paper we present a detailed investigation of the
robustness of the Double Random Phase Encoding spread-
space spread-spectrum (DRPE SS-SS) watermarking tech-
nique introduced in Liu et al. [40]. It is shown how
the even spreading of the watermark energy in both the
space and spatial frequency domains makes the DRPE
SS-SS watermarking algorithm robust to most commonly
encountered distortions. The effects of several common
geometric transformations and of the signal processing
methods used are quantified for the informed detection
case and for different barcode widths and different quan-
tization levels. The results presented demonstrate that the
DRPE SS-SS method is robust to scaling, and JPEG compres-
sion distortion, and particularly robust to cropping, and
low pass and high pass filtering. In all cases possible the
performance of this method is compared to that of a
classic spread spectrum technique, the additive SS method
[9]. In particular the DRPE SS-SS is shown to be more
robust to cropping than the additive SS. For the limiting
case of cropping, when 93.75% of the watermarking data
has been removed, perfect detection can still be achieved
when the barcode width is WIx ¼ 16. This conclusion
suggests that our algorithm performs much better in terms
of both space and spatial frequency cropping than Cox's
method. We note that this conclusion is based solely
on tests involving informed detection. Furthermore, the
narrower the barcode width and the larger number of
quantization levels used, the more accurate the detection
process (fewer errors). A detailed quantitative examination
of the robustness of the method to printing and scanning
is reported. The performance of the DRPE SS-SS is shown to
compare well to that of the additive SS across a range of
hardware platforms.

It has also been demonstrated that our algorithm has
very low false positive rates both for random-watermark
and random-host false positive types. In addition, the
larger the barcode width, the lower the false positive rate.
We note that this conclusion is drawn on results for the
informed detection case. In the blind detection case on the
other hand, our method can be applied while the additive
SS algorithm cannot be used. In summary, in the cases of
JPEG, spatial and spatial frequency cropping, as well as
blind detection, the DRPE SS-SS performs better than the
additive SS.

Future work should include examining the use of error
detection codes to improve the detection performance of
the DRPE SS-SS algorithm. Furthermore, in this paper the
role of the diffusers employed in the DRPE method is not
discussed in terms of their influence on the watermark
robustness. In [60] we have discussed how the design of
narrow band diffusers can be used to control the spreading
of the input information in both the space and spatial
frequency domains. The bandwidths of the diffusers
will almost certainly impact on the results presented
particularly in relation to the printing and scanning test.
We note that narrower band diffusers will result in less
spreading of the information in phase space, which might
be expected to make the watermark relatively immune to
slight misalignment in the printing and scanning process.
However this may be at the expense of reducing the
watermarks robustness to cropping. Finally it is necessary
to compare the DRPE SS-SS to an accepted watermarking
technique which is capable of operating in both the blind
and informed detection regimes.
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