Advantage of Fractional Calculus Based Hybrid-Theoretical-Computational-Experimental Approach for Alternating Current Voltammetry
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Abstract: The dynamic electrochemical behavior of electroactive species is believed to be represented better by the fractional calculus, because it can consider the history of mass-transfers of that species near the electrode surface. The elucidation of mathematical fundamentals of fractional calculus has been recently introduced for batteries, supercapacitors and a few voltammetry studies. The working equations for faradaic fundamental and second-harmonic (SHac) components of alternating current (ac) for ac voltammetry of an electrochemically reversible redox reaction on an electrode of macroscopic diameter have been derived here by using generalized formulae of the fractional calculus. A computation code is written in Python language with a matrix based algorithm developed based on latest, accurate, efficient and stable Grunwald-Letnikov-Improved fractional-order differentiation equation. That computational code is used to find the concealed faradaic fundamental, SHac components of the total current and other double-layer parameters of experimentally recorded voltammograms of ruthenium (III/II) redox reaction on gold-disc electrode by a common electrochemical workstation without having inbuilt Fourier transformation features. The amplitude of the computed faradaic current concealed in the experimental data gets enhanced through this hybrid theoretical-computational-experimental approach and thus it keeps scope of application and further improvement in electroanalysis.
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1 Introduction

Voltammetry is a suite of electrochemical techniques widely used to characterize the thermodynamics, kinetics and mechanism of the heterogeneous electron transfer reaction of a molecule, ion or complex of interest (hereafter will be referred as analyte) occurring at the working electrode (WE). A couple of important electrochemical parameters such as formal redox potential ($E_0^\circ$), electron transfer coefficient ($\alpha_e$) and standard heterogeneous electron transfer rate constant ($k_0$) of an electrolytically reversible reaction can be calculated through cyclic voltammetry (CV) from the measured current ($i(t)$) with respect to the linearly varied (with time ($t$)) potential ($E(t)$) at high perturbations (up to few hundreds of mV) to both higher and lower potentials with respect to $E_0^\circ$. In CV, the capacitive ($i_c(t)$) current resulted from the double layer capacitance ($C_{dl}$) sometimes hides the prominence of the faradaic ($i_f(t)$) current of interest. On the other hand, the electrochemical impedance spectroscopy (EIS) slightly (by 5–10 mV) perturbs $E(t)$ sinusoidally around a base potential of interest (most commonly at the open circuit potential or at $E_0^\circ$) with different angular frequencies ($\omega$; where $\omega=2\pi f$ and $f$ is the linear frequency). It decouples the electrochemical processes of different time constants occurring at the electrode-electrolyte interface at that base potential of interest and provides information about respective charge transfer resistance ($R_{CT}$), $C_{dl}$ and diffusion coefficients related parameter such as Warburg coefficient ($\sigma_W$). However, it fails to provide the complete information about the variation of those interfacial parameters with the potentials, unless repeating the same experiment at different base potentials. The potentiodynamic impedance spectroscopy is a special experimental technique useful for this purpose, but it is not very popular owing to the need of rigorous data analysis. The alternating current (ac) voltammetry has the quality to unify the positive outcomes of CV and EIS in wide range.
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of potential of interest. In ac voltammetry, a sinusoidal potential perturbation of a particular \( \omega \) and small amplitude (\( \Delta E \)) is superimposed over \( E(t) \), which linearly varies with \( t \). The research and development on ac polarography/voltammetry started almost fifty years ago by few research groups [1–5]. The research was then extended to explore the utilization of Fourier transformation in ac voltammetry [6–11]. Special microprocessor based instrumentations and simulation techniques were developed to utilize it in real systems [12–19]. Hence, the experimental and theoretical explorations were spread over different natures and amplitude of perturbation signals and ramp of base potentials [20–25]. This special instrumention of Fourier transformed ac voltammetry has been used to understand many electrochemical phenomena [26–35]. In parallel, several other mathematical approaches have been initiated with some basic assumptions to explore ac voltammetry by series functions [10]. Bessel functions [36–38], convolutions [39] and semi-integrals [40–52]. However, the popularity of ac voltammetry has not met the levels of CV and EIS due to the comparatively complex theoretical modeling and analysis of the experimental data.

The classical calculus developed by Newton and Leibniz deals with the differentiation and integration of integer orders. The fractional calculus is more general because it has the ability to deal with both the integer and non-integer order of operations. The classical differentiation is defined for a function at a point of interest of the independent variable. On the contrary, the operation of fractional order differentiation is non-local as it requires all the previous history of the function at all the values of the independent variable till the point of interest. The classical integration represents the area under a curve defined by a function where we actually take a sum of the infinitesimal slices of areas of fixed weightage in the finite interval of the independent variable. On the other hand, the fractional-order integration represents the area under a curve whose shape keeps on changing as well as the weightage of each infinitesimal slice of areas under the curve changes in a definite interval of the independent variable. The concept of fractional calculus was thought by Leibniz in 1695 and the related theories have been developed by several mathematicians over more than 300 years. For many years, the evolution of fractional calculus was mostly restricted into abstract mathematical sciences, but its importance in the applied science and engineering has been recently realized [53–55]. The importance of differential equations of fractional-orders in electrochemistry has been realized in 2010 [48]. The models for suitable equivalent electrical circuits for supercapacitors and batteries are being developed through fractional calculus [56–62]. The exploration of the use of fractional calculus in voltammetry is also recently initiated [63, 64]. In voltammetry, \( i(t) \) is proportional to the gradient (\( J_{\omega=0} \)) of the concentration of analyte at electrode surface (\( x=0 \)) at time \( t \), but actually \( i(t) \) holds the history of variation of \( J_{\omega=0} \) with \( t \). Therefore, \( i(t) \) should be represented by the fractional calculus of a function related to the concentration of analyte at the interface. The idea of fractional calculus in voltammetry was introduced in almost similar times in different names by Oldham’s group as semi-differintegration where ‘semi’ denotes \( \frac{\tau}{\tau^*} \) and Saveant’s group as convolution integrals [26, 65–68]. The differintegration term represents a combined differentiation and integration operation frequently encountered in the fractional calculus [55]. The voltammetric analysis is inherently restricted to \( \frac{1}{2} \)-order calculus (Eq. S12 and S13 as developed in Appendix-S1 in the Supporting Information File) as the general mass-flow of the analyte in voltammetry is obeyed by the Fick’s laws of diffusion. The ‘semi-calculus’ has recently been employed to model the CV and aperiodic component of ac voltammogram [45, 49, 50, 63, 69]. These two independent approaches of similar central idea but with different names are basically limited portions of the broader view of fractional calculus, because semi-differintegration is specified only to order 0.5 and the integro-differential equations of fractional calculus deal with convolution type of integrals. On the other hand, there is a recent trend to develop computational tools and algorithms for fractional calculus of any order to meet its applications in science and technology [70–73].

Therefore, it was of our prime interest, to present a fresh perspective based on the generalized theories and equations of fractional calculus to derive the working equations of fundamental and second-harmonic ac voltammetry of an electrochemically reversible redox reaction on a macro-disc WE as the simple point of initiation. In this direction, it was observed that the current-semi-integral had been used in the literature to derive the general Faraday-Fick-Butler-Volmer Equation or commonly known as Pan-Voltammetric Relation for an electrochemically reversible redox reaction[74]. The current-semi-integral was used there to express the surface concentrations of the oxidized (\( O \)) and reduced (\( R \)) states of the species, which were used to finally derive the \( R_{CT} \) and \( \sigma_w \) followed by the in-phase faradaic component of ac. We followed a similar initial approach to derive the expression of the surface concentrations of \( O \) and \( R \) by the semi-integral. Thereafter, we followed a different mathematical approach based on the Taylor Series expansion of the semi-integral, itself, to derive the complete expressions (Section 1.1) for the dc, fundamental (Fac) and second-harmonic (SHar) components of ac quite different from those reported earlier. Then we have included the effect of other cell components such as \( C_{DL} \), \( R_{CT} \), uncompensated resistance (\( R_u \)), etc. to the faradaic process to derive the expressions of the experimentally recordable in-phase (IP) and out-of-phase (OP) components of the ac (Section 1.2). Further, we expanded our motivation to build-up a suitable commercially free computer program written in Python language (Section 2.1) to numerically operate the derived working equations based on fractional calculus on the experimental data recorded for the electrochemically reversible...
redox reaction of hexaammineruthenium(III)/(II) chloride ([Ru(NH₃)₆]³⁺/²⁺) in potassium chloride (KCl) on gold (Au) disk electrode of macroscopic diameter as a function of amplitude and frequency of sine perturbation generated by a simple electrochemical workstations commonly available in many labs (Section 2.2) [75, 76]. Several check-points have been set-up to confirm the authenticity of the above mentioned computation process. During this computational process for calculating the concealed faradaic current from the experimental data, the singularity issue was unavoidable and thus another hybrid computational-experimental was also evolved during that process. Further, the experimental data recorded during the process for the above-mentioned electrochemical reaction could provide valuable features of some electrochemical interfacial parameters such as double layer capacitance, faradaic impedance and phase-difference between the signal and response in the wide range of electrochemical potentials.

### 1.1 Derivation of General Working Equations

The semi-integral ($m_i(t, \omega)$) is related with the applied ac signal ($E(t, \omega)$) through reversible Pan-Voltammetric Relation (Eq. S19, S20) as derived in Appendix-S2 in the Supporting Information File. The ac voltammetry experiment actually happens in quasi-state, that means in-phase ($i_{m-ac-RP}(t, \omega)$) and out-of-phase ($i_{m-ac-OP}(t, \omega)$) currents at $\omega$ are sampled by lock-in-amplifier for a time ($t_{amp}$) at each base potential, $E_b(t, \omega)$, which linearly varies with $t$. Therefore, we could assume that the electrochemical reaction remains in quasi-equilibrium state at each $E(t, \omega)$ (or equivalently at each $E_b(t, \omega)$) and the sine potential perturbation, $p(t, \omega)$, applied on $E(t, \omega)$ generates ac response of the electrochemical reaction. Therefore, the total semi-integral, $m(t, \omega)$ at $E(t, \omega)$ can be expressed by Taylor’s series (Eq. 1–3):

\[
m(t, \omega) = m_0(t, \omega) + m'_0(t, \omega)p(t, \omega) + \frac{1}{2}m''_0(t, \omega)(p(t, \omega))^2 + \ldots
\]  

where,

\[
m'_0(t, \omega) = \frac{dm_0(t, \omega)}{dE(t, \omega)} = \frac{dm_0(t, \omega)}{dt} \times \frac{dt}{dE(t, \omega)}
\]  

and

\[
m''_0(t, \omega) = \frac{d^2m_0(t, \omega)}{dE(t, \omega)^2} = \frac{d^2m_0(t, \omega)}{dt} \times \frac{dt}{dE(t, \omega)}
\]

The first, second and third terms in the right hand side of Eq. 1 represent the direct (dc) [$m_0(t, \omega)$], fundamental (F-) [$m_1(t, \omega)$] and second harmonic (SH-) [$m_2(t, \omega)$] components, respectively, of $m(t, \omega)$ in ac voltammetry. The fractional differentiation ($D_2^t$) of $m_0(t, \omega)$ with respect to $t$ leads to $i_{ac}(t, \omega)$, which has almost no influence of alternating pulse and it is the current response almost similar to linear scan voltammetry [77–80].

\[
i_{ac}(t, \omega) = nFA\sqrt{D_\omega\frac{D_0}{D_a}}[m_0(t, \omega)] = -nFA\sqrt{D_\omega D_a}\chi(t, \omega)
\]

where,

\[
\chi(t, \omega) = \frac{1}{2\sqrt{\pi}} \left[ \frac{1}{\sqrt{\pi}} + 4 \sum_{k=1}^{\infty} \left\{ \frac{\sqrt{k^2 + (d - \Delta)^2} + 2d - 2\Delta}{(k^2 + (d - \Delta)^2)^{3/2}} \left( \arccos \left( \frac{\sqrt{k^2 + (d - \Delta)^2} - d}{\sqrt{k^2 + (d - \Delta)^2} + d} \right) + \frac{d - \Delta}{(k^2 + (d - \Delta)^2)^{3/2}} \right) \right\} \right]
\]

with, \( \Delta = \frac{nF}{RT} \left( E_i - E_f \right) \); \( E_i = E_0 - \frac{RT}{2nF} \ln \left( \frac{D_0}{D_a} \right) \) and \( d = \frac{nF}{RT} (vt + \Delta \sin \omega t) \). The detail derivation of Eq. 5 is shown in Appendix-S3 in the Supporting Information File.

Similarly, the faradaic fundamental ac component ($i_{f-ac}[t, \omega]$) at $E(t, \omega)$ can be calculated by fractional differentiation ($D_2^t$) of $m_1(t, \omega)$ with respect to $t$:

\[
i_{f-ac}[t, \omega] = M_1(t, \omega) \sin \left( \omega t + \frac{\pi}{4} \right)
\]

where, the amplitude ($M_1(t, \omega)$) of the $i_{f-ac}[t, \omega]$ has a complicated dependency on $\Delta E$, $\omega$ and $\nu$ as expressed in Eq. 7.

\[
M_1(t, \omega) = \frac{\nu^2 F^2 \Delta E C_0^* \sqrt{D_\omega}}{4RT} \text{sech}^2 \left[ \frac{\nu F (E(t, \omega) - E_f)}{2RT} \right]
\]

and $M_1(t, \omega)$ is maximum at $E(t, \omega) = E_i$. Further, $i_{f-ac}[t, \omega]$ has phase difference of ($+45^\circ$) with respect to the applied sine perturbation. The steps of derivation of Eq. 6 are shown in Appendix-S4 in the Supporting Information File.

The faradaic second-harmonic ac component ($i_{f-2ac}[2\omega]$) at $E(t, \omega)$ can be calculated by fractional
differentiation \((\partial D)^{1}_{\omega}\) of \(m_2(t, \omega)\) with respect to \(t\) and considering the second-harmonic components with high-pass frequency \((2\omega)\) as Eq. 8.

\[
i_{f-ac}[t, 2\omega] = nFA\sqrt{2\omega D_O}X_2(t, \omega)\sin\left(2\omega t - \frac{\pi}{4}\right)
\]

where,

\[
X_2(t, \omega) = -\frac{n^2F^2e_o^*\Delta E^2}{16R^2T^2} \sinh\left[\frac{nF}{2RT}\left(E(t, \omega) - E_i^\omega\right)\right] \text{sech}^2\left[\frac{nF}{2RT}\left(E(t, \omega) - E_i^\omega\right)\right]^{(9)}
\]

The main steps are shown in Appendix-S5 in the Supporting Information File. The \(i_{f-ac}[t, \omega]\) and \(i_{f-ac}[t, 2\omega]\) represent the faradaic fundamental and second-harmonic components of the ac voltammetry of an electrochemically reversible reaction in the influence of applied potential signal. Although, Eq. 4, 6 and 8 represent the popular expressions of the dc, fundamental and second harmonic components of faradaic ac currents; their actual forms as mentioned in the derivation steps and related assumptions mentioned therein hold the keys to explore, in future, the anomalies between the experimental and expected data, if any.

1.2 Derived Parameters to Correlate Theory with Experiment

We cannot directly measure \(i_{f-ac}[t, \omega]\) and \(i_{f-ac}[t, 2\omega]\) through any electrochemical experiment. In the electrochemical cell, the measured fundamental ac component \((i_{m-ac}[t, \omega])\) is actually consists of \(i_{f-ac}[t, \omega]\) and the capacitive ac component \((i_{c-ac}[t, \omega])\), which originates from the molecular or ionic reorganization at the electrode-electrolyte interface under the influence of the applied potential signal. The phase sensitive detector of the general potentiostat measures the in-phase \((i_{m-ac-ip}(t, \omega))\) and out-of-phase \((i_{m-ac-op}(t, \omega))\) components of \(i_{m-ac}[t, \omega]\) in synchronization with \(t\). One can easily calculate \(M(t, \omega)\), faradaic impedance \((Z_f(t, \omega))\), \(X_1(t, \omega)\), \(m_1(t, \omega)\) and \(i_{f-ac}[t, \omega]\) from \(i_{m-ac}[t, \omega]\) by using Eq. S71–S73 (important steps are available in Appendix-S6). Further, we could study the variation in the surface concentrations of \(O\) and \(R\) i.e.; \(C_0(0, t, \omega)\) and \(C_R(0, t, \omega)\) through the fundamental component of ac voltammetry by Eq. S16. Notably, those parameters are difficult to measure directly from experiments.

On the other hand, the harmonics of the electrochemical response are in-situ generated at the electrode-electrolyte interface by the faradaic elements [46]. Therefore, the second harmonic ac component \(i_{m-ac}[t, 2\omega]\) is measured across the uncompensated resistance \((R_u)\) existing at the in-situ potential drop \(p(t, 2\omega)\), i.e.; \(p(t, 2\omega) = -\Delta E \sin 2\omega t\). Since, we are not able to confirm that the double layer capacitances for fundamental and second harmonic are identical, hence we are representing the double layer capacitance involved in the SHac voltammetry as \(C_{DL}(t, 2\omega)\). If we define the time constant, \(T(t, 2\omega) = R_uC_{DL}(t, 2\omega)\). The measured in-phase \((i_{m-ac-ip}(t, 2\omega))\) and out-of-phase \((i_{m-ac-op}(t, 2\omega))\) components of SHac voltammogram are represented by Eq. 10, respectively. (Important steps are available in Appendix-S7 in the Supporting Information File)

\[
i_{m-ac-ip}(t, 2\omega) = \frac{nFA^2X_2(t, \omega)^2}{\left\{1 + 4\omega^2T^2(2\omega)^2\right\}\left\{1 - 2\omega T(t, 2\omega)\right\}}
\]

\[
i_{m-ac-op}(t, 2\omega) = -\frac{nFA^2X_2(t, \omega)^2}{\left\{1 + 4\omega^2T^2(2\omega)^2\right\}\left\{1 + 2\omega T(t, 2\omega)\right\}}
\]

Inspecting Eq. 10, it can be said that \(i_{m-ac-ip}(t, 2\omega)\) and \(i_{m-ac-op}(t, 2\omega)\) will be equal only at \(X_2(t, \omega) = 0\) i.e., at \(E(t, \omega) = E_2\) (Eq. 9). The measured amplitude of the second harmonic ac component \((i_{m-ac}(t, 2\omega))\) at \(E(t, \omega)\) is represented by Eq. S76 and it will be zero at \(E(t, \omega) = E_2\) because at that point \(X_2(t, \omega) = 0\). The phase shift \((\varphi_{2y}(degree))\) between the \(E(t, \omega)\) and \(i_{m-ac}[t, 2\omega]\) in four-quadrants is given by Eq. S77 and the phase of \(i_{m-ac}[t, 2\omega]\) will be shifted by 270° at \(E(t, \omega) = E_2\). If we can calculate \(X_2(t, \omega)\) from \(i_{m-ac-ip}(t, 2\omega)\) and \(i_{m-ac-op}(t, 2\omega)\) through algebraic equations (Eq. 10, S77 and 11), then only we would be able to calculate \(i_{f-ac}[t, 2\omega]\).

\[
X_2(t, \omega) = \sqrt{-\left[i_{m-ac-op}(t, 2\omega) + i_{m-ac-ip}(t, 2\omega)\right]\left(1 + y^2\right) + \frac{2y\Delta FAD_0^2(2\omega)^2}{\left\{1 + 4\omega^2T^2(2\omega)^2\right\}}}
\]

where,

\[
y = 2\omega T(t, 2\omega) = \frac{i_{m-ac-op}(t, 2\omega) + i_{m-ac-ip}(t, 2\omega)}{i_{m-ac-op}(t, 2\omega) - i_{m-ac-ip}(t, 2\omega)}
\]

A careful inspection of Eq. 10 and 12 reveals that \(i_{m-ac-op}(t, 2\omega)\) can never be equal to \(i_{m-ac-ip}(t, 2\omega)\) for any value of \(y\), unless and until \(X_2(t, \omega) = 0\) and this condition appears only at \(E(t, \omega) = E_2\). Therefore, \(y\) (Eq. 12) exploded to \(\pm\infty\) as \(E(t, \omega)\) approached to \(E_2\). It rendered us to calculate \(X_2(t, \omega)\) in the entire range of \(E(t, \omega)\) by using experimentally measured values of \(i_{m-ac-op}(t, 2\omega)\) and \(i_{m-ac-ip}(t, 2\omega)\). Specifically, we could be able to calculate \(X_2(t, \omega)\) directly from the experimental data in both sides of \(E_2\), but failed to do the same near to \(E_2\) because of the nature of the function \(y\) associated with this calculation. In the one hand, we were aware of the functional form of \(X_2(t, \omega)\) (Eq. 9) and on the other hand, we had the experimentally calculated values of \(X_2(t, \omega)\)
(Eq. 11) as a function of \( E(t, \omega) \) except a range of data near to \( E(t, \omega) = E_i \). Therefore, we adapted a hybrid (extrapolating) method to find out the most probable values of \( X_i(t, \omega) \) in the entire range of \( E(t, \omega) \) including \( E_i \). We fitted the experimentally obtained \( X_i(t, \omega) \) (using Eq. 12) versus \( E(t, \omega) \) data with the functional form of \( X_i(t, \omega) \) (Eq. 9, 13), where \( P, Q \) and \( S \) were the adjustable parameters.

\[
X_i(t, \omega) = -P \sinh[Q\{E(t, \omega) - S]\} \text{sech}^3[Q\{E(t, \omega) - S]\}] \quad (13)
\]

Then we could easily calculate \( i_{f-w}[t, 2\omega] \) of the electrochemical reaction through Eq. 8, 9 by employing computation of the fractional differentiation. Notably, \( i_{f-w}[t, 2\omega] \) is almost impossible to measure through direct experiments. The above mentioned formal developments are becoming more common in mass-transport and image processing, but their use in electroanalytical chemistry is under-explored. Therefore, this work has the ambition to introduce the use of this methodology to analytical chemists, specially involved in electrochemistry.

### 2 Computation and Experimental

#### 2.1 Computational Methods and Implementations

The Riemann-Liouville-Transform (RLT) based fast semi-integration algorithm, developed in 1984, was used in several studies to simulate current from the semi-integral functions or vice-versa [50, 81, 82]. In 1999, Podlubny et al. developed a matrix approach to discrete fractional calculus following Grunwald-Letnikov (GL) fractional differentiation equation [83, 84]. If we consider a smooth function \( f(m) \) is divided by slices of \( h \); then the fractional differ-integration of \( f(m) \) by an arbitrary order \( r \) and lower limit \( l \) can be written as

\[
d^rI_m \left[ \frac{d^r f(m)}{d(m-r)} \right] = \\
\lim_{N \to \infty} \left\{ \frac{\Gamma(q-r)}{\Gamma(q+1)} \sum_{q=0}^{N-1} \left( \frac{q!}{(2j-1)!(2j)!} \right) \left( f\left( m - q \left( \frac{m-I}{N} \right) \right) \right) \right\} \quad (14)
\]

or

\[
d^2f(m) \quad \frac{dm^2}{dm^2} = \\
\lim_{N \to \infty} \left\{ \frac{N}{m} \sum_{q=0}^{N-1} \left( \frac{(2j)!}{(2j-1)!(2j)!} \right) \left( f\left( m - q \left( \frac{m-I}{N} \right) \right) \right) \right\} \quad (15)
\]

where, \( N = \frac{m-I}{r}, r = \frac{1}{2} \) and \( l = 0 \). The Eq. 14 and 15 are known as GL fractional differentiation equation for the semi-derivative with lower limit to zero. For the rapid convergence of the difference quotient to the true derivative, Eq. 15 was improved to Eq. 16, which is known as Grunwald-Letnikov-Improved (GLI) fractional differentiation equation. (Appendix-S8 in the Supporting Information File)

\[
\frac{d^2f(m)}{dm^2} = \lim_{N \to \infty} \left\{ \frac{N}{m} \sum_{q=0}^{N-1} \left( \frac{(2j)!}{(2j-1)!(2j)!} \right) \left( f\left( m - q \left( \frac{m-I}{N} \right) \right) \right) \right\} \quad (16)
\]

This simple method provides better computational accuracy and efficiency compared to RLT based algorithm and used for image processing, edge detection and quality enhancement [85, 86]. A program was written in Python language to numerically operate the fractional differentiation. “Different 0.3.2” Python package developed after 2012 was used in our program [70]. We used GLI algorithm for the operation \( D_{1i}^2 \) on \( X_i(t, \omega) \) and \( X_2(t, \omega) \) in the floating range of \( t \) from 0 s to 1 s with \( N = 12000 \). The computed \( i_{f-w}[t, \omega] \) and \( i_{f-w}[t, 2\omega] \) were plotted with respect to \( t \) at each \( E(t, \omega) \). The peak-amplitudes of \( i_{f-w}[t, \omega] \) and \( i_{f-w}[t, 2\omega] \) at each \( E(t, \omega) \) were found out through calculating root-mean-square (rms) of the evolution of the currents along \( t \) and stored for the corresponding \( E(t, \omega) \). It is also interesting to mention that the term \( f(m - \frac{m-I}{N}) \) in Eq. 15 signifies that the derivative at \( m \) depends on the value of \( f(m) \) from a point \( m \) down to its point of start at \( m=0 \). Therefore, the fractional differentiation reveals the non-local property of the function \( f(m) \) in contrast to the integral order differentiation, which reveals only the local property of \( f(m) \).

#### 2.2 Chemicals, Instrumentations and Electrochemical Procedures

The hexaammineruthenium(III) chloride (\([\text{Ru(NH}_3]_6\text{Cl}_4]\)) and potassium chloride (KCl) of analytical grades were used in this study and we did not perform any further purification of those chemicals. A solution of 5 mM \( (C_3^+ = 5 \times 10^{-4} \text{ mol cm}^{-3}) \) [Ru(NH$_3$)$_6$]Cl$_4$ in 0.1 M KCl was freshly prepared with ultrapure Milli-Q Millipore water (18.2 MΩcm) followed by purging with high purity nitrogen for 10 min to remove the dissolved oxygen. The electrochemical experiments were performed at room temperature \( (T=298 \pm 1 \text{ K}) \) in a 10 mL electrochemical cell consisting of Au WE, platinum counter and an Ag/AgCl (sat. KCl) reference electrodes controlled by CHI-450B electrochemical workstation. The potentials reported in this manuscript are referred to Ag/AgCl (sat. KCl) reference electrode. The Au WE was polished using slurry of alumina powder and washed thoroughly with Milli-Q Millipore water before performing the electrochemical experiments. The gross electrochemical areas of Au WE was calculated as 0.033 cm$^2$ by using the Randles-Sevcik equation (Eq. 17) to the slope of the cathodic peak currents versus the square root of the scan rates (\( y \) in the...
range 0.025–0.300 V s\(^{-1}\)) in CV of 5 mM [Ru(NH\(_3\))\(_6\)]\(^{3+}\) in 0.1 M KCl. The number of electrons transferred (\(n\)) and the diffusion coefficient (\(D_o\)) of [Ru(NH\(_3\))\(_6\)]\(^{3+}\) in 0.1 M KCl were considered as 1 and 7.1 \(\times 10^{-6}\) cm\(^2\) s\(^{-1}\), respectively, throughout this manuscript [87,88].

\[
i_f = 2.69 \times 10^5 \text{Am}^2 \text{D}_0^{0.1} \text{C}_\text{O}^{0.1} \text{V}^{-0.1}
\]

(17)

\[i_{m-\text{ac-IP}}(t, \omega), \quad i_{m-\text{ac-OP}}(t, \omega), \quad i_{m-\text{ac-IP}}(t, 2\omega) \quad \text{and} \quad i_{m-\text{ac-OP}}(t, 2\omega)\]

were measured by the inbuilt auto sensing Lock-in-Amplifier of CHI-450B electrochemical workstation by using its operating software with the predefined input parameters such as \(E_0\), final (\(E_f\)) and step (\(E_{\text{Step}}=0.002\) V) potentials, \(\Delta E\) and \(f\) of the sine wave and \(t_{\text{ramp}} = 1\) s (as per the design and inbuilt programme of the instrument, at each base potential the ac component of the signal was recorded for 1 s and the rms amplitude of the same was stored with respect to that base potential) and quiet time, \(t_q\) (10 s). All the reported data were stable and reproducible under the stated experimental condition. Therefore, the derived plots from the experimental data can be believed as statistically rigorous.

### 3 Results and Discussion

Figure 1 shows [A] \(i_{m-\text{ac-IP}}(t, \omega)\), [B] \(i_{m-\text{ac-OP}}(t, \omega)\) and [C] \(i_{m-\text{ac-OP}}(t, \omega)\) of 5 mM [Ru(NH\(_3\))\(_6\)]\(^{3+}\) in 0.1 M KCl as a function of \(E(t, \omega)\) for \(\Delta E=0.005\) V and \(f=(i) 5\) Hz, (ii) 50 Hz, (iii) 100 Hz and (iv) 500 Hz. It can be seen from Figure 1[A] that the shape of \(i_{m-\text{ac-IP}}(t, \omega)\) was governed by the term \(\text{sech}^2\left[\frac{nF}{RT} \left(\frac{E(t, \omega) - E_z}{c_2}\right)\right]\) (Eq. 7, S36, S66), which became maximum at \(E(t, \omega) = E_z\). The \(E_z\) of [Ru\^(III\)](NH\(_3\))\(_6\)]\(^{3+}\)/[Ru\^(III\)](NH\(_3\))\(_6\)]\(^{2+}\) was calculated as \(-0.136 \pm 0.001\) V and \(-0.134 \pm 0.001\) V for \(f=5\) and 50–500 Hz, respectively. The peak current of \(i_{m-\text{ac-IP}}(t, \omega)\) (i.e., \(i_{m-\text{ac-IP}}(t, \omega)\)\(_\text{peak}\)) did not vary linearly with \(\sqrt{\omega}\) (Figure S1) because of the complex dependency of \(i_{m-\text{ac-IP}}(t, \omega)\) on \(\omega\) (Eq. S36). On the other hand, the profile of \(i_{m-\text{ac-OP}}(t, \omega)\), specially near to \(E_z\), systematically changed with increasing \(f\) (Figure 1[B]). After carefully inspecting Eq. S66, S67 and Figure 1[A, B], we speculated that non-linear \(C_{DL}(t, \omega)\), which can be considered here as constant phase element due to the presence of micro-roughness on WE, might be responsible for that strange feature of \(i_{m-\text{ac-OP}}(t, \omega)\). Figure 1[C] shows the trend of \(|i_{m-\text{ac}}(t, \omega)|\) in the studied frequencies and it showed linear dependency with neither \(C_0^*\) nor \(\sqrt{\omega}\) (Eq. 7, S36, S66–S68).

The calculated \(\varphi(\text{degree})\) was found to be varied in the range 75°–15° along \(E(t, \omega)\) for the studied frequencies (Figure 2[A]). It can be understood from Eq. S69, that the value of \(\varphi(\text{degree})\) was dependent on the relative ratio of \(\left(\frac{C_{DL}(t, \omega)}{M_{1, \text{ac}}(t, \omega)}\right)\) (Figure S2). Since, \(\cos\left[\frac{nF}{RT} \{E(t, \omega) - E_z\}\right] \neq 0\) for any value of \(E(t, \omega)\), thus the possibility for having \(\varphi = 45°\) raised only for \(C_{DL}(t, \omega) = 0\). Further, \(M_{1}(t, \omega)\) was always negative for all \(\omega\) and \(E(t, \omega)\); thus the spread of \(\varphi\) in higher and lower to 45° suggested that \(C_{DL}(t, \omega)\) changed its sign from positive to negative and then regained the positive values during the progress of \(E(t, \omega)\). This assumption was confirmed from experiments as shown in Figure 2[B]. When \(E(t, \omega) \gg E_z\), then \(C_{DL}(t, \omega)\) was positive and it represented the normal electrode-electrolyte interface. As \(E(t, \omega)\) approached to \(E_z\), \(C_{DL}(t, \omega)\) decreased to zero and further to negative values because, 1) the number of field oriented solvent
dipoles decreased in the polarized potential domain and 2) the dipoles were oriented along the direction of electric field, but redox reactions generated charge in the direction opposite to the electric field [89–91]. The \( \phi \) became minimum when \( \frac{C_{DL}(t, \omega)}{M(t, \omega)} \) became maximum i.e. at \( E(t, \omega) = E_z \). As \( E(t, \omega) \) went beyond \( E_z \), the redox reaction became polarized to the surface concentration of [Ru(NH\(_3\)]\(_6\)\(^{3+}\) and \( C_{DL}(t, \omega) \) again increased. When \( E(t, \omega) \ll E_z \), then \( C_{DL}(t, \omega) \) became again positive representing the steady orientation of the charge dipoles at the interface in line to the electric field. The negative capacitance, as also experienced recently by other researchers [89–91], in the range of \( E(t, \omega) \) near to \( E_z \) could easily explain the feature of \( i_{m-ac-OP}(t, \omega) \) (Figure 1[B] and Eq. S67). However, it needs more fundamental independent studies and thus beyond the scope of the present manuscript.

The total faradaic impedance \( (Z_f(t, \omega)) \) was also dependent on \( E(t, \omega) \) (Figure 2[C] and Figure S3). When \( E(t, \omega) \gg E_z \), then \( Z_f(t, \omega) \) was very high due to kinetic polarization. As \( E(t, \omega) \) approached to \( E_z \), the corresponding \( Z_f(t, \omega) \) decreased and faradaic reaction took place. \( Z_f(t, \omega) \) became minimum at \( E(t, \omega) = E_z \). As \( E(t, \omega) \) went beyond \( E_z \), the redox reaction became polarized to the concentration of [Ru(NH\(_3\)]\(_6\)\(^{3+}\) and thus \( Z_f(t, \omega) \) again increased. \( Z_f(t, \omega) \) was basically a linear combination of the charge-transfer resistance \( (R_{CT}) \) and Warburg impedance \( (W) \). At \( E(t, \omega) > E_z \), \( R_{CT} \) dominated, while \( W \) dominated at \( E(t, \omega) < E_z \). Further, \( Z_f(t, \omega) \) increased with decreasing \( f \), because the probability of the electrochemical charge transfer reaction increased at lower frequencies.

The peak amplitude \( (X_f(t, \omega)) \) of the fundamental component \( (m_1(t, \omega)) \) of ac voltammogram (Eq. S35) as a function of \( E(t, \omega) \) is shown in Figure 3[A]. It can be seen that the shape of \( X_f(t, \omega) \) was governed by the term \( \text{sech}^2 \\left[ \frac{\pi f}{2 E_z \omega} \left( E(t, \omega) - E_z \right) \right] \), and it was dependent on \( \omega \) in such a way that as \( \omega \) increased, the peak height of \( X_f(t, \omega) \) decreased. Figure 3[B](a) shows the sinusoidal progress of \( m_1(t, \omega) \) with respect to \( t \) for \( E(t, \omega) = -0.136 \) \( \text{V} \) and \( f = 5 \) Hz. Upon operating \( \delta D_f \) on \( m_1(t, \omega) \) we computationally derived the corresponding faradaic fundamental alternating current \( (i_{f-ac}(t, \omega)) \) (Figure 3[B](b)). It can be seen that the derived sinusoidal \( i_{f-ac}(t, \omega) \) was ahead in a phase by \( 45.3 \pm 0.1^\circ \) (theoretically it should be \( 45^\circ \) (Eq. 6, S35)) compared to \( m_1(t, \omega) \). It confirmed that our computational method was satisfactorily meeting the goal. Figure 3[C] shows the \( i_{f-ac}(t, \omega) \) as a function of \( E(t, \omega) \). By comparing Figure 1[C] with Figure 3[C], one can say that the \( i_{f-ac}(t, \omega) \) was relatively higher to the corresponding \( i_{m-ac}(t, \omega) \) for any \( E(t, \omega) \). It ensures that the current signal was diminished to an extent by the action of the negative double layer capacitances. We considered \( D_{\text{Ru(NH}_3)_6^{3+}} \) and \( D_{\text{Ru(NH}_3)_6^{2+}} \) as \( 7.1 \times 10^{-6} \) and \( 7.8 \times 10^{-6} \) \( \text{cm}^2\text{s}^{-1} \), respectively, and we calculated \( \xi \) as 0.954 [81, 82].

By using Eq. S16 and S35, we could compute the % variation in \( C_{\phi}(0, t, \omega) \) and \( C_{\phi}(0, t, \omega) \) relative to \( C_{\phi} \) for fundamental component of ac voltammetry (Figure 3[D]). Notably, here we did not consider the variation of the surface concentrations for the linear scan component. The
overall variation in $C_0(0, t, \omega)$ and $C_R(0, t, \omega)$ did not exceed ±0.004% relative to $C_0^+$ during the sine potential perturbations. The small change in $C_0(0, t, \omega)$ and $C_R(0, t, \omega)$ at $E(t, \omega) > E_z$ and $E(t, \omega) < E_z$ was attributed to the kinetic and concentration polarizations, respectively. The maximum change in the surface concentrations was observed at $E(t, \omega) \sim E_z$ and the extent of changes decreased as the duration of potential perturbation decreased (i.e. frequency of the perturbation increased).

Figure 4 shows [A, D] $i_{m-ac-op}(t, 2\omega)$, [B, F] $i_{m-ac-op}(t, 2\omega)$ and [C, F] $|i_{m-ac}(t, 2\omega)|$ of 5 mM [Ru(NH$_3$)$_5$]$^{2+}$ in 0.1 M KCl as a function of $E(t, \omega)$ for [A, B, C] $f=50$ Hz and $\Delta E=(i) 0.005$ V, (ii) 0.025 V, (iii) 0.050 V, (iv) 0.075 V, (v) 0.100 V, (vi) 0.125 V and for [D, E, F] $\Delta E=0.125$ V and $f=(i) 25$ Hz, (ii) 50 Hz, (iii) 75 Hz and (iv) 100 Hz. As expected from Eq. 10, S76, $i_{m-ac-op}(t, 2\omega)$, $i_{m-ac-op}(t, 2\omega)$ and $|i_{m-ac}(t, 2\omega)|$ all significantly increased with increasing $\Delta E$. The shape of the measured harmonic currents evolved with increasing $\Delta E$. In the contrast, only the shape of $i_{m-ac-op}(t, 2\omega)$ evolved with increasing $f$, insignificant changes were observed in $i_{m-ac-op}(t, 2\omega)$ and $|i_{m-ac}(t, 2\omega)|$ at different $f$ in the range 25–100 Hz. As discussed in the Section 1.2, $i_{m-ac-op}(t, 2\omega)$, $i_{m-ac-op}(t, 2\omega)$ and $|i_{m-ac}(t, 2\omega)|$ became zero at $E(t, \omega) = E_z$. Therefore, SHac voltammetry was indeed a good method to experimentally find the $E_z$ of an electrochemically reversible reaction.

Figure 5[A, B] show that $\varphi_{QHP}(degree)$ of $i_{m-ac}(t, 2\omega)$ with respect to $E(t, \omega)$ changed by ~180° at $E(t, \omega) = E_z$ irrespective of the value of [A] $\Delta E$ and [B] $f$. Thus it could represent the point of discontinuity (or singularity) at $E(t, \omega) = E_z$ and it was indeed another signature of $E_z$, which could be used to identify corresponding $E_z$ in a mixed redox system. As we discussed in the Section 1.2 that the singularity issue near to $E_z$ rendered us to calculate $X_1(t, \omega)$ directly from $i_{m-ac-op}(t, 2\omega)$ and $i_{m-ac-op}(t, 2\omega)$ in the entire range of $E(t, \omega)$. We adopted a
hybrid-experimental-computation method to calculate $X_2(t, \omega)$.

Figure 5[C] shows the measured (blue dots) and computed (red line) $X_2(t, \omega)$ at $\Delta E = 0.125$ V and $f = 50$ Hz. We have listed all the fitted parameters in Table S1 to confirm the suitability of the hybrid-experimental-computation method for this purpose. The deviations of the fitted parameters with the theoretically expected values might be many folds including the interference of $\Delta E$ and $f$ into the overall response. Figure S3 shows $X_2(t, \omega)$ with respect to $E(t, \omega)$ at different $[\Delta E(\omega)]$ and $[f(t)]$. $X_2(t, \omega)$ increased with increasing $\Delta E$, but $f$ had almost no influence on $X_2$. For all $\Delta E$ and $f$, $X_2(t, \omega)$ became zero at $E(t, \omega) = E_z$ and $\varphi_{SM}$ of $X_2(t, \omega)$ at peak positions i.e.; at $[E(t, \omega) - E_z] = \pm 1.317 \frac{RT}{nF}$ differed by 180°. Evidently, similar to $E_z$, the peak position was dependent on $\Delta E$ and $f$ because of the dependency of $E(t, \omega)$ on $\Delta E$ and $f$. Upon computationally operating $i_{\text{acc}}$ on $m_2(t, \omega)$ (Eq. S52), we numerically calculated $i_{\text{acc}}(t, 2\omega)$. Peaks of $X_2(t, \omega)$ for $\Delta E = 0.125$ V and $f = 50$ Hz were observed at $-0.074$ V and $-0.184$ V. Figure 5[D] shows $i_{\text{acc}}(t, 2\omega)$ as a function of $t$ at $E(t, \omega) = (i) -0.074$ V and (ii) $-0.184$ V for $\Delta E = 0.125$ V and $f = 50$ Hz. The phase difference of $i_{\text{acc}}(t, 2\omega)$ at the peak potentials was calculated as 180.2° ± 0.1° (theoretically it should be 180°) at any $t$ and it again proved the suitability of our computational method of analysis in the objective of this article. Figure 5 shows $i_{\text{acc}}(t, 2\omega)$ of 5 mM [Ru(NH$_3$)$_6$]$_{2+}$ in 0.1 M KCl as a function of $E(t, \omega)$ for $[\Delta E(\omega)]$ and $[f(t)]$. Comparing Figure 4[C, F] with Figure 5[E, F], one can say that $|i_{\text{acc}}(t, \omega)|$ was relatively higher to corresponding $|i_{\text{acc}}(t, \omega)|$ for any $E(t, \omega)$.

4 Conclusion

We have successfully used the theory of general fractional-order calculus to derive the working equations of ac and SHac voltammetry considering the non-local information of the surface concentrations of the analyte. We also explored the possible ways to extract some of the useful information about electrode-electrolyte interface in the potential range of analysis for an electrochemically reversible reaction. The simple potentiostat having inbuilt lock-in-amplifier was sufficient for this purpose. We were successful to numerically compute the true faradaic fundamental and second harmonic components of ac voltammogram, for an electrochemically reversible reaction by using our developed computational code with fractional calculus. That information was almost impossible or very difficult to measure through performing only experiments. Authors believe that the above discussed methodology is certainly exploring beyond the second harmonic and electrochemically reversible reaction.
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**ΔE** Amplitude of sine perturbation

**α** Order of Reimann-Liouville fractional integral operator

θ(t, ω) A dimensionless function of potential

ν Scan rate of the potential signal

ξ Dimensionless variable involving $D_O$ and $D_R$

ψ(degree) Phase shift between the $E(t, ω)$ and $i_{ac}(t, ω)$ in four-quadrants

χ(t, ω) A dimensionless current function used in the derivation

ψ(t, ω) Dimensionless ac response

ψ(f, ω) Laplace transformed form of ψ(t, ω)

**Special Note**

The computer program code related to this study can be shared on request to the corresponding author through email. The user will be responsible for its acknowledgement and further dissemination.
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