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ABSTRACT
Spectral and Pseudospectralmethods have been widely considered in diverse optimal control applications,
usually where energy optimisation is required. Although such methods are a good way to ensure a good
balance between performance and computational effort, in most of the literature, nominal mathematical
models are considered without taking into account possible dynamic deviations from the nominal case.
The main aim of this study is to propose a novel framework where spectral and pseudospectral prob-
lems include some structured uncertainty, achieving robust optimal control designs guaranteeing the ‘best
worst-case performance’. In this paper, the objective function used for optimisation is inspired by wave
energy converters. Two solution methodologies are developed. Firstly, an analytical solution, for circular
and convex polytopic uncertainty boundaries, is proposed. Then, a numerical formulation is introduced
to consider uncertainty sets of arbitrary shape, adding the ability to consider physical system constraints.
Finally, an application example shows the benefit of this new control formulation.
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1. Introduction

Spectral and pseudospectral methods, both members of the
family of Direct Transcription Methods, have been widely
reported in the bibliography in diverse optimal control appli-
cations, such as boundary value and eigenvalue problems, and
also objective function optimisation (maximisation or minimi-
sation). These methods discretise the problem and find approx-
imate solutions where the accuracy and performance can be
progressively improved by increasing the number of basis func-
tions (Genest & Ringwood, 2017). In addition, one reason for
the popularity of these methods is the user-selectable trade-off
between computational effort and solution precision. However,
to date, robust approaches, which allow for the description of
the systemwith dynamical uncertainty, are not available (Faedo,
Olaya, & Ringwood, 2017). On the other hand, indirect meth-
ods, which seek the optimal solution using analytical tools,
are problem-dependent, since they need a precise analytical
description. Furthermore, the region of convergence for the
optimal solution is typically small (Bacelli & Ringwood, 2015).

Spectral and pseudospectral methods are based on the
employment of the Mean-Weighted Residual (MWR) tech-
nique. The particular definition of the finite-dimensional
orthogonal set of test (or weight) functions ψi, used to solve
for the annulment of the so-called residual function, distin-
guishes spectral from pseudospectral methods. If the set of
test functions ψi are elements of the same set as the basis
functions φi which approximate the state vector of the system,
then the method is known as a spectral or Galerkin method.
On the other hand, if the test functions are translated Dirac-
Deltas δ(t − ti), the method takes the name of a pseudospectral,
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collocation, or interpolationmethod. However, common to both
approaches is the projection of the residual function onto the
set of test functions and, regardless of the basis functions
selected, is cancelled. A complete discussion of MWR tech-
niques can be found in (Finlayson & Scriven, 1966). Numerical
optimal control, utilising spectral and pseudospectral meth-
ods, is treated in depth by Fornberg (1996), Boyd (2001), and
Bacelli (2014). In Bacelli, Ringwood, and Gilloteaux (2011)
and Herber and Allison (2013), application examples of spec-
tral and pseudospectral methods, respectively, applied to the
wave energy application, can be found. The reader is referred
to Gong, Kang, and Ross (2006), Fahroo and Ross (2008), Ross
and Karpenko (2012), Liu and Li (2014), and Nikooeinejad,
Delavarkhalafi, and Heydari (2018) for further general control
applications employing spectral and pseudospectral methods.

For the growing area of Wave Energy Converter (WEC)
maximising control (Ringwood, Bacelli, & Fusco, 2014), spec-
tral and pseudospectral methods have been demonstrated to
be appealing. The features which make spectral and/or pseu-
dospectral methods useful in that application are worth high-
lighting. Firstly, the oscillatory nature that governs the problem
makes this approach interesting, since waves can be approx-
imately described as a multi-periodic process. With the pur-
pose of approximating the periodic nature of the problem,
the use of spectral and pseudospectral methods, with Fourier
and Chebyshev-Fourier basis functions, has been shown by
Bacelli and Ringwood (2015) andGenest and Ringwood (2017),
respectively. On the other hand, the use of these methods in
WEC control also has a significant impact on the simplifica-
tion of a convolution integral associatedwith the radiation force.
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In particular, as shown in Bacelli and Ringwood (2015), the
numerical computation of the convolution integral can be car-
ried out off-line, thus significantly reducing the computational
load when solving the nonlinear program. The final aspect that
makes the WEC control problem amenable, using MWR-based
methods, is the transformation of the integral objective function
that should be maximised. As will be shown later, the integral
objective function is significantly simplified by converting it into
an algebraic equation.

Although MWR-based methods have been widely used to
address different applications with linear and nonlinear descrip-
tions, most of the recent literature uses these methods in a non-
robust sense, without considering possible dynamic deviation
(uncertainties) from the nominal model (Faedo et al., 2017).
While adaptive control is a way to deal with possible uncertain-
ties, adaptive approaches do not give guarantees of convergence
as shown by Davidson, Genest, and Ringwood (2018). Fur-
thermore, while nonlinear approaches can deal with nonlinear
deviation from a linear model, these approaches depend on a
precise description of the nonlinear model and are often lim-
ited to specific aspects of control, which falls within the tradi-
tional category of regulatory/servo feedback control, for which
robust methodologies are available. Examples of the synthesis
of robust WEC controllers can be found in, for example, Fusco
and Ringwood (2014) and Wahyudie, Jama, and Saed (2015).

Considering the lack of robustness analysis for spectral and
pseudospectral methods in general control problems, and par-
ticularly for energy maximising performance objectives, this
paper redefines the spectral/pseudospectral control problem,
taking dynamical uncertainty into account. The objective of
the proposed framework is to ensure the ‘Best Worst-Case Per-
formance’ (Best-WCP).1 This involves the determination of a
control signal which minimises the performance degradation
in the objective function, when the system under study has
uncertainty in its description. Then, a procedure to solve this
new optimal problem is proposed, as well as a means to com-
pute its solution. Two methodologies are developed. Firstly, an
analytical and explicit solution for circular and convex poly-
topic uncertainty boundaries is proposed. Then, the scope of
the problem is extended via a numerical formulation to con-
sider uncertainty sets of arbitrary shape, also adding the ability
to consider physical system constraints.

The remainder of this paper is organised as follows. The
basics of spectral and pseudospectral control, and the deriva-
tion of the objective function are recalled in Section 2. Section 3
develops and solves the optimisation problem which will guar-
antee the Best-WCP condition. Section 4, using data for a spher-
ical WEC model, demonstrates an application example which
illustrates the benefit of this new control formulation in cases
where modelling errors typically arise. Finally, conclusions on
the overall application of the proposed method are provided in
Section 5.

2. Control problem preliminaries

The purpose of this section is to state the basic ideas that will be
used in the development of the robustmethod in Section 3.With
this aim, this section is divided into three stages. In Section 2.1,
general concepts around spectral and pseudospectral methods,

are recalled. The objective function is introduced and approx-
imated by the use of the methods presented in Section 2.1.
Finally, in Section 2.3, the optimal control results for the nomi-
nal case are shown. This section can be studied in-depth follow-
ing the development performed in Fornberg (1996) or Bacelli
and Ringwood (2015).

2.1 Spectral and pseudospectral methods

Spectral and pseudospectral methods are based on an approxi-
mation of the states and control variables into an n-dimensional
vector space spanned by an orthogonal basis of real functions
� = {φi}Ni=1. The system’s states and control are commonly
approximated as:

xi(t) ≈ xNi (t) =
N∑
j=1

φj(t)xij = �(t)x̂i (1a)

u(t) ≈ uN(t) =
N∑
j=1

φj(t)uj = �(t)û (1b)

with�(t) = [φ1(t) . . . φN(t)], an orthogonal set of basis func-
tions, x̂i = [xi1 . . . xiN]ᵀ ∈ R

N , and û = [u1 . . . uN]ᵀ ∈ R
N .

The sets of coefficients {xij} and {uj} are determined by forc-
ing the projection of the residual functions over the set of
test functions � = {ψj}Nj=1 to be zero. When ψj = δ(t − tj),
i.e. translated Dirac-Delta functions, then the method is called
pseudospectral, and guarantees the interpolation at tj.When the
set of test functions is defined by a truncated generalised Fourier
series and {φj} = {ψj} ∀j = 1, . . . ,N, the method is known as
spectral. In general, MWR-based methods can use a wide vari-
ety of test functions, depending on the suitability for particular
applications.

2.2 Objective function

As mentioned in Section 1, the objective function used in
WEC control has features that make it amenable to spec-
tral or pseudospectral methods. In order to introduce the
objective function used in this study, the WEC control basics
are recalled in the following. Note that the WEC modelling
assumptions considered in this section are consistent across
a wide variety of WEC energy-maximising model-based opti-
mal control applications presented in the literature, such as,
for example, Richter, Magaña, Sawodny, and Brekken (2014), Li
and Belmont (2014), Bacelli and Ringwood (2015), and Genest
and Ringwood (2016).

Considering that the WEC device is referenced from its
equilibrium position (still water level) in an undisturbed wave
field and immersed in an infinite-depth sea, the system is sub-
ject to fluid-structure interactions which are typically modelled
using potential flow theory. The fluid is assumed to be inviscid
and incompressible, and the flow is considered irrotational. By
applying Newton’s second law to theWEC device, the following
linear hydrodynamic formulation is obtained:

Mẍp(t) = Fb(t)+ Fr(t)+ Fe(t)+ u(t), (2)
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Figure 1. (a) A single-body floating system, oscillating in heave, is schematically depicted. The lower side of the power take-off is anchored to the sea bed, which provides
an absolute reference for device motion. Still water level is denoted by the acronym SWL. (b) Scheme of a general WEC device. Fe(t) represents the excitation force and
u(t) represents the control input. The outputs are the WEC position and velocity, xp(t) and v(t), respectively. The control objective is to capture the maximum possible
energy.

whereM is the mass of theWEC (system), Fb(t) the hydrostatic
restoring force, Fr(t) the radiation force, Fe(t) the wave exci-
tation force, u(t) the control force applied through the Power
Take-Off (PTO) system, and xp(t), ẋp(t) = v(t) and ẍp(t) are
the WEC position, velocity, and acceleration, respectively. Both
the excitation force and the control force are external forces act-
ing on the system. A single-body floating system, oscillating in
heave, is schematically depicted in Figure 1(a). The hydrostatic
force for a floating body is written as Fb(t) = ρg(Vi − V0),
where ρ is the water density, g is the acceleration due to gravity,
and Vi = V0 − Shxp(t) represents the immersed volume of the
WEC,withV0 the immersed volume at the equilibriumposition
and −Shxp a linear approximation of the additional immersed
volume, depending on the position of the system. The radiation
force Fr(t), which is modelled using linear potential theory, is

Fr(t) = −
∫ +∞
0

hr(τ )ẋp(t − τ) dτ −m∞ẍp(t), (3)

where m∞ > 0 represents the added mass at infinite fre-
quency and hr(t) is the (causal) radiation impulse response
(Falnes, 2002). In general, Fr(t), in Equation (3), is a damp-
ing/inertial force arising due to the fact that the device motion,
resulting in the production of radiated waves, is affected by
the surrounding fluid. Then, Equation (2) results in the lin-
earised equation of motion known as Cummins’ equation
(Cummins, 1962)

(M +m∞)ẍp(t)+
∫ +∞
0

hr(τ )ẋp(t − τ) dτ

+ shxp(t) = Fe(t)+ u(t), (4)

where sh = ρgSh ≥ 0 corresponds to the hydrostatic stiffness.
In addition, in Equation (4), the excitation force Fe(t) is related
to the incident surface elevation η(t) through an excitation ker-
nel function hex(t), particular to each specific WEC device.
Typically, hr(t) and hex(t) are calculated numerically using
boundary-element potential methods (Babarit & Delhom-
meau, 2015). Finally, the useful absorbed energy is extracted
from the relative displacement with an absolute reference for
device motion, usually the sea bottom, through the PTO sys-
tem. The reader is referred to Falnes (2002) for an exhaustive
description of WEC dynamics.

The useful absorbed energy over the time interval [0 T],
T> 0, can be calculated as the integral of converted power,
involving the control force u(t), applied through the PTO sys-
tem, and the velocity of the device v(t):

J ≡ E = −
∫ T

0
P dt = −

∫ T

0
vᵀ(t)u(t) dt. (5)

where E represents the absorbed energy, P the instantaneous
power, and u(t) and v(t), defined in Equation (2), are the con-
trol force and the WEC velocity, respectively, while the WEC
device is moving under the influence of the forces depicted
in Equation (4). Equation (5) defines the objective function J
used both in general WEC maximising control problems and
for this study. The method proposed in this study (Section 3)
can be applied to more generic cases in which the objective
function matches that presented in Equation (5). For example,
in a general electrical renewable energy application, e.g. solar
power maximisation, v(t) would be replaced by current, and
u(t) by voltage, in Equation (5). Figure 1(b) shows a general
WEC device where the objective is to capture the maximum
possible energy. Fe(t) represents the excitation force and u(t)
represents the control input. The outputs are the WEC position
and velocity, xp(t) and v(t), respectively.

Due to the orthogonality of the basis functions φj, the appli-
cation of spectral or pseudospectral approximation to the objec-
tive function J, as in Equation (1), results in:

J ≈ JN =
∫ T

0
ûᵀ�ᵀ(t)�(t)v̂ = −T

2
ûᵀv̂, (6)

where v̂ = [v1 v2 . . . vN]ᵀ ∈ R
N corresponds to the approxi-

mation of v(t), which can be obtained by a linear combination
of the approximate states x̂i defined in Equation (1a), and û =
[u1 u2 . . . uN]ᵀ is stated in Equation (1b). It can be easily
seen how the integral relationship becomes an algebraic one, as
shown in Equation (6).

Given the set� of basis functions, suppose that

�̇(t) = �(t)D,

whereD ∈ R
n×n, holds. Then

v̂ = Go(û+ ê), (7)
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where Go ∈ R
N×N , defined as the systemmodel, represents the

mapping between û+ ê, which is the approximation of the total
input force ui(t) = u(t)+ Fe(t), and v̂, which is the approxima-
tion of the output velocity v(t). Furthermore, in Equation (7),
ê = [e1 e2 . . . eN]ᵀ ∈ R

N , where ei, i ∈ {1, . . . ,N}, represent
the coefficients of the excitation force Fe(t) approximation on
the basis defined by �(t), i.e. Fe(t) ≈ �(t)ê, as shown for the
control signal u(t) in Equation (1b). The basis functions are
chosen such that Go satisfies

Go =
N/2⊕
k=1

[ Ro
k Io

k−Io
k Ro

k

]
, (8)

with Ro
k, Io

k ∈ R, Go ∈ R
N×N and the symbol

⊕
denotes the

direct sum of n matrices, i.e.
⊕n

i=1 Ai = diag{A1,A2, . . . ,An}.
Note that in Equation (8), without loss of generality, the number
of basis functions is taken to be even. For the particular case of
the Fourier basis, where

�(t) =
[
cos(ω0t) sin(ω0t) cos(2ω0t) sin(2ω0t)

. . . cos
(
N
2
ω0t

)
sin
(
N
2
ω0t

)]
, (9)

then,

Ro
k = Re{go(jωk)}, Io

k = Im{go(jωk)},
where go(jωk) represents the nominal frequency response of the
systemat frequenciesωk, if the system is defined by a set of linear
differential equations, andRe{·} and Im{·} are the real-part and
imaginary-part operators, respectively. It is important to note
that, due to the 2× 2 block diagonal nature of the representa-
tion, Go, defined in Equation (8), can be depicted in the plane
R× I .

Though not considered within this study, if the dynamics
of the system under analysis constitute a nonlinear mapping,
several techniques can be applied to obtain an approximate
representation in terms of Equation (8). For an in-depth discus-
sion about the approximation of nonlinear representations, the
reader is referred to Bacelli, Genest, and Ringwood (2015).

2.3 Nominal optimal solution

By substituting Equation (7) into the approximate absorbed
energy expression stated in Equation (6), the following equality
is obtained:

JN = −T
2
ûᵀGo(û+ ê), (10)

which is a quadratic function of the variable û. In essence, in
Equation (10), the state variables have been eliminated by sub-
stitution, and the optimisation is carried out over the control
variable û only. More importantly, the constrained optimisation
problem, given by the objective function describing the total
absorbed energy JN and the linear equality constraints describ-
ing the system dynamics in Equation (7), has been transformed
into an unconstrained quadratic program. Then, for the nomi-
nal model, if the concavity of Equation (10) can be guaranteed,
the maximisation problem can be solved as a feasible quadratic

programming problem. Thus, the concavity of JN defines the
feasibility condition. It is important to highlight that the con-
cavity condition holds for WEC control, due to the passivity
of the system (all terms in the diagonal of Go are positive);
thus, (Go + Gᵀ

o )
−1 is a positive definite matrix, guaranteeing

existence of a global maximum for Equation (10).
Therefore, the optimal formulation is stated as

û�o← max
∀ûo∈RN

JN , (11)

whereu�o, for the unconstrained quadratic problem,whichmax-
imises Equation (6), is then:

û�o = −(Go + Gᵀ
o )
−1Goê,

The expression in Equation (11) will be used in the robust for-
mulation in Section 3. Then, the optimal value of JN , when
Equation (11) is substituted in Equation (6), is:

J�N =
T
2
û�o

ᵀGo(û�o + e).

3. Generic solution foundations

The basics of spectral and pseudospectral methods, for the
nominal case, have been described in Section 2, showing the
application procedure of these techniques. To proceed with the
approach, it is necessary to have a precise description of the sys-
tem either in terms of its analytical description, i.e. in a general
sense as in Equation (1), or using the frequency response of the
system defined in Equation (8), when the basis functions are
defined as in Equation (9).

Nevertheless, in a more realistic situation, when the real sys-
tem G does not match the nominal one, a representation of
the real system can be obtained by the addition of a bounded
disturbance
 ∈ R

N×N :

G = Go +
,

where
must be properly structured, depending on the selected
basis functions, and takes the following form:


 =
N/2⊕
k=1

[
δRk δIk
−δIk δRk

]
,

which allows for the redefinition of the objective function:

JN = −T
2
ûᵀ

N/2⊕
k=1

([ Ro
k Io

k
−Io

k Ro
k

]
+
[
δRk δIk
−δIk δRk

])
(û+ ê).

(12)
For the Fourier basis,

g(jωk) = go(jωk)+ δk ⇔ δk = g(jωk)− go(jωk),

where δk ∈ C represents the uncertainty level at the frequency
ωk with δRk = Re{δk} and δIk = Im{δk}.

Without loss of generality, Figure 2(a) depicts the situation
for N= 2 and k ∈ {1, 2, 3}. In Figure 2(a), the black points rep-
resent the nominal model, the diamonds show the real system
location and the solid vectors (arrows) point to the nominal
model coordinate locations. The absolute value of the vectors
represents the magnitude of the system in the selected set of
basis functions.



1106 D. GARCIA-VIOLINI AND J. V. RINGWOOD

Figure 2. (a) The nominal model is represented by the solid black points. The dia-
monds show different possible locations for the real model G for k= 1,2 and 3.
(b) Best-WCP sketch when N= 1. The uncertainty is represented with the vari-
able ξ ∈ [ξmin, ξmax], while the objective function is illustratedwith the variable Jξ .
ξ = 0 represents thenominal case. Thedashedorange line represents theobjective
function valuewhen û�o is applied to the objective functionwhile ξ varies. The solid
blue line represents the use of a generic input û. The dotted yellow line represents
the effect of using a robust input û�r in terms of the Best-WCP.

3.1 Best-worst case performance

This study seeks an approach which restates the problem
defined in Equation (11) into a Non-Probabilistic Robust Opti-
misation Problem.

A sketch of the basic guidelines behind the formulation is
depicted in Figure 2(b) for N= 1. The uncertainty set is rep-
resented by the variable ξ ∈ [ξmin, ξmax], while the objective
function is illustrated by the variable Jξ . The intersection of each
line (solid, dashed and dotted) with the ξ = 0 axis indicates
the value of the objective function for the nominal case (empty
markers) while, on the left-hand side, ξ = ξmin, the WCP for
each signal is reached (filled markers). The dashed orange line
represents the objective function value when the nominal (non-
robust) optimal input û�o is applied to the objective function.
The solid blue line represents the case when a generic input û
is applied. Finally, the dotted yellow line represents the effect of
the use of a robust input û�r in terms of the Best-WCP, reach-
ing the optimal WCP value over all the possible values of ξ .
û�r minimises the losses in the cost function due to deviations
from the nominal case due to the uncertainty term. Figure 2(b)
shows how the use of a robust input, in terms of the Best-WCP,
gives better performance over the complete variation set. For the
nominal case, the dashed line reaches the optimal value (max-
imum) for the objective function Jξ . However, the use of û�o
can result in a significant performance deterioration, evenmak-
ing the captured power negative for some subset of ξ . For the
case of power production, negative values in the objective func-
tion means taking energy from the grid instead of providing it.
When û�r is used, there is a loss of performance in the nominal
case, although the overall performance is more even over the
uncertainty set.

Using the feasibility condition for the nominal case defined
in Section 2.3, the robust control statement can be defined as
shown below:

û�r ← max
û∈RN

min

∈U

JN , (13)

where U represents the set of all possible uncertainties. The last
definition is a robust quadratic formulation and,more generally,
can be rewritten into a minimax problem (Verdu & Poor, 1984).
Furthermore, the uncertainty set must be defined properly in

order to preserve the concavity and feasibility of the problem.
Some comments about the definition of this set will be made
in Section 3.2. On the other hand, as is usual in optimisation
problems, the formulation is open to the systematic inclusion of
constraints (equalities, inequalities, nonlinear constraints, etc).

Generally, the solution of robust optimisation problems
involves creating a deterministic equivalent problem called the
robust counterpart. This can be seen in Ben-Tal andNemirovski
(1998) and Ben-Tal, Nemirovski, and Roos (2002). Neverthe-
less, due to nonlinearities, if constraints are included in the
formulation, this approach does not have a robust counterpart
such as those mentioned in the bibliography. In addition, no
specific structure for the uncertainty set has been adopted; how-
ever, even if the uncertainty has a specific structure, the intro-
duced approach would still remain beyond the set of quadratic
robust problems typical of the literature (Gorissen, Yanıkoğlu,
& den Hertog, 2015; Marandi, Ben-Tal, den Hertog, & Melen-
berg, 2017).

Within this framework, in Sections 3.2–3.4, the optimal
problem is tackled in order to find a general solution in two dif-
ferent ways.When the uncertainty is structured via circular and
polytopic geometries, an analytical methodology is proposed.
Subsequently, a (suboptimal) numerical procedure, which can
be applied to any case, even to non-structured uncertainties,
is shown. A further advantage of the numerical approach is
that it can be easily extended to constrained cases, for example,
bounding the space of possible solution vectors û.

3.2 Generic solution foundations

Here, the problem stated in Equation (13) is solved using two
different methodologies: one analytical and one numerical. For
the analytical case, circular and polytopic uncertainty structures
are addressed. In a discrete sense, by the use of a grid over the
uncertainty set, for general uncertainty structures, a numerical
but suboptimal solution approach is proposed.Although subop-
timal, the solution of the numerical approach can be arbitrar-
ily improved by an iterative refining process. In addition, this
approach allows for the inclusion of constraints to the control
formulation.

3.2.1 General comments
The general objective function, stated as in Equation (12), can
be rewritten as follows:

JN = −T
2

⎛
⎝ûᵀ

N/2⊕
k=1

[
ek + uk e2k + u2k
e2k + u2k −(ek + uk)

]
δ̄ + f (ê, û)

⎞
⎠ ,

(14)
with δ̄ = [δR1 δI1 . . . δRN/2 δIN/2] and

f (ê, û) =
N/2∑
k=1
(e2k + u2k)(Io

ku2k−1 +Ro
ku2k)

− (e2k−1 + u2k−1)(Io
ku2k −Ro

ku2k−1),

which shows that JN is affine in δ̄. Then, the solution of the opti-
mal formulation is reached on the convex hull of the uncertainty
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set. Furthermore, when the uncertainty is structured as a con-
vex polytope, if the optimal solution exists, it will be at one of
the vertices of the polytope (Boyd & Vandenberghe, 2004).

Figure 3(a,b) show two different examples of boundary
schemes used in this study, a convex polytope (specifically a
square) and a circle, respectively. The set of all possible loca-
tions of the real system is given by Pk, where the points on
and within the hull of the geometry are included. In particular,
(Rk, Ik) represents the location of the real system within the
geometry, while (Ro

k, Io
k ) is the location of the nominal system,

as illustrated in Figure 3(a,b).
In the case of the convex polytope, as shown in Figure 3(a),

the geometry is defined by the set of vertices {δ̂1k δ̂2k . . . δ̂
pk
k },

where pk defines the number of vertices of the polytope used
in case k. Hence, each δ̂jk = (δ̂R

j

k , δ̂I j

k ) is defined such that the
bounds of the real system at the vertices are R̄j

k = Ro
k + δ̂R

j

k
and Ī j

k = Io
k + δ̂I

j

k , with j = 1, . . . , pk.
The circular case, depicted in Figure 3(b), can be defined in

terms of a radius 0 ≤ ρk ≤ ρ̄k and an angle 0 ≤ θk < 2π , thus

δRk = Re{ρk ejθk}, δIk = Im{ρk ejθk},
whichmust be repeated for each k-block in Equation (12). Then,
for both cases (polytope and circle),

Rk = Ro
k + δRk , Ik = Io

k + δIk ,

where (δRk , δIk ) represents the deviation from the nominal
model and (Rk, Ik) ∈ Pk. On the other hand, Equation (12) can
be expressed as:

JN = −T
2

N/2∑
k=1

Rk(u22k−1 + u22k)+ u2k(e2kRk − e2k−1Ik)

+ u2k−1(e2kIk − e2k−1Rk). (15)

The expression in Equation (15) shows that the problem con-
cavity will be consistent (for both nominal and real system) with
the sign of eachRk. Thus,

Rk = Ro
k + δRk > 0. (16)

Equation (16) explicitly shows the feasibility condition men-
tioned in Section 2.3, for both the nominal (δRk = 0) and robust

Figure 3. Twodifferent boundaries for the uncertainty set. The real value (Rk ,Ik)
(�), is inside the boundary. The nominal value is, in (a) and (b), at (Ro

k ,Io
k ). (a)

Convex polytopic set. (b) Convex and circular set.

(δRk �= 0) cases. If Rk > 0, then concavity is guaranteed, and
thus the maximisation problem stated in Equation (10), as a
quadratic programming problem, has a feasible formulation and
an optimal solution.

Finally, if the optimal solution can be expressed as:

û� =
N/2⊕
k=1
−1
2

⎡
⎢⎣ 1

Ik
Rk

− Ik
Rk

1

⎤
⎥⎦ ê⇔ ∂JN

∂û

∣∣∣∣
û=û�
= 0 (17)

then, by substituting û� from Equation (17) into Equation (12),

J�N =
T
8

N/2∑
k=1

(R2
k + I2

k )(e
2
2k−1 + e22k)

Rk
. (18)

In Sections 3.3 and 3.4, two solution methodologies for the
Best-WCP are developed. The first, in Section 3.3, based on
an analytic approach (which given some insight into the work-
ings), is limited to circular and polytopic convex boundaries,
and cannot consider system physical constraints. In Section 3.4,
the scope of the problem is extended in the numerical formula-
tion to consider uncertainty sets of arbitrary shape, adding the
ability to consider physical system constraints.

3.3 Analytical solution approach

3.3.1 Circular boundary
Due to the fact that the worst case solution will be reached on
the hull of the circle (ρk = ρ̄k), as shown in Equation (14), Rk
and Ik can be replaced by:

Rk = Ro
k + δRk = Ro

k + ρ̄k cos θk
Ik = Io

k + δIk = Io
k + ρ̄k sin θk

Replacing these definitions in Equation (18), get:

J�N(θ1, . . . , θN
2
)

= T
8

N/2∑
k=1

[Ro
k
2 + Io

k
2 + 2ρ̄k(Ro

k cos θk + Io
k sin θk)+ρ̄2k ](e22k−1 + e22k)

Ro
k + ρ̄k cos θk

, (19)

and

û�r =
N/2⊕
j=1
−1
2

[
1 B�k−B�k 1

]
, where B�k =

Io
k + ρ̄k sin θk�

Ro
k + ρ̄k cos θk�

.

(20)
To obtain the Best-WCP, the minimum value of the expression
in Equation (19) is studied:

∂J�N
∂θk
= T

8

ρ̄k[(ρ̄2k + Io
k
2 −Ro

k
2) sin θk

+2Ro
kIo

k cos θk + 2ρ̄kIo
k ]

(Rk + ρ̄k cos θk)2
.

Thus,

∂J�N
∂θk

∣∣∣∣
θk=θ�k

= 0⇒ ∂J�N
∂θk
= 0⇔ (ρ̄2k + Io

k
2 −Ro

k
2
) sin θ�k

+ 2Ro
kIo

k cos θ
�
k + 2ρ̄kIo

k = 0
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Figure 4. Example of the robust procedure application, for the circular case, when

N= 2,Ro
k = Io

k = 1, ê = [
√
(2)
2

√
(2)
2 ]ᵀ , and ρ̄ = 0.5. (a) Performance JN over the

complete variation set. (b) JN is depicted over the hull (ρ = ρ̄), illustrated in (a)with
the blue solid line. In both cases, (a) and (b), when θ = θ� = 4.32 and JN(θ�) =
0.29, the WCP is highlighted with a solid dot.

θ�k =
c3k√

c1k
2 + c2k

2
− arctan

c1k
c2k
, (21)

with

c1k = 2Io
kRo

k, c2k = ρ̄2k + Io
k −Ro

k
2, c3k = −2ρ̄kIo

k ,

which gives the location for θk where JN reaches the minimum
over U .

Replacing Equation (21) in (20), the input û�r that guarantees
the Best-WCP is obtained. Finally, the Best-WCP is given by:

JWCP
N = J�N(θ

�
1 , . . . , θ

�
N/2)

Figure 4 shows an example of the robust procedure appli-
cation, for the circular case, when N= 2, Ro

k = Io
k = 1, ê =

[
√
(2)
2

√
(2)
2 ]ᵀ (‖ê‖2 = 1), and ρ̄ = 0.5. In Figure 4(a), the per-

formance JN , over the complete variation set, is shown. In
Figure 4(b), JN is depicted over the hull (ρ = ρ̄). In both
cases, when θ = θ� = 4.32 and JN(θ�) = 0.29, theWCP is high-
lighted with a solid dot. Finally, û�r = [−0.5893 − 0.1179]ᵀ.

3.3.2 Polytopic boundary
For the polytopic boundary, if the optimal solution exists, it will
be on a vertex of the polytope. Then, for each Pk defined in
Section 3.2.1, using Equation (18)

(Rj�
k , I

j�
k )← j�k← argmin

jk=1,...,pk
J�N

∣∣∣∣∣Rk=R̄j
k, Ik=Ī

j
k

,

for jk = 1, . . . , pk and k ∈ {1, . . . ,N/2}. Defining the vertex for
each kwhere the Best-WCP is reached, Equation (17) is used for
the computation of û�r . Then,

JWCP
N = J�N(Rj�

k , I
j�
k , . . . ,R

j�
N/2, I

j�
N/2).

Figure 5 shows an example of the robust procedure applica-
tion, for the polytopic case, when N= 2, Ro

k = Io
k = 1, and

ê = [
√
(2)
2

√
(2)
2 ]ᵀ (‖ê‖2 = 1). In Figure 5(a), the performance

JN , over the complete variation set, is shown. In Figure 5(b), JN
is depicted over the hull (ρ = ρ̄). In both cases, when θ = θ� =
4.32 and JN(θ�) = 0.29, theWCP is highlightedwith a solid dot.
Finally, û�r = [−0.7071 0]ᵀ.

Figure 5. Example of the robust procedure application, for the polytopic case,

when N= 2, Ro
k = Io

k = 1, and ê = [
√
(2)
2

√
(2)
2 ]ᵀ . (a) Performance JN over the

complete variation set. (b) JN is depicted over the hull, where the segments, illus-
trated with different line styles and colours, are indicated in (a). In both cases, (a)
and (b), the WCP is highlighted with a solid dot.

3.4 Numerical approach and custom bounding

In order to pose the problem in a standard form, Equation (13)
is rewritten into a minimax framework:

û�r ← max
û∈RN

min

∈U

JN = min
û∈RN

max

∈U
−JN .

To proceed with the numerical approach for the solution, the
uncertainty space is discretised. Figure 6 shows different possi-
ble uncertainty sets and their discretisation in the planeR− I .
From the discussion in Section 3.2.1 and Equation (14), some
comments can be made for Figure 6(a–d):

(a) Non-polytopic convex set. Since the solution will be
reached on the hull, then, the discretisation is focussed on
the external points of the set. As the mesh is refined, the
solution approaches the optimal value.

(b) Polytopic convex set. The solution will be on the vertices
that define the set. Only the vertices should be taken into
account in the discretisation. The solution will be exact
(optimal).

(c) Non-convex polytopic set. In general, for non-convex
structures (polytopic or non-polytopic) the optimal solu-
tion will be reached on the convex hull. For non-convex
polytopes, the convex vertices should be only considered
and, in this case, the solution will be exact (optimal).

(d) Arbitrary points set. The problem can be solved for an arbi-
trary set of points. The solution will be optimal over the set
points.

Once the discretisation is carried out, then the problem is
restated in terms of the discretised grid:

min
û∈RN

max

i∈U

T
2
ûᵀGi(û+ ê),

with Gi = Go +
i, where 
i is the perturbation associated at
each i-point selected for the grid.

In Figure 6(a–d), the small empty circles define a general
grid, the large empty circles are points on the hull, and the solid
green points should be in the discretisation. Following these
specifications, the problem can be properly formulated in the
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Figure 6. Different possible uncertainty sets and their meshing in the planeR− I . (a) Non-polytopic convex set. (b) Polytopic convex set. (c) Non-convex polytopic set.
(d) Arbitrary points set. In (a)–(d), the small empty circles define a general grid, the large empty circles are points on the hull, and the solid green points are those that
should be in the discretisation.

standard minimax form:

min
û∈RN

max
i

Fi(û)

subject to C(û),
(22)

where Fi(û) = (T/2)ûᵀGi(û+ ê), and C(û) is a set of con-
straints. When numerical solvers are used to compute the opti-
mal solution of the problem stated in Equation (22), constraints
can be straightforwardly included in the formulation. However,
the analytical approach for the constrained case is beyond the
scope of this study.

3.5 Practical aspects

Some practical aspects need to be highlighted:

SpectrumDefinition. Themethod gives a procedure to com-
pute the optimal input signal û�r (u�r (t)), but also provides
an uncertainty-based criterion on how to select the spectral
components.When the spectral components are defined as
in Section 3, in order to guarantee a feasible optimisation
problem, the feasibility condition stated in Equation (16)
must hold. Thus, spectral components that do not meet the
feasibility condition must be removed from the set of basis
functions.
Extreme Best-WCP. When the feasibility condition stated
in Equation (16) is close to being violated, in other words,
i.e. a high uncertainty level is present, the proposedmethod
guarantees a minimum zero WCP. Using an approach
exclusively based on the nominal model, there are no guar-
antees about the WCP, with the added risk of generating
negative energy. Under the robust formulation, in order
to avoid negative energy levels in extreme cases, the input
signal is set to zero.
Discretisation Dependence on Uncertainty Level. When the
problem is addressed using the numerical approach and
the uncertainty set is non-polytopic, the mesh refinement
should increase with the uncertainty level.
Uncertainty Estimation. The uncertainty set can be esti-
mated in experimental data, nonlinearities, or parametric
uncertainty in the physical parameters of the system, or
a combination of these uncertainty sources. For a fur-
ther description of different uncertainty sources, the reader

is referred to Giorgi, Davidson, and Ringwood (2016)
and Giorgi, Davidson, Jakobsen, Kramer, and Ring-
wood (2018) for experimental data uncertainty sources; to
Penalba, Mérigaud, Gilloteaux, and Ringwood (2017) and
Bacelli, Coe, Patterson, and Wilson (2017) for nonlinear
uncertainty sources; and to Davidson, Giorgi, and Ring-
wood (2015) for physical parametric uncertainty sources.
In addition, an important uncertainty source is related to
excitation force estimation and forecasting. This uncer-
tainty source is not considered in this study, since the
inclusion of Fe(t) estimation/forecasting errors leads to a
different optimisation scenario, but will be the subject of a
future study.

4. Application example

This section shows an application example of the robust frame-
work introduced in Section 3. Considering that the proposed
approach is based on a feedforward (FF) controller structure, a
spectral non-robust FF controller (Bacelli & Ringwood, 2015)
is used as a benchmark to allow a comparison with the results
obtained with the presented robust FF controller. In the com-
parison, the robustness of each controller, in terms of the
obtained worst-case performance, is assessed. Additionally, dif-
ferent uncertainty boundaries are used in this application exam-
ple, showing the trade-off between conservativeness and system
performance. To focus on the control problem, which is the
main driver of this study, perfect knowledge of the wave exci-
tation force is assumed.2 Additionally, for the sake of clarity
in the results, second order Fourier basis functions are used as
projection space defined by� (see Section 2).

The application example is based on a sphericalWECmodel,
as shown in Figure 7(a) (Falnes, 2002). The radius and mass
of the device are 5m and 33,543 kg, respectively. The system
input and output are the total input force ui(t) = Fe(t)+ u(t)
and the device velocity v(t), respectively, which are both defined
with respect to the vertical axis. The block scheme is shown in
Figure 7(b), where the controller block (which uses the excita-
tion force Fe(t) to compute the control signal u(t) for maximis-
ing the absorbed energy), the free surface elevation η(n), the
family ofmodels g(ω), and themapping ge(ω) from η(t) to Fe(t)
are shown.
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Figure 7. (a) Physical model of the spherical WEC. (b) System block scheme of the
spherical WEC and controller, where the WEC total input force is ui(t) = Fe(t)+
u(t), theWEC output considered is the device velocity v(t), and η(t) represents the
free surface elevation. The controller block is shown,which uses the excitation force
Fe(t) to compute the control signal u(t).

The data for the family of models g(ω), used in the applica-
tion example, is generated using the boundary elementmethod-
based environment NEMOH (Babarit & Delhommeau, 2015;
LHEEA, NEMOH-Presentation, 2017), obtaining the model
frequency response at different operating points by varying
the displacement d ∈ [−1, 1], which represents the distance
between the still water level and the center of the sphere
(Figure 7(a)). For each d, a different frequency response is gener-
ated, obtaining a family of models for each particular frequency
ω. Figure 8 shows the different frequency response, for each
d, from the total input force ui(t) = Fe(t)+ u(t) to the veloc-
ity v(t). The excitation force Fe(t) is determined from the free
surface elevation η(t), which is based on a JONSWAP spec-
trum (Hasselmann et al., 1973), Jη(ω), and ge(ω), where ge(ω)
is obtained from NEMOH, as shown in Figure 7(b). The sea
state parameters used in this study for Jη(ω) are a peak period
Tp = 8 s, significant wave height Hs = 2.5m, and a steepness
parameter γ = 3.3. In Figure 9, the dashed blue line illustrates
|Fe(ω)| = |ge(ω)||Jη(ω)| and the solid orange line represents the
normalised magnitude:

|ḡo(ω)| = |go(ω)|
max{|go(ω)|} max{|Fe(ω)|}, (23)

where go(ω) indicates the frequency response for the device
when d= 0m and the operator max{·} returns the maximum
value of the function over the domain, in this case, ω. The nor-
malisation ḡo(ω), expressed in Equation (23), is used to show
how the system resonance frequency impacts on the result-
ing performance. The dotted red line, in Figure 9, shows the
relationship |Fe(ω)ḡo(ω)|, which articulates the complete nor-
malised model from wave (η(t)) to device motion (v(t)). The
normalised magnitude, illustrated with the dotted red line in
Figure 9, shows the most sensitive points in terms of the result-
ing performance at ω ≈ 0.8 rad/s, due to the Fe(t) spectral
distribution, and ω ≈ 1.85 rad/s, due to system resonance fre-
quency.

This illustrative study is made assuming N= 2 (û�o, û�r , ê ∈
R
2 and G, Go ∈ R

2×2) and using the Fourier basis functions:

�(t) = [cos(ωt) sin(ωt)]

Given that, for this example, the excitation force is parametrised
with two basis functions, i.e. a monochromatic approximation,
and in order to get non-null projections over each basis func-
tion, for illustrative proposes,π/4 rad/s was used as initial phase
for the representation of Fe(t). Different selections for the initial
phasewill impact on the coordinate locations (coefficients of the
approximation) of the control signal, but not on the absorbed
energy. Each robust (û�r ) and the nominal input (û�o) is com-
puted for each frequency individually within the range ω ∈
[0, 10] rad/s, with the most significant results at [0.4, 2] rad/s.

4.1 Illustrative results

In this section, the results obtained with the proposed (robust)
approach are compared with those obtained with an equiva-
lent non-robust approach (Bacelli &Ringwood, 2015).Note that
both approaches are based on feedforward control structures.

Figure 10 shows the results for the robust controller and
the comparison with the nominal approach, when the uncer-
tainty set is defined by variations in d. For the caseω� = 2 rad/s,
Figure 10(a) shows the uncertainty set, depicted by the violet

Figure 8. Frequency response for g(jω) by varying the difference d ∈ [−1, 1].
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Figure 9. The magnitude |Fe(ω)| is represented with the dashed blue line. The normalised magnitude ḡo(ω) is depicted with the solid yellow line. The dotted red line
represents the magnitude |Fe(ω)ḡo(ω)|.

Figure 10. (a) Uncertainty set and different boundaries. (b) TheWCP using the different inputs û�r and û
�
o , with a close-up atω ∈ [1.4, 2.0] rad/s. (c) Coordinates location

of û�r and û
�
o , where the solid and dashed lines represent the first and the second coordinate of the inputs (û

�
o and û

�
r ), respectively. The legend in (c) also applies for (b)

and (c).

diamonds, used as an arbitrary point set (g(ω�)) for the numer-
ical approach, and three different uncertainty boundaries for the
analytical solution: (1) a large circular boundary, represented by
the blue circle, (2) a smaller circular boundary, illustrated by the
orange circle, and (3) a square polytope, depicted by the yellow
square. In addition, in Figure 10(a),

(1) the blue dot marker represents the location of the model
when d= 0 (go(ω�)), which is also the centre of the large
circular boundary used in the comparison;

(2) the orange circularmarker represents the centre of themin-
imum radius circle (gMRC(ω

�)) which contains all the violet
diamonds, which is the smaller circular boundary used in
the comparison;

(3) the black square marker represents the centre of the square
polytope (gsqr(ω�)); and

(4) the violet diamonds represents the real location for each d
value (g(ω�));

Figure 10(b) shows the WCP obtained when each input û�r
and û�o, computed for each respective boundary, applied to the
complete set of models using, for the computation of the nomi-
nal input û�o, the set defined by go(ω). In Figure 10(b), theWCP
is plotted using:

(1) the green line with empty star markers for the WCP,
obtained when û�o is applied to the complete variation set
(analytical solution);
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(2) the blue line with dot markers, when û�r is computed
using the large circular boundary (analytical solution) and
applied to the complete variation set;

(3) the orange line with circularmarkers, when û�r is computed
using the small circular boundary (analytical solution) and
applied to the complete variation set;

(4) the yellow line with square markers, when û�r is computed
using the square polytope boundary (analytical solution)
and applied to the complete variation set; and

(5) the violet line with diamondmarkers, when û�r is computed
using the set of arbitrary points defined with diamonds
in Figure 10(a) (numerical solution) and applied to the
complete variation set.

Using the same marker code as in Figure 10(b,c) shows the
coordinate location for û�o, and the different robust inputs û�r .

4.2 Results analysis

Comparing the results of the two circular cases in Figure 10(b),
the impact of the size of the boundaries, i.e. the conservative-
ness of the boundary, on the resulting performance, is high-
lighted. The larger the boundary is, the more conservative the
approach, and the lower the consequent performance, as might
be expected. Additionally, the violet line with diamond mark-
ers in Figure 10(b), when the robust approach is applied when
considering the precise set of point which defines the uncer-
tainty set, shows how the performance is improved by selecting
non-conservative (or less conservative) boundaries.

On the other hand, Figure 10(b) shows that the robust
approach never results in the consumption of power. However,
the nominal controller results in negative energy, as shown in
Figure 10(b), around ω = 1.85 rad/s.

Finally, Figure 10(b) shows the most sensitive points, at ω ≈
0.8 rad/s and ω ≈ 1.85 rad/s, which can also be observed in
Figure 9. The first point, at ω ≈ 0.8 rad/s, is related to the fre-
quency band with the largest power density for the excitation
force Fe(ω), depicted in Figure 9 with the blue line. The sec-
ond point, at ω ≈ 1.85 rad/s, is related to the device resonance
frequency, illustrated in Figure 9 with the solid yellow line.

5. Conclusion

This study proposes a novel framework for computing and solv-
ing spectral and pseudospectral energy-related optimal control
formulations in a robust sense, in terms of the Best-WCP. The
case of an absorbed energy objective function is considered,
showing the concavity condition that allows for a robust for-
mulation. An analytical and explicit approach is introduced for
structured cases, while a numerical approach allows an exten-
sion of the uncertainty bound to any set, as well as the inclusion
of constraints. Furthermore, a set of practical hints are provided
to properly handle uncertainty boundaries. For the numerical
approach, this study shows how to correctly select themesh size,
showing four general different cases: non-polytopic convex sets,
polytopic convex sets, non-convex polytopic sets, and arbitrary
point sets. Furthermore, when the solution is suboptimal, the
procedure to improve the grid and bring the solution closer to
the optimal is indicated.

The application example shows how the robust approach
for the WEC case ensures that the resulting absorbed power
will not be negative, guaranteeing positive generated energy.
The conservativeness can be improved by a closer fitting of the
uncertainty boundary. In this sense, this study shows how a cor-
rect uncertainty bound can significantly improve the results.
Different bounds are considered in this study, including the one
that exactlymatches the true system, go(ω). For the bound based
on go(ω), a circle containing the complete uncertainty set is
introduced. With this, Section 4 shows how the adaptation of
the bound can considerably improve the performance obtained,
due to the reduction in conservativeness. Furthermore, due to
the realistic spectral definition of Fe(t), the application example
exposes the sensitivity of the obtained performance to the exci-
tation force spectrum of both the robust case, considering each
different uncertainty boundary, and the non-robust case.

Finally, this study shows how the lack of uncertainty con-
sideration in the problem statement can result in negative
generated energy. The application of a nominal controller is
compared with the robust approach, showing significant per-
formance degradation for the nominal case against the robust
approach. Moreover, the robust approach provides convergence
guarantees to the Best-WCP, ensuring better performance for
any model within the uncertainty bound.

Notes

1. The proposed framework is an intermediate step in a number of imple-
mentable feedforward control strategies such as, for example, strategies
based on receding horizon control (Bacelli & Ringwood, 2015; Genest
& Ringwood, 2017).

2. Note that this is a relatively standard assumption in the WEC control
literature (Faedo et al., 2017).
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