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During the development and optimisation of wave energy converters, numerical wave tanks are useful tools, providing
detailed insight into the hydrodynamic performance of devices. Specifically, computational fluid dynamics (CFD)-based
numerical wave tanks (CNWTs) can deliver high-fidelity, high-resolution results for a wide range of test conditions. However,
CNWTs come at significant computational cost and require more man-hours during model setup, compared to lower-fidelity,
frequency domain-based models. The computational costs can only be significantly decreased by improving the numerical
solvers or by increasing expenditure on computational power. The required man-hours for the model setup, however, can
be reduced by streamlining the setup of CNWTs. To this end, the formulation of best-practice guidelines can expedite this
streamlining. A step toward such best-practice guidelines is blind tests. This paper presents the CNWT used for the authors’
contribution to the Collaborative Computational Project in Wave–Structure Interaction (CCP-WSI) Blind Test Series 3. In
the employed numerical wave tanks, a self-calibrating impulse source wave maker is implemented for wave generation. In
addition to the numerical results, and the comparison with the recently disclosed experimental data, the paper presents the
spatial and temporal convergence studies, as well as results for the numerical wave maker calibration. The numerical results
show average deviations with the experimental data of less than 10%. Furthermore, a correlation between the accuracy of
the numerical replication of the wave and the agreement between numerical and experimental device motion is highlighted.

INTRODUCTION

In recent years, growing concerns of human-induced global
warming have fueled the R&D of novel technologies to har-
ness renewable energy resources. Among these resources, marine
renewable energies (MREs), and specifically ocean wave energy,
show significant potential to contribute to the global energy sup-
ply (Falcão, 2010). The harsh ocean environment, in which wave
energy converters (WECs) are deployed, poses challenges to the
R&D of these devices. Although the energy resource is free, to
be commercially viable, the price of the produced energy from a
WEC, stemming from capital, operational, and maintenance costs,
must be minimised.

To drive down the cost of the produced energy, optimisation
of the WEC devices is required, for which numerical wave tanks
(NWTs) are a valuable tool. Depending on the implemented equa-
tions for the solution of the wave–structure interaction (WSI)
problem, different levels of fidelity, at different levels of computa-
tional cost, can be achieved (Penalba et al., 2017). Lower-fidelity
models, implementing methods based on the Laplace equation
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and, thus, assuming inviscid and irrotational fluids, are associ-
ated with minimal computational cost and are valuable tools for
parametric studies or optimisation algorithms. However, due to
the required linearisation of the hydrodynamic equations, lower-
fidelity models are only valid when considering linear conditions,
i.e., small amplitude waves and device motions. Still assuming
irrotational and inviscid fluid, non-linear free-surface deforma-
tions can be captured in fully non-linear potential flow solvers,
such as OceanWave3D (Engsig-Karup et al., 2009). Furthermore,
linear models can be extended to capture non-linear effects, such
as viscous drag (Morison et al., 1950) or non-linear Froude–
Krylov forces (Babarit et al., 2010).

Higher-fidelity NWTs, such as CFD-based numerical wave
tanks (CNWTs), are inherently able to capture all relevant hydro-
dynamic non-linearities (viscous and rotational fluids, turbulent
effects, non-linear free-surface deformation, etc.), by numerically
solving the Reynolds-averaged Navier–Stokes (RANS) equations.
Thus, CNWTs are valid over a wide range of test conditions and
are particularly valuable when modelling WECs under controlled
conditions (Davidson et al., 2019), where an energy-maximising
controller drives the WEC into resonance with the incident wave,
resulting in enhanced device motion, beyond the limit of linear
hydrodynamic model validity.

Although high-fidelity hydrodynamic models, such as CNWTs,
are essential when modelling non-linear WSI for which linear
hydrodynamic models are relatively inaccurate, CNWT models
are not yet widely used in the MRE field, due to relatively long
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run times, the need for specialised CFD expertise and substan-
tial man-hours for the model setup, as well as a lack of con-
fidence in some aspects of CNWT models. The latter can stem
from uncertainty in the appropriate use of turbulence models, or
time-consuming validation studies against possibly inapt experi-
mental data sets. While the run times will always be significantly
longer than those for lower-fidelity models, the setup of CNWT
models can be improved by defining guidelines and standards for
CNWTs in MRE applications.

One step towards such guidelines and standards is administer-
ing blind tests for model validation. High-quality experiments in
physical wave tanks (PWTs) are performed, and relevant mea-
surements (e.g., free-surface elevation (FSE) and device motion)
are recorded. Participants of the blind tests are given information
on the physical setup (tank dimensions, measurement location,
body mass, etc.) to replicate the experiment with their CNWT.
The results of the CNWT simulations (e.g., FSE and device
motion) are then submitted for a blind comparison to the refer-
ence results from the PWT experiments. This procedure prevents
tuning of numerical models to fit pre-known PWT test results,
thereby undermining the confidence and generalisation ability of
the CNWT. Recently, a series of blind tests has been conducted as
part of the Collaborative Computational Project in Wave–Structure
Interaction (CCP-WSI) (Ransley et al., 2019, 2020).

In this paper, the numerical model for the authors’ contribution
to the CCP-WSI Blind Test Series 3 is presented, and the sim-
ulation results are compared to the recently released PWT data.
The test series considers a moving, WEC-like structure exposed
to focused waves. The CNWT is implemented in the open-source
CFD software OpenFOAM (Weller et al., 1998). Waves are gen-
erated using a recently developed, self-calibrating, impulse source
wave maker (Schmitt et al., 2019). In addition to the numerical
results and the comparison to the recently disclosed experimental
data, the paper presents the spatial and temporal convergence stud-
ies, as well as results for the numerical wave maker calibration.
The comparative analysis of the simulation results, submitted by
all Blind Test participants, can be found in Ransley et al. (2020).

Outline of Paper

The remainder of this paper is organised as follows: The setup
of the PWT tests is described briefly in the section PWT Tests.
Next, in the CNWT Setup section, the setup of the CNWT is
presented. The governing equations, as well as details on the
implemented wave generation and absorption method, are given.
Furthermore, convergence studies of the problem discretisation
(spatially and temporally) are presented, and the necessity of tur-
bulence modelling is discussed. Results of the CNWT simula-
tions, together with the PWT data, are presented and discussed in
Results and Discussion. Finally, conclusions are drawn.

PWT TESTS

For the CCP-WSI Blind Test Series 3, PWT experiments were
conducted in the the ocean basin of the COAST laboratory at
Plymouth University, specifically for the purpose of CNWT vali-
dation. The ocean basin is 32.1 m long, 15.65 m wide, 3 m deep,
and is equipped with a flap-type wave maker and an absorbing
beach. The test campaign includes WSI, as well as wave-only
experiments. The results of the wave-only experiments are pro-
vided to the blind test participants beforehand, to be replicated as
input for the WSI experiments, whereas the PWT results for the
WSI are withheld from the participants until after submission of
the numerical results. For further details see Ransley et al. (2020).

Fig. 1 Schematic of the considered WEC structures

WEC Structures

Two different WEC structures are considered, W1 and W2,
resembling moored point absorber-type devices. Both structures
have axisymmetric, cylindrical geometries. All relevant dimen-
sions are shown in Fig. 1. The mooring of the structures is imple-
mented with a linear spring with a stiffness of 67 N m−1, con-
necting the device with the tank floor.

Input Waves

The test series considers three different focused waves of vary-
ing steepness, 1BT3–3BT3, whose characteristics are listed in
Table 1. The experimentally measured FSE for each wave at the
focus location is plotted in Fig. 2. Note that the FSE is plotted
over the relative time tr , and all peaks are artificially aligned at
tr = 1 purely for display purposes.

CNWT SETUP

The CNWT in this study is based on the open-source CFD
software OpenFOAM, specifically OpenFOAM version 4.1. The
hydrodynamics in the CNWT are captured by solving the incom-
pressible RANS equations, describing the conservation of mass
and momentum,

ï · U = 0 (1)

¡�U
¡t

+ï ·�UU = −ïp+ �ï ·ïU +�fb (2)

respectively. Here, t denotes time, U is the fluid velocity, p is the
fluid pressure, � is the fluid density, � is the kinematic viscos-

An [m] fp [Hz] d [m] Hs [m] � [m] kA [-]

Wave 1BT3 0.2 0.4 3.0 0.274 9.41 0.129
Wave 2BT3 0.3 0.4 3.0 0.274 9.41 0.193
Wave 3BT3 0.32 0.4 3.0 0.274 9.41 0.206

Table 1 Wave characteristics of the considered focused waves

Fig. 2 Experimentally measured FSE of waves 1BT3–3BT3 at the
focal location. The time traces are artificially aligned to match the
peaks at tr = 1.
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ity, and fb denotes external forces such as gravity. In the litera-
ture, RANS models are the current industry standard (compared
to large-eddy simulation models, for example) for the modelling
of WECs in CNWTs (Windt et al., 2018), avoiding high computa-
tional cost. The water wave advection is captured via the volume-
of-fluid method, proposed by Hirt and Nichols (1981), following

¡ �

¡ t
+ï · 4U�5+ï · 6Ur�41 −�57= 0 (3)

ê = �êwater + 41 −�5êair (4)

where � denotes the volume fraction of water, Ur is the compres-
sion velocity (Berberović et al., 2009), and ê is a specific fluid
quantity.

The body motion, induced by the incident wave, is solved via
Newton’s second law of motion within the sixDoFRigidBody-
MotionSolver, implemented in the OpenFOAM framework. The
motion solver provides a set of motion restraints, allowing the
implementation of a linear spring to account for the mooring of
the device. The resulting body motion is accommodated in the
numerical domain through mesh morphing, delivering computa-
tionally efficient and accurate results (Windt, Davidson, Chandar,
and Ringwood, 2019).

To measure the FSE, the iso-surface of the volume fraction
�= 005 is recorded throughout the course of the simulation. The
FSE at specific locations, following the layout of the PWT, can
be extracted from the iso-surface data in a post-processing step.

Numerical Wave Generation and Absorption

Different numerical wave makers are available to generate and
absorb waves in a CNWT (Miquel et al., 2018). Herein, the
impulse source method, proposed by Schmitt et al. (2019), is
employed. A source term, r�awm, is added to the RANS momen-
tum equation (2), yielding

¡�U
¡t

+ï ·�UU = −ïp+ �ï ·ïU +�fb + r�awm (5)

The location of the wave maker zone is defined by r = 1, with
r = 0 everywhere else in the domain. awm is the field variable
acting as acceleration input to the wave maker, which can be
determined analytically (Choi and Yoon, 2009) or, as applied here,
via an iterative calibration method (Schmitt et al., 2019).

To calibrate awm, a standard spectral analysis method based on
Masterton and Swan (2008) is adapted to produce a target wave
at a specific position within the CNWT, comprising the following
steps:

1. Define a target wave time series, �T

2. Perform a fast Fourier transform (FFT) on �T , to obtain the
amplitudes and phases, for each frequency component

3. Define an initial time series for awm11, serving as input to
the OpenFOAM simulation

4. Perform an FFT on awm11, to obtain the amplitudes and
phases for each frequency component of awm11

5. Run the OpenFOAM simulation for calibration iteration i,
using awm1i, and monitor the resulting FSE, �R1i, at the specific
CNWT location. Note that, for long crested waves, with an invari-
ant wave field in the lateral direction, simulations can be per-
formed in 2-D domains, to reduce the computational burden.

6. Perform an FFT on �R1i, to obtain the amplitudes and
phases for each frequency component of �R1i

7. Correct the amplitude components of awm1i, by scaling with
the ratio of the �T and �R1i amplitudes

8. Correct the phase components of awm1i, by summing the
phase with the difference between the phase components of �T

and �R1i

Fig. 3 Calibration scheme for the impulse source input; figure
adapted from Schmitt et al. (2019)

9. Construct awm1i+1, using the inverse Fourier transform on
the corrected amplitude and phase components

10. Steps 5–9 are repeated either for a maximum number of
iterations or until a threshold for the root mean-squared error
(RMSE) between the �T and �R1i is reached.

A schematic of the calibration procedure is depicted in Fig. 3.
For further details, the interested reader is referred to Schmitt
et al. (2019).

For wave absorption, a numerical beach, proposed by Schmitt
and Elsässer (2015), is implemented. Introducing the additional
dissipation term, S�U, to the RANS momentum equation (Eq. 2),
yields

¡�U
¡t

+ï ·�UU = −ïp+ �ï ·ïU +�fb + S�U (6)

The variable field S controls the strength of the dissipation, with a
value of zero in the simulation zone, and then gradually increases
toward the boundary, over a defined length, following an analyti-
cal expression.

To control the absorption quality of the numerical beach, the
length and the maximum damping factor, Smax, can be adjusted.
Based on the findings in Windt, Davidson, Schmitt, and Ringwood
(2019), the length of the numerical beach is set to 1�1BT3, while
the maximum damping factor varies for the different focused
waves. For 1BT3, Smax = 5 s−1 delivers a reflection coefficient, R
(Mansard and Funke, 1980), of ≤ 1%. For 2BT3 and 3BT3, Smax

is increased to 7 s−1 to maintain the small reflection coefficient. A
screenshot of the CNWT, showing the field variable S, is depicted
in Fig. 4a. Screenshots of the field variable � and r are shown in
Fig. 4b.

Note that the symmetry of the problem is exploited, and only
half of the PWT is modelled numerically. A symmetry boundary

(a) (b)

Fig. 4 (a) 2-D screen shots of the CNWT showing the gradu-
ally increasing damping factor S of the numerical beach. The
dashed orange lines indicate the start coordinate of the numeri-
cal beaches. (b) The water and air phases (blue and red colour
code, respectively), the impulse source (black colour code), and
the WEC structure (yellow colour code), which is located at
4x1 y1 z5= 4010105
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Fig. 5 Motion time traces of W1 for three different cell sizes: ãz= 00013, 0.026, 0.052 m

Fig. 6 Motion time traces of W1 for three different time steps: ãt = 00001, 0.002, 0.004 s

condition is employed in the x,z-plane, where x points in the wave
propagation direction, and z toward the tank floor. This symmetry
condition introduces constraints on the body motion, only allow-
ing motion in three degrees of freedom (DoFs), i.e., heave, surge,
and pitch.

Problem Discretisation

To determine the spatial and temporal problem discretisation
sizes, convergence studies have been performed, preliminary to
the final simulations for the blind test. Simulations are run for
three different discretisation sizes, i.e., three grid sizes (ãz =

00013, 0.026, 0.052 m) in the free-surface interface zone and
around the body, for the spatial convergence study, and three time
step sizes (ãt = 00001, 0.002, 0.004 s) for the temporal conver-
gence study.

Note that fixed time step sizes, rather than variable time step
sizes with a Courant number, Co, criterion, have been used for
the simulations. The fixed time steps result in a consistently stable
performance of the motion solver, while any potential Co > 1 are
accounted for by the PIMPLE algorithm (Holzmann, 2016). PIM-
PLE blends the semi-implicit method for pressure-linked equa-
tions (SIMPLE) (Patankar and Spalding, 1972) and the pressure-
implicit split-operator (PISO) (Issa, 1986).

The results for the translational (heave and surge) and rota-
tional (pitch) motion are depicted in Figs. 5 and 6, for the spa-
tial and temporal convergence study, respectively. Visual inspec-
tion of the time traces in Figs. 5 and 6 shows that converged
results are achieved for the motion of the geometry. For the spatial
convergence study, all the plotted results show converged results
with a grid size of ãz = 00026 m (see the grid layout in Fig. 7),
resulting in a total cell count of 1,009,682 for W2 and 962,250
for W1. Similarly, for the temporal problem discretisation, con-
verged results are achieved with a time step size of ãt = 00002 s.

Turbulence Modelling

To evaluate if turbulence modelling is required, preliminary
simulations, with and without turbulence modelling, are per-
formed. For the turbulence modelling, a standard k-� shear stress
transport (SST) turbulence model (Menter, 1992), with standard
wall functions for the turbulent quantities, was chosen, based on
the review in Windt et al. (2018).

Fig. 7 Spatial discretisation of the CNWT. Mesh grading is
employed toward the left and right domain boundaries to reduce
the cell count in the numerical beach.

From the preliminary simulations, largest deviations of less than
5% are found for the simulated motion data, with and without
turbulence modelling (Windt, Davidson, Schmitt, and Ringwood,
2019). Ultimately, laminar conditions are assumed for the final
simulations of the blind test. This is justified by small deviations
between laminar and turbulent simulations, the uncertain validity
of the applied wall functions (Schmitt and Elsässer, 2017), and
the increased run times associated with turbulent simulation.

RESULTS AND DISCUSSION

In this section, the numerical results for the different WEC
structures and input waves are presented and discussed. Further-
more, a comparison between the PWT and NWT results is shown.

Wave Maker Calibration

Before running the WSI simulations, the impulse source wave
maker must be calibrated to the desired input waves, plotted in
Fig. 2, using the method depicted in Fig. 3. The time traces of the
resulting waves 1BT3–3BT3, considered for the final simulations,
are plotted in Fig. 8, together with the associated target wave.
The numerical waves are chosen based on the minimum RMSE
between the target and resulting wave, which, in the presented
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cases, coincidences with the minimum deviation at the peak and
preceding trough of the focused wave. Given that the agreement
between the resulting and target waves at the main peak and pre-
ceding trough are specific evaluation criteria for the blind compar-
ison, emphasis is put on these values when calibrating the wave
maker.

Qualitatively, a clear trend of the agreement between the tar-
get and the resulting wave can be observed, indicating increasing
deviations with increasing wave steepness. This trend is confirmed
quantitatively by the RMSE. For the waves 1BT3–3BT3, RMSE
values of 009 · 10−2 m, 109 · 10−2 m, and 402 · 10−2 m are calcu-
lated, respectively. Specifically, after the main peak of the focused
wave, relatively large deviations between the target and the result-
ing wave, in the form of high-frequency components in the result-
ing wave, can be observed. This problem has been pointed out
by Schmitt et al. (2019) and requires future improvement of the
calibration method.

Wave 1BT3

Figures 9(i) and 9(ii) show the comparison of the PWT exper-
iments and CNWT simulations, for the WEC motions and the
mooring forces, for W1 and W2, respectively, when exposed
to wave 1BT3. Also included in the plots, for insight toward
observed differences between the PWT and CNWT results, is the
deviation between the generated input wave series in the CNWT
and target wave series measured from the PWT.

From a visual inspection, a relatively good, qualitative agree-
ment can be observed between the PWT and CNWT results for
the heave and surge motions, as well as the mooring force. Larger
deviations are visible in the pitch DoF, particularly after the first
peak in the pitch motion time trace, at approximately 10.5 s.
Comparing the agreement between the PWT and CNWT pitch
motion for W1 and W2, slightly better agreement can be observed
for W2. The trend of relatively larger deviations after the peak
of the time trace can, indeed, also be observed for the heave and
surge motions, as well as the mooring force.

Further inspection of Fig. 9 suggests that the deviation between
the numerical and experimental motion and force signals are
closely correlated to the disparity between the PWT (target) and
CNWT (resulting) surface elevation. This correlation is high-
lighted in the bar graphs in Fig. 10, via the mean average per-
centage error (MAPE), following

MAPE =
100%
n

n
∑

i=1

∣

∣

∣

∣

yexp4n5− ynum4n5

ŷexp

∣

∣

∣

∣

(7)

where ynum denotes the numerical quantity, yexp is the correspond-
ing experimental quantity, and ŷexp is the main peak value of
the corresponding experimental quantity. n defines the number of
samples and is adjusted based on the considered, temporal signal
length via the sampling period. In the following analysis, two dif-
ferent signal lengths, W and P , are evaluated for each motion or
force signal: (W ) considering the whole time trace and (P ) con-
sidering the time trace only up until the main peak value of the
respective experimental quantity. The motivation for considering
the shorter signal is that focused wave experiments are typically
performed to calculate extreme loads, which occur at the peak
amplitude of the input wave, therefore, a deteriorating simulation
accuracy after the peak event is of less importance than ensuring
high accuracy leading up to, and during, the peak.

The quantitative results shown in Fig. 10 underpin the quali-
tative analysis shown in Figs. 9(i) and 9(ii). An error of 1.5%
is calculated for the pitch motion of W2 (0.9% for W1), when

only considering the portion of the signals before the experimen-
tal peak value. Considering the full signal length, the MAPE for
the pitch motion of W2 increases to 11.4% (17.8% for W1),
thereby showing the largest deviation of the three DoFs. The pitch
motion of the two WECs is mainly affected by the provided iner-
tial properties, the location of the centre of gravity and the centre
of rotation. Physically measuring the inertial properties of devices
is challenging and prone to measurement uncertainty, which may
be the cause of the observed mismatch between the experimental
and numerical data.

For the heave and surge motion, as well as the mooring force,
MAPE values between 0.9% and 7.3% are calculated, when con-
sidering the full signal length. For the shorter signal, the MAPE
range decreases to 0.5%–1.5%.

Wave 2BT3

Figures 9(iii) and 9(iv) show the results for wave 2BT3.
Inspecting the absolute deviation between the PWT and CNWT
waves, slightly larger deviations can be observed, compared to
wave 1BT3, specifically at 6 s within the time trace, at the peak
of the focused wave, and the subsequent tail. This larger error in
the wave signal is also reflected in the larger deviation between
the PWT and CNWT motion and mooring force signals.

The mismatch between the target and resulting wave at 6 s
within the time trace is reflected, with some delay (approximately
1 s), in the measured WEC motion data and the mooring forces.
The effect of the mismatch before the main wave peak is, how-
ever, only short-lived, and relatively good agreement between the
experimental and numerical data is achieved between the initial
mismatch up until the main target wave peak. The mismatch of
the target wave, and the subsequent mismatch between the experi-
mental and numerical WEC motion and mooring force data could
potentially be eliminated by considering several wave probes dur-
ing wave calibration, ensuring better wave propagation.

The pitch motion again shows, qualitatively and quantitatively,
the largest error. A visual inspection of the pitch motion time
traces reveals a phase shift between the experimental and numer-
ical pitch motion data after the main peak, following the same
trend as for wave 1BT3. Quantitatively, MAPE values of approx-
imately 16% for both WEC structures are calculated, when con-
sidering the full signal length (see Fig. 10). This MAPE value
drops to 2.1% and 3.7% for WEC structures W1 and W2, respec-
tively, when only considering the signal up to the peak, thereby
again following the trend observed in the results for wave 1BT3.

For heave and surge motions, as well as the mooring force,
MAPE values between 1.9% and 9.9% are calculated, when con-
sidering the full signal length. For the shorter signal, the range
of MAPE values decreases to 0.8%–4.5%. These increased error
values for the full signals correlate with the larger errors between
the PWT and CNWT wave signals after the focused wave peak.

Wave 3BT3

Figures 9(v) and 9(vi) show the results for wave 3BT3. In
Figs. 9(v) and 9(vi), a larger deviation between the PWT and
CNWT wave signal can be observed, compared to waves 1BT3
and 2BT3. Correspondingly, there is poor agreement between the
PWT and CNWT WEC motion and mooring force data. The
errors in the CNWT data for almost all the considered quantities,
and for both signal lengths, are increased, compared to waves
1BT3 and 2BT3 (see Fig. 10). It is, however, expected that the
agreement between the PWT and CNWT WEC motion and moor-
ing force data can be improved, when exposing the WEC to more
accurate numerical replication of the desired focused wave.
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Fig. 8 Target (solid black line) and resulting wave (dashed red line) used in the final WSI simulations

Fig. 9 Motion and force time traces for W2, exposed to wave 3BT3

Fig. 10 MAPE [%] between the experimental and numerical motion and force data, considering the whole time trace (W ), as well as the
time trace only up until the peak value of the respective experimental quantity (P )
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Wave 1BT3 Wave 2BT3 Wave 3BT3

Wave-only 710 723 739
W1 2476 2502 2608
W2 2486 2501 2504

Table 2 Relative run time

Computational Cost

The computational cost for the different test cases, by means
of the relative run time t̄rt = trt/tst , where trt is the absolute run
time and tst is the simulated time (i.e., 15 s), is listed in Table 2.
All computations were performed on 23 × 204 GHz cores.

CONCLUSIONS

This paper presents the numerical model and the results for
a contribution to the CCP-WSI Blind Test Series 3, including
a comparison between the numerical results and the recently
released experimental data. An acceptable agreement between the
numerical and experimental data is found for the focused waves
1BT3 and 2BT3, but less so for the larger-amplitude wave 3BT3.
Specifically, in the time trace before the main peak of each quan-
tity, relatively small errors of less than 5% are observed. Based
on the recent literature review presented by Windt et al. (2018),
the agreement between the numerical and experimental results
falls well within the range of typically achieved accuracy dur-
ing CNWT validation. Given that focused waves are commonly
employed for the analysis of extreme loads, these main peaks are
most important, highlighting the value of the presented numerical
model in such applications.

The main conclusion to be drawn from the results presented in
this paper is that, in order to validate a CNWT by replicating a
PWT experiment, it is essential to reproduce the input wave sig-
nal with high accuracy. The results shown in this paper demon-
strate a strong correlation between the error in the CNWT WEC
motion, and mooring force data, with the error in the surface ele-
vation signal. Further guidelines can de derived from a code-to-
code comparison, which is presented by Ransley et al. (2020).
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