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Abstract

When presented with a string or sequence of zeros and ones, that is an element of

{0, 1}≤ω, it is often of interest to know how complex the object is. Was it created

from some simple process or was it generated randomly? Kolmogorov Complexity

is a fundamental tool of Algorithmic Information Theory which measures the

complexity of such objects. However, there is one major problem: Kolmogorov

Complexity is uncomputable. As such, the complexity of such objects are often

studied in lower computable settings. This thesis aims to extend the study of

such objects at lower complexity levels via finite-state automata, transducers and

compression algorithms. We pay particular attention to normal sequences.

One measurement which relies on Kolmogorov Complexity is Bennett’s Logical

Depth, which has been described in the past as measuring how useful an object

is. The primary objective of this thesis is to examine feasible notions of Bennett’s

depth. We first extend an already studied infinitely often finite-state notion of

depth to an almost everywhere notion. Secondly, we develop new notions based

on pushdown compressors, the Lempel-Ziv 78 compression algorithm, and pebble

transducers. We demonstrate the existence of deep sequences in each of these

notions, and show which properties of Bennett’s original notion they satisfy. We

also determine the differences between some of the depth notions we examine

as follows: For a pair of depth notions (A,B), we construct a sequence S such

that its A-depth level and B-depth level are unequal, i.e. S is ‘more’ deep in

one notion than the other. This demonstrates that there is not a single unifying

v



Abstract

notion of depth.

Our secondary objective is to examine normal sequences at lower complexity

levels. Normal sequences are of interest to us as they are often considered finite-

state random as they cannot be compressed by any information lossless finite-state

compressor. We do this by, when appropriate, identifying normal sequences which

are deep in the depth notions we develop. Furthermore, we prove the existence of

a normal sequence which can be compressed by the PPM* compression algorithm

which is incompressible by the Lempel-Ziv 78 algorithm. This, to our knowledge,

is the first example of a mathematical proof differentiating the two algorithms

on specific inputs as opposed to experimental results. We conclude by giving

examples of normal sequences which have non-maximal automatic complexity, a

complexity measurement based on finite-state automata.
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Chapter 1

Introduction

1.1 Background

When presented with a piece of data, such as a sequence of ones and zeroes, it is

often asked how complex the data is. Are there patterns in the data which can

be easily spotted? Similarly, are there hidden regularities in the data which are

more difficult to notice? Was the data created from some simple quick process

which allows us to recreate the data with relative ease or was it created by some

long complicated process? Does the data simply appear random to the casual

observer or is it truly random?

An intuitive way to quantify how complex a piece of data is by measuring how

difficult it is to describe. Suppose we had a set of descriptions X, some method

to read and comprehend the descriptions R, and some target set of data Y , and

assume each description in X maps to at most one piece of data in Y via R.

Then, for each piece of data y in Y , we can measure the complexity of the data

y by examining the length of the all descriptions from X which are mapped to y

via R. It is therefore reasonable to define the complexity of y as being the length

of the description which is the shortest among all of the descriptions which map

to y. Intuitively, the simpler y is, the shorter the descriptions for it would need

1



1.1. Background

to be. The more complex y is, the longer the descriptions for it need to be. Of

course in such a scenario, the chosen method to translate the descriptions R plays

a role in the complexity of the objects.

Kolmogorov complexity, denoted by K, is a descriptional complexity based on

this idea. Developed by Solmonoff in 1960/64 [137, 138, 139], Kolmogorov in 1965

[93] and Chaitin in 1966/69 [36, 37], and further expanded to a prefix-free notion,

denoted by H, by Levin in 1974 [100] and Chaitin again in 1975 [38], it has acted

as a foundational tool of measurement in computer science and mathematics. It

has a wide number of applications in the field of Algorithmic Information Theory

[61, 104, 118].

One of the drawbacks of Kolmogorov complexity is that it is solely interested

in the length of short descriptions. In a sense it simply measures how difficult a

sequence is to describe, i.e. how random it is. It provides little insight into the

time and effort required to produce the data. In this thesis we focus much of our

attention to its use in Charles Bennett’s measurement called Logical Depth [17]

which attempts to overcome this weakness.

In contrast to Kolmogorov complexity, Bennett’s depth also takes into account

the minimum time taken to produce a piece of data from short descriptions.

Bennett’s goal was to create a notion which could measure physical complexity.

The more complex an object is, the longer it must have taken to be created. Such

objects are called deep while non-deep objects are called shallow. For instance,

human beings may be considered deep structures as our current bodies are the

result of millions of years of evolution.

Intuitively an infinite sequence is deep if its prefixes take a long time to be

produced from their short descriptions. In particular, we are interested in the

minimum length of time taken as one can have a program which runs for a long

time by having it wait an arbitrarily long period before beginning its computation.

From this, it is easy to understand the three fundamental properties Bennett’s

2



1.1. Background

depth satisfies. Firstly, random sequences are not deep. Randomness here means

Martin-Löf-random, (denoted as ML-random) by the equivalent definitions of

Martin-Löf [108], Chaitin [38], Levin [99], and Schnorr [126, 127]. Intuitively, ML-

random sequences are those such that the lengths of the shortest descriptions of its

prefixes are roughly equal to the lengths of the prefixes themselves. Hence a simple

print program can generate prefixes of random sequences quickly from their

shortest description. Secondly, trivial sequences are not deep. This is because

the patterns contained in trivial sequences are easy to identify and thus not

computationally expensive to create. In Bennett’s case, trivial sequences are the

computable ones. Thirdly, Bennett’s depth satisfies a Slow Growth Law. This

means that deep sequences must be difficult to produce, one cannot transform a

shallow structure into a deep structure via a quick and easy process. Bennett’s

depth being invariant under truth-table reductions demonstrates this [17].

Every object which is Bennett deep is intrinsically useful in the sense of

Juedes, Lathrop and Lutz [86]. This is best demonstrated by the diagonal Halting

Problem whose characteristic sequence ∅′ is such that its nth bit is 1 if and only if

the nth Turing Machine Mn (in some enumeration of all Turing Machines) halts

on input n. While it is famously uncomputable [142], it is an extremely useful

problem in computability and complexity theory as it NP-hard. While an n bit

prefix of ∅′ has low Kolmogorov complexity, since by Barzdin’s Lemma [8] the

prefix can be reproduced from a description of O(log n) bits long, Bennett showed

it is deep [17]. In contrast to this, Chaitin’s constant Ω [38] which contains the

exact same information as ∅′ (in fact they are weak truth table equivalent [30]) is

not deep. Ω contains this information in a much more compressed manner which

makes it unfeasible to extract information from, thus it making it useless. In fact,

Ω is ML-random [16, 38].

Kolmogorov complexity is unfortunately uncomputable. In fact, it is not even

partially computable in the sense that no partial computable function with infinite

3



1.1. Background

domain exists which coincides with Kolmogorov complexity on every element of

its domain [158]. A proof deriving the uncomputability of Kolmogorov complexity

via the uncomputability of the Halting Problem can be found in [39]. As a result,

many authors have devised approaches to either estimate Kolmogorov complexity

or have substituted with more computable approaches.

One approach is to estimate Kolmogorov complexity from above via mono-

tonic decreasing functions [158]. Resource Bounded Kolmogorov Complexities

which limit the amount of time Turing Machines are allowed to run and the

amount of space they are allowed to use for memory is another popular approach.

Early examples of this can be found in [50, 91, 101, 134].

In [29] it is shown that regardless of what optimal universal machine is used

as a description method, computable functions exist which map infinitely many

strings to their shortest programs for both the plain and prefix-free version of

Kolmogorov complexity.

List Approximations is a method where for each string x, a list of programs

which can reproduce x are computed such that one of the programs has length

close to the Kolmogorov complexity of x [9, 10, 141, 155].

Using known values of Radó’s Busy Beaver function [122] calculated by Brady

in [27], the Coding Theorem Method has been used to estimate the Kolmogorov

complexity for short strings (up to length 16) in [54, 136, 154]. Briefly, for

a universal prefix-free machine U , the algorithmic probability of x is the sum

m(x) =
∑

p:U(p)=x 2−|p|. Intuitively, this is the probability that the universal

machine U will produce x if fed random bits as input. The Coding Theorem

provides a relationship between prefix-free Kolmogorov complexity, denoted by

H, and m(x) from which it can be deduced that H(x) = − log(m(x)) + O(1)

[38, 100]. Exploiting this relationship, the authors of [54, 136, 154] numerically

estimate m(x) by running simulations on machines of small size to see if they

produce x.

4



1.1. Background

Other approaches such as by Becher and Heiber [13] and Lempel and Ziv [98]

measure the complexity of a finite string x by the number of substrings x contains

under certain parsing conditions.

Many authors have replaced Turing Machines with finite-state transducers to

define descriptional finite-state based complexities [31, 34, 56, 95]. The common

theme in these notions is that the complexity of a string x is measured based on

the shortest input y into some finite-state transducer T such that T (y) = x.

Other finite-state based approaches are more concerned with the number of

states in the finite-state machines examined. In [32], Calude, Salomaa and Roblot

examine the number of states required to output strings based on their minimal

finite-state descriptional complexity as defined in [31]. Similarly, Shallit and

Wang introduced a notion called Automatic Complexity [130] which is a distin-

guishing based complexity analogous to Sipser’s Distinguishing Kolmogorov com-

plexity [134]. Shallit and Wang’s notion differs from Sipser’s in that they replace

Turing Machines with finite-state automata. It measures the minimal number of

states required such that for a string x of length n, x is the only string of length n

that some finite-state automaton accepts. For a function f from strings to strings,

Automaticity is another notion which measures the number of states required by

a finite-state transducer T such that f and T agree on all inputs of length n or

less [73, 120, 129]. Automaticity can be used to define an analogous measurement

to automatic complexity which examines languages of strings instead of a single

string.

The Kolmogorov complexity of a piece of data can be viewed as a lower bound

for how much the data can be compressed such that it is still retrievable from

this compressed form. As such, some authors have used compression algorithms

to approximate Kolmogorov complexity. One place where compressors replaced

Kolmogorov complexity was in the development of the Similarity Metric between

two pieces of data which, as the name suggests, measures how similar two pieces

5



1.1. Background

of data are [43, 103]. This idea has been applied to many areas such as to detect

plagiarism [42], to compare pieces of music [44], and to monitor fetal heartbeats

[48]. Many more examples are reported in [43]. Compression algorithms they used

included gzip which is based on the Lempel-Ziv 77 algorithm [156], the PPMZ

variant [21] of Cleary and Witten’s original PPM algorithm [45], and bzip2 which

is based on the Burrows Wheeler transform [28].

With regards to Bennett’s Logical Depth, various authors have developed

new formulations of depth by replacing Kolmogorov complexity with their own

chosen complexity notions. One of the first was Lathrop and Lutz’s Recursive

Computational Depth which replaced Kolmogorov complexity with computable

time bounded Kolmogorov complexity [96]. While computable, some of the time-

scales are still impractical to work with. Subsequently Antunes et al. introduced

various notions in [5] which avoid impractical time bounds, one of which is based

off polynomial time bounded distinguishers. It is possible that this notion of

depth is redundant, however this is unlikely as it would imply that factorisation

is in the complexity class P .

In an attempt to address this problem, Doty and Moser restricted themselves

to define a depth notion based solely on finite-state transducers in [57]. However,

their notion defines a sequence to be deep if infinitely many of its sequences satisfy

a depth property, which is in contrast to Bennett’s notions which is an ‘all but

finitely many’ prefixes notion.

Moser and Stephan replace prefix-free Kolmogorov complexity with the plain

version in [114], but this has the same uncomputable problem. So too does their

notion called Limit-depth which provides access to ∅′ as an oracle [115]. This idea

of providing access to an oracle has been expanded upon in a recent preprint by

Bienvenu et al. [20].

Other approaches include Doty and Moser replacing Kolmogorov complexity

with polynomial time predictors in [57], and Moser replacing it with polynomial

6



1.1. Background

monotone compressors [112] and with polylog time bounded Kolmogorov com-

plexity [113].

An experimental approach by Zenil, Delahaye and Gaucherel to estimate

the logical depth of images based the run time of decompression algorithms on

compressed images can be found in [153]. Further experimental attempts by

Gaucherel to examine the logical depth of ecosystems can be found in [71].

In light of these examples, it seems reasonable to consider other approaches

of defining depth which avoid impractical time bounds and the uncomputability

of Kolmogorov complexity, and to explore their characteristics.

Borel normal [25] sequences also play a central role in this thesis. These are

sequences such that if they are constructed from an alphabet of size k it holds

that for all n, every string of length n occurs as a substring in the sequence

with asymptotic frequency k−n. With regards to Kolmogorov complexity, every

sequence which is ML-random must be normal. However, the converse is not

true.

An important result regarding normal sequences is that they characterise all

sequences which have a finite-state dimension (Definition 3.2.6) of 1 in the sense

of Dai et al. [49]. This means that normal sequences may be considered finite-

state random as, for instance, they are incompressible by any information lossless

finite-state compressor [13]. As such, the complexity of normal sequences has been

studied in various compression based and finite-state based settings to see whether

they have maximal complexity in these other settings [4, 11, 34, 35, 95, 97].

In particular, Becher, Carton and Heiber [11] have examined the compression

of normal sequences in scenarios such as when finite-state compressors have ac-

cess to one or more counters or a stack, and what happens when the compressor

is not required to run in real-time nor be deterministic. They showed that nor-

mal sequences are either incompressible or that a compressible sequence exists

based on the combination chosen. Carton and Heiber showed that deterministic
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and non-deterministic two-way finite-state compressors cannot compress normal

sequences [35]. Lathrop and Strauss showed that every sequence incompressible

by the Lempel-Ziv 78 algorithm must be normal and that the converse is not

true in [97]. Pierce and Shields gave examples of normal sequences which are

compressible by a variation of the Lempel-Ziv 77 algorithm in [119].

1.2 Objectives of This Thesis

In this thesis we shall consider complexity notions based on finite automata and

popular compression algorithms and examine the complexity of various sequences

in each notion. Particular attention will be paid to normal sequences. By using

finite automata and compression algorithms, we shall avoid the problems of the

uncomputability of Kolmogorov complexity and of using impractical time bounds.

The first area of investigation of this thesis shall be to focus on variants on

Bennett’s depth. Using Moser’s general framework for logical depth [112], we

shall define new feasible notions of depth based on automata and compressors.

While defining a new approach of depth is simple based on Moser’s framework,

checking whether or not that approach is meaningful is not as straightforward.

The primary goal shall be to demonstrate that each of the depth notions developed

are in a sense sound and worthwhile in that they satisfy all (or a subset) of the

properties of Bennett’s original definition. That is, for each of the notions we

explore:

1. Do deep sequences exist?

2. Are trivial sequences non-deep?

3. Are random sequences non-deep?

4. Does the depth notion satisfy a slow growth type law?

8
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Secondly, it is important to demonstrate that each of the depth notions ex-

plored have their own individual properties, i.e. they are not all equivalent. Hence

for each notion, the depth of a sequence shall be defined. Using this, we shall

attempt to differentiate two notions by demonstrating the existence of sequences

which have high depth in one notion and low depth in the other, and vice versa.

The notions we shall examine will be based on finite-state transducers, pushdown

compressors, the Lempel-Ziv 78 compression algorithm, and pebble transducers.

With regards to normal sequences, we aim to show whether or not deep normal

sequences exist in each notion we explore.

As part of this exploration of depth, we shall compare the performance of dif-

ferent compression algorithms against each other on particular sequences. Contin-

uing with this line of study, we follow up studying depth with an investigation into

the Prediction by Partial Matching (PPM) family of compressors. Firstly we shall

attempt to differentiate the PPM* compression algorithm from the Lempel-Ziv 78

algorithm by presenting a sequence which PPM* can compress which Lempel-Ziv

78 cannot. We also simultaneously aim to answer the question as to whether or

not there exists normal sequences which PPM* can compress. A comparison of

PPM* and its original counterpart, Bounded PPM, is also performed.

As part of our investigation into new depth notions, for the finite-state and

pebble based approaches, the complexity of a string x will be defined based on the

length of inputs required to output x. In conjunction with this, an alternative

finite-state based complexity known as automatic complexity is also examined

at the end of this thesis. As a finite-state automata based complexity, one may

assume normal sequences must have maximal automatic complexity since they

have a finite-state dimension of one. We aim to answer the question as to whether

or not normal sequences must have maximal automatic complexity.

9



1.3. Outline of the Thesis

1.3 Outline of the Thesis

The thesis is structured as follows:

• In Chapter 2 we shall outline some relevant background material on Kol-

mogorov complexity and Bennett’s Logical Depth. We shall briefly examine

Moser’s framework for depth and how it can be used to define new depth

notions. We also will explore other topics such as normality which will

appear frequently throughout the thesis.

• Chapters 3 through 6 explore new feasible notions of depth:

– In Chapter 3 we present an almost everywhere notion of finite-state

depth which is inspired by Doty’s and Moser’s infinitely often finite-

state depth notion [57]. We demonstrate the existence of a deep se-

quence and examine which of the fundamental depth properties our

notion satisfies. We also establish a difference between our notion and

Doty and Moser’s original notion by constructing a sequence which is

deep in their notion but not in ours.

– In Chapter 4 we present a new notion of depth based on informa-

tion lossless pushdown compressors. We demonstrate the existence of

a deep sequence and examine which of the fundamental depth prop-

erties our pushdown notion satisfies. We demonstrate its difference

from Doty and Moser’s finite-state depth by constructing a sequence

which is finite-state deep but not pushdown deep. We also construct

sequences which have a pushdown depth level of close to 1/2 and finite-

state depth level of at most 1/2.

– In Chapter 5 we present a notion of depth based on the Lempel-

Ziv 78 compression algorithm [157]. We establish the existence of

10
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a Lempel-Ziv deep normal sequence and examine which of the fun-

damental depth properties our notion satisfies. We separate it from

finite-state depth by constructing Lempel-Ziv deep sequences which

are not finite-state deep and vice versa. Furthermore we demonstrate

the existence of Lempel-Ziv deep sequences which are not pushdown

deep and sequences which have a pushdown depth level of close to 1/2

and a Lempel-Ziv depth level of at most 1/2.

– In Chapter 6 we derive a depth notion based on pebble transducers.

Such machines were first viewed as acceptors by Globerman and Harel

in [74]. We establish the existence of a pebble deep normal sequence

and examine which of the fundamental depth properties our pebble

notion satisfies. We exhibit pebble depth’s difference from Lempel-Ziv

depth by showing the existence of sequences with a pebble depth level

of close to 1/2 and a Lempel-Ziv depth level of at most 1/2. We also

begin a preliminary investigation to differentiate pebble depth from

pushdown depth.

• In Chapter 7 we examine the Prediction by Partial Matching (PPM) family

of compression algorithms. We demonstrate that the unbounded version

of the algorithm known as PPM* developed by Cleary and Teahan [46]

can fully compress a Champernowne style sequence. This demonstrates a

difference with PPM* and the Lempel-Ziv 78 algorithm as Champernowne

style sequences are worse case inputs for the algorithm. We also show that

the original Bounded PPM algorithm of Cleary and Witten [45] cannot

compress normal sequences.

• In Chapter 8 we shall examine Shallit and Wang’s automatic complexity

[130] to see if normal sequences must have maximal automatic complexity.

We will answer this in the negative by constructing a sequence whose pre-
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fixes have lower and upper automatic complexity ratios bounded between

0 and 1/2. We shall also demonstrate the existence of a normal sequence,

specifically a Champernowne sequence, whose prefixes have an automatic

complexity ratio bounded above by 2/3.

• Concluding remarks are given in Chapter 9.

12



Chapter 2

Preliminaries and Background

In this chapter we cover some relevant notation and ideas used throughout the

thesis. We also provide a more detailed insight into topics mentioned in the

introductory chapter.

2.1 Preliminaries

We work with the binary alphabet {0, 1} in this thesis. A (finite) string is an

element of {0, 1}∗. Strings will generally be denoted by lowercase letters. {0, 1}n

denotes the set of strings of length n. Thus {0, 1}∗ =
⋃∞
n=0{0, 1}n. The set of

(infinite) sequences is denoted by {0, 1}ω. Sequences will generally be denoted by

an uppercase letter. {0, 1}≤ω = {0, 1}∗∪{0, 1}ω denotes the set of all strings and

sequences. |x| denotes the length of the string x. We say |S| =∞ for a sequence

S ∈ {0, 1}ω. We use λ to denote the empty string, that is, the string of length 0.

For x ∈ {0, 1}∗ and y ∈ {0, 1}≤ω, xy (occasionally written as x · y) denotes the

string (or sequence) of x concatenated with y. For x ∈ {0, 1}∗, xn denotes the

string of x concatenated with itself n times, i.e. xn =

n times︷ ︸︸ ︷
x · x · · ·x, and similarly,

xω denotes the sequence composed of x concatenated with itself infinitely many

times. For x ∈ {0, 1}≤ω and 0 ≤ i < |x|, x[i] denotes the ith character of x

13



2.1. Preliminaries

with the leftmost character being x[0]. For x ∈ {0, 1}≤ω and 0 ≤ i ≤ j < |x|,

x[i..j] denotes the substring of x consisting of the ith through jth bits of x. For

x ∈ {0, 1}∗ and y, z ∈ {0, 1}≤ω such that z = xy, we call x a prefix of z and y a

suffix of z. We write x v v if x is a prefix of v and x @ v is x is a prefix of v but

x 6= v. For x ∈ {0, 1}≤ω we write x � n to denote the prefix of length n of x, i.e.

x � n = x[0..n − 1]. For a string x and for 0 ≤ j < |x|, we write x[j..] to denote

the suffix of x beginning with bit x[j].

For a string x ∈ {0, 1}∗, we write d(x) to denote the string formed by doubling

every bit of x, that is, if x = x1 . . . xm, then d(x) = x1x1 . . . xmxm. For a string

x ∈ {0, 1}∗, we write x−1 to denote the reverse of x, that is, if x = x1 . . . xm

where for each i xi ∈ {0, 1}, then x−1 = xm . . . x1.

The lexicographic ordering of strings is defined as follows. Given two strings

x and y, if |x| = |y|, we say that x comes before y if for the least n such that

x[n] 6= y[n], x[n] = 0 and y[n] = 1. Else y comes before x. Similarly suppose

|x| < |y|. If x @ y, then x comes before y. Else, let x′ be the string x0|y|−|x|. Note

that |x′| = |y|. Then, if x′ comes before y we say that x comes before y. Else y

comes before x.

The lexicographic-length ordering of strings is defined as follows. Given two

strings x and y, x comes before y if |x| < |y| or for the least n such that x[n] 6= y[n],

x[n] = 0 and y[n] = 1. The standard enumeration of strings is the enumeration

of strings in lexicographic-length order.

Much of the following is relevant background in computability theory. More

background details can be found in the introductory texts by (but not limited to)

Downey and Hirschfeld [61], Li and Vitányi [104] and Nies [118].

In general, we will consider functions f : A → {0, 1}∗ where A ⊆ {0, 1}∗,

i.e. partial functions on {0, 1}∗. The domain of f , denoted by dom(f), is the

set A. If A = {0, 1}∗, then f is called a total function. Intuitively, a function

being computable means that on a given input, we can calculate the function’s
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output by following a finite number of steps, or in other words, by following a

terminating algorithm. Specifically we define the computable functions to be the

partial functions which can be computed by Turing Machines, as introduced by

Turing in [142]. For more details and a history on the relationship between the

intuitively (partial) computable functions and (partial) functions computed by

Turing Machines, otherwise known as the Church-Turing Thesis, see Soare [135].

Definition 2.1.1. Let A ⊆ {0, 1}∗ and f : A→ {0, 1}∗ be a function. f is partial

computable if there exists a Turing machine M such that for all x ∈ A, f(x) = y

if and only if M on input x halts and outputs y, i.e. M(x) = y. We say f is

computable if it is partial computable and its domain is {0, 1}∗.

We generally refer to Turing machines simply as machines.

Given a machine M , string x and some s ∈ N, M(x)[s] denotes running M

on x for s steps of its computation. Note in this scenario, M ’s computation may

not have halted. To clarify this, M(x)[s] ↓ denotes running M on x and that its

computation halts within s steps. M(x) ↓ means that M eventually halts on x.

Occasionally we examine partial functions from N to N instead of over strings.

In this case, we can simply pair each element of N with an element of {0, 1}∗ by

pairing n with the nth string in lexicographic-length order. For example, λ is

paired with 0 and 000 is paired with 7. Note that if n is paired with sn in the

ordering, then |sn| = blog(n+ 1)c.

Definition 2.1.2. A time bound is a non-decreasing, unbounded, computable

function f : N→ N.

Definition 2.1.3. A machine M has oracle access to the sequence X ∈ {0, 1}ω

if M has an additional oracle tape such that for all n ∈ N, its nth square has X[n]

written on it. M can query the oracle tape anytime during its computation to

correctly answer questions of the form ‘What is X[n]?’. M is referred to as an
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oracle (Turing) machine. If M has oracle access to X, MX is written instead of

M .

One can similarly have a finite string x on the oracle tape. That is, for 0 ≤ n < |x|,

the nth square contains x[n] and for n ≥ |x|, the nth square is left blank.

Definition 2.1.4. Let X, Y ∈ {0, 1}ω.

• We say that X is (Turing) reducible to Y , denoted by X ≤T Y , if there

exists an oracle machine MY such that for all n ∈ N, X[n] = MY (n) ↓.

• For a time bound t : N → N we say that X is (Turing) reducible to Y in

time t, denoted by X ≤tT Y , if there exists an oracle machine MY such that

for all n ∈ N, X[n] = MY (n)[t(|sn|)] ↓.

For Y ∈ {0, 1}∗ and time bound t : N→ N, let

DTIMEY (t) = {X ∈ {0, 1}ω : X ≤tT Y }

denote the set of sequences Turing reducible to X in time t.

2.2 Kolmogorov Complexity

In the following subsection we review some of the basics of the descriptional

complexity known as Kolmogorov Complexity.

Given a string x and a machine M , a common question is whether x is a

string that can be outputted by M . That is, does there exist a string p such that

M(p) = x? Such a p is referred to as an M -description of x. Quite often we are

interested in the shortest p that when inputted into M gives x. From this, we

define the M -complexity of x.
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Definition 2.2.1. For a machine M , the M -complexity of a string x ∈ {0, 1}∗ is

defined to be the length of a shortest string p such that M(p) = x. The notation

used is

KM(x) = min{|p| : M(p) = x}.

If no such p exists we say KM(x) =∞.

If |p| < |x|, then p can be viewed as a compressed version of x and M as the

decompressor that when given p re-obtains x.

Example 2.2.2. Consider the identity machine I, i.e. the machine such that for

all x ∈ {0, 1}∗, I(x) = x. Then KI(x) = |x| for all x.

Instead of examining the complexity of strings on a machine by machine basis,

it is often useful to examine the complexity of a string via an optimal machine.

Definition 2.2.3. A machine N is called an optimal machine if for each machine

M , there exists a constant cM ∈ N such that for all x ∈ {0, 1}∗

KN(x) ≤ KM(x) + cM .

In his paper [142], Turing shows that each of his machines has a standard descrip-

tion composed of a string of characters which fully describes how the machine

operates. Thus, enumerating all strings and examining which ones correspond to

a standard description of a machine, one can enumerate all machines. This in

turn means the partial computable functions can be enumerated in some order

too. This enumeration gives rise to the existence of an optimal machine.

Theorem 2.2.4. There exists an optimal machine.

Proof. Let M1,M2,M3, . . . be an enumeration of all machines. Consider the ma-

chine N such that N(0e−11σ) = Me(σ) for all e > 0 and strings σ. Consider the
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machine Md and x, y ∈ {0, 1}∗ such that Md(y) = x and KMd
(x) = |y|. Hence,

N(0d−11y) = Md(y) = x and so KN(x) ≤ KMd
(x) + d.

In the above proof 0d−11 can be thought of as a pointer to the machine Md. It

should be noted that optimal machines are sometimes referred to as universal

machines.

We can now define the (plain) Kolmogorov complexity of a string. We fix some

optimal machine U .

Definition 2.2.5. The (plain) Kolmogorov complexity of a string x is defined to

be the U -complexity of x.

In other words, the Kolmogorov complexity of x is the value KU(x). As the choice

of U only impacts Kolmogorov complexity up to an additive constant [93], we

write K(x) instead of KU(x).

When concatenating two strings together, one would hope for nice results

such as K(xy) ≤ K(x) + K(y) + d, for some constant d. That is, the shortest

description of the string xy can be found simply from the shortest description of

x and the shortest description of y. Unfortunately, equalities such as this do not

hold for all strings (see Corollary 2.2.2 of [118]). If we simply concatenate the

two shortest descriptions, one cannot tell where the description of x ends and the

description of y begins. This is one of the many reasons why prefix-free machines

are studied.

Definition 2.2.6. A machine M is prefix-free if for all x, y ∈ dom(M), if x v y

then x = y.

When referring to the M -complexity of a string x when M is prefix-free, we

write HM instead of KM . As with the plain version, there exists a prefix-free

optimal machine [38], i.e. there exists a prefix-free machine V such that for each
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prefix-free machine M , there exists a constant cM such that for all x ∈ {0, 1}∗,

HV (x) ≤ HM(x)+cM . We can now define the (prefix-free) Kolmogorov complexity

of a string. We fix some optimal prefix-free machine V .

Definition 2.2.7. The (prefix-free) Kolmogorov complexity of a string x is defined

to be the V -complexity of x.

As with the plain version, the choice of V only impacts Kolmogorov complexity

up to an additive constant. Hence we write H(x) instead of HV (x).

We note that other authors, such as in [61, 118], use C to denote the plain

version of Kolmogorov complexity and K to denote the prefix-free version. We

however use K and H instead respectively as we reserve C to denote compressors

later in this thesis. Chaitin, for instance, uses H to denote the prefix-free version

in [38].

Both K and H are not computable. The following theorem strengthens this

result further.

Theorem 2.2.8 ([158]). K is not partial computable. Furthermore, no partial

computable function f exists such that |dom(f)| = ∞ and for all x ∈ dom(f),

f(x) = K(x). This is similarly true for H.

Time Bounded Kolmogorov Complexity

We are also interested in the restricted form of Kolmogorov Complexity known as

Time Bounded Kolmogorov Complexity. Intuitively, we aim to find the shortest

description of a string if we are given a finite number of steps to identify it.

Definition 2.2.9. Given a computable function t : N→ N, for all x ∈ {0, 1}∗ the

(plain) t-time bounded Kolmogorov complexity of x, denoted by Kt(x), is given

by

Kt(x) = min{|p| : U(p)[t(|x|)] ↓= x}.
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If no such p exists we say Kt(x) =∞.

In other words, Kt(x) is the shortest program for which U has halted and out-

putted x within t(|x|) steps. H t(x) for the prefix-free version is similarly defined.

2.2.1 Distinguishing Complexity

In 1983, Sipser introduced a variant of Kolmogorov complexity known as Distin-

guishing complexity [134]. Intuitively, while K(x) is the shortest program which

generates x, its distinguishing complexity KD(x) is the length of the shortest

program which ‘distinguishes’ x from all other strings. In Chapter 8 we will ex-

amine a computable variant of Distinguishing complexity. Sipser’s definition is

as follows.

Definition 2.2.10 ([134]). Let t : N→ N be a time bound and x ∈ {0, 1}∗. The

Distinguishing complexity of x is given by

KDt(x) = min{|p| : ∀y ∈ {0, 1}∗
[
Uy(p)[t(|y|)] ↓ ∧ (Uy(p) = 1 ⇐⇒ y = x)

]
}.

Note if no time bounds are used, distinguishing complexity differs from Kol-

mogorov complexity by an additive constant [134].

2.3 Bennett’s Depth

In his original paper, Bennett devised a notion of depth for both strings and

sequences [17]. We shall briefly examine the notion for strings but our main

focus shall be on the notion for sequences.

Understanding the philosophical idea of simplicity which states that given

multiple plausible explanations for an event, the one with the fewest assumptions

should be the preferred explanation acts as the basis of Bennett’s depth. Ex-

tending this to strings, given a string x, we may prefer to assume that it was
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generated by a string of length equal to H(x). However, as Bennett noted, it is

possible to have programs with length slightly longer than H(x) which generate

x much faster than a program with length H(x). Thus, Bennett examines the

length of time taken to generate x from programs with length close to their mini-

mal descriptions. The longer it takes to generate x from such programs, the more

‘evolved’ or complex x can be thought of as being. More specifically, Bennett says

that for a string x, its depth at significance level c is the minimum time taken to

produce x from a c-incompressible program, i.e. from a string y whose minimal

description is no more than c bits shorter than the y itself.

Definition 2.3.1 ([17]). Let x ∈ {0, 1}∗ and c > 0. The (Bennett) logical depth

of x at significance level c is defined as

depthc(x) = min
p∈{0,1}∗

{t(|x|) : V (p)[t(|x|)] ↓= x ∧ |p| −H(p) < c}.

Note that depthc(x) is decreasing in c.

Definition 2.3.2. Let t ≥ 0, c > 0 and x ∈ {0, 1}∗. x is t-deep at significance

level c if depthc(x) ≥ t. Otherwise x is t-shallow at significance level c.

A slight variation of Definition 2.3.11 is explored in [6] (with a correction

in [144]) where it is shown that changing the significance parameter by 1 can

drastically change the depth of a string. In particular it is shown that a sequence

of strings of increasing length x1, x2, x3, . . . can be built such that as a function

of n, this difference in depth grows faster than any computable function. The

same result holds using Definition 2.3.1 if the class of Turing Machines used is

restricted [145].

Bennett also provides a notion of depth for infinite sequences. Specifically

he introduces two notions, a strongly and weakly deep notion. We will be more

1The definition used is depthc(x) = minp∈{0,1}∗{t(|x|) : p ∈ {0, 1}∗ ∧ V (p)[t] ↓= x ∧ |p| −
H(x) < c}. Bennett presents it as tentative Definition 0.2 in [17].

21



2.3. Bennett’s Depth

interested in the strongly deep notion which states that an infinite sequence is

strongly deep if for every computable time bound t : N→ N and every significance

level c, all but finitely many prefixes of S are t-deep at significance level c. Several

equivalent definitions are also mentioned in [17, 86] one of which is as follows.

Definition 2.3.3. Let S ∈ {0, 1}ω. S is (Bennett) strongly deep if for all com-

putable time bounds t : N → N and all c ≥ 0 it holds that for all but finitely

many n

H t(S � n)−H(S � n) ≥ c.

Bennett’s strong depth satisfies three basic properties. Firstly, random se-

quences are not deep. Randomness here means ML-randomness after Martin-

Löf. While there are several equivalent characterisations of ML-randomness

[38, 108, 99, 126, 127], we shall give the definition based on prefix-free Kolmogorov

complexity.

Definition 2.3.4. S ∈ {0, 1}ω is ML-random if there is a constant c ∈ N such

that for all n ∈ N it holds that H(S � n) > n− c.

Theorem 2.3.5 ([17, 86]). If S ∈ {0, 1}ω is ML-random then S is not strongly

deep.

The second property is that computable sequences are not deep.

Definition 2.3.6. S ∈ {0, 1}ω is computable if there exists a Turing machine M

such that for every non-negative integer n, M on input n computes the nth bit of

S, i.e. M(n) ↓= S[n].

Definition 2.3.7. S ∈ {0, 1}ω is computably enumerable if the set A = {n :

S[n] = 1} is the domain of some machine M , i.e. dom(M) = A.

Theorem 2.3.8 ([17, 86]). If S ∈ {0, 1}ω is computable then S is not strongly

deep.
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The third property is the Slow Growth Law. This says that quick processes

cannot transform shallow sequences into deep ones. This is demonstrated by

depth being invariant under truth table reductions. Truth table reductions are

equivalent to time bounded Turing reductions (see Proposition 1.2.22 of [118]).

We present the definition of truth table reductions based on this fact.

Definition 2.3.9. We say thatX ∈ {0, 1}ω is truth-table reducible to Y ∈ {0, 1}ω,

written as X ≤tt Y , if there exists a computable time bound t : N→ N such that

X ∈ DTIMEY (t). That is, there exists an oracle machine MY such that for all

n ∈ N, X[n] = MY (n)[t(|sn|)] ↓.

Theorem 2.3.10 (Slow Growth Law [17, 86]). Let X, Y ∈ {0, 1}ω. If X ≤tt Y

and X is strongly deep, then Y is strongly deep.

Bennett himself noticed how his strong depth notion related to the idea of a

sequence being useful. Specifically, Bennett noted that the characteristic sequence

∅′ of the Halting problem is strongly deep [17, 86]. It is an extremely useful

sequence in the sense that any computably enumerable sequence can be computed

by an oracle machine with access to ∅′ in polynomial time.

Juedes, Lathrop, and Strauss explicitly described the relationship between

usefulness and Bennett’s strong depth in [86]. They gave two notions of useful-

ness, called weakly useful and strongly useful.

Definition 2.3.11. Let S ∈ {0, 1}ω.

• S is weakly useful if there exists a computable time bound t : N → N such

that the set DTIMES(t) has non-zero measure in the set of all computable

sequences.

• S is strongly useful if there exists a computable time bound t : N→ N such

that the set DTIMES(t) contains every computable sequence.
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Without going into details, here by measure we mean the resource bounded

measure developed by Lutz [105, 106] which is a generalisation of Lebesgue mea-

sure theory. Intuitively, S is weakly useful if it means that a non-negligible subset

of the computable sequences can be efficiently computed via the help of S. Simi-

larly, strongly useful means all of the computable sequences can be computed in a

time bound via the help of S. Juedes, Lathrop, and Strauss proved the following

fact.

Theorem 2.3.12 ([86]). Every weakly useful sequence is strongly deep.

The converse is not true as it has been shown that there exists strongly deep

sequences which are not weakly useful [96]. Weakly useful sequences are further

explored in [66].

2.3.1 Moser’s General Framework for Depth

Many variations of depth have been studied and new ones are introduced and

compared in this thesis. While all different, they share a common theme. Moser

provides a general framework for defining any depth notion in [112] which we will

discuss now.

As Moser points out, depth notions can be defined relative to two classes of

functions G and G′ on strings. G and G′ may be any type of function, such as

decompressors or compression algorithms. Depth is then defined based on how

much information a member of class G can extract from the sequence compared

to members of class G′.

For instance, suppose three monolingual speakers who understand English,

French and Arabic respectively are presented with a piece of text written in

English which is aimed at the general public. In this case the English speaker

should be able to extract all available information from the text. On the other

end of the spectrum, as Arabic uses a different alphabet from English, to the
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Arabic speaker the text will appear to be a random jumble of symbols which

are meaningless. In between, as French and English both use the same Latin

alphabet, there may exist certain combinations of letters the French person may

guess the meaning of and so can extract some of the information from the text.

For instance, the French for ‘table’ is ‘tableau’. Likewise, many French words are

also used in English such as ‘faux pas’.

More formally, let G,G′ be two classes of competing functions on strings. Let

Perf : G×G′×{0, 1}∗ → [0, 1] be some function which measures how much better

an algorithm A′ ∈ G′ performs on an input string compared to an algorithm

A ∈ G. Here, 0 means they perform as well as each other while 1 means A′

optimally outperforms A. For instance, Perf may compute how much more A′

can compress the string x compared to A. Let M be a family of computable

functions where for all m ∈ M and every positive integer n, 1 ≤ m(n) ≤ n. M

is used to measure how well A′ performs compared to A. Then, with G, G′, and

M , one can define a depth notion.

Definition 2.3.13 (Framework for Depth [112]). A sequence S ∈ {0, 1}ω is

almost everywhere (a.e.) (G,G′,M)-deep if

(∀m ∈M)(∀A ∈ G)(∃A′ ∈ G′)(∀∞n ∈ N) Perf(A,A′, S � n) ≥ m(n)

n
.

Infinitely often (i.o.) (G,G′,M)-depth is similarly defined by replacing the ∀∞

term in the above definition with ∃∞.

Many of the choices when developing a depth notion can seem arbitrary, for

instance whether to have an a.e. or i.o. notion. Similarly one may choose to say

‘there exists a bound m ∈M ’ instead of ‘for all bounds m ∈M ’. Another choice

may say ‘for all observers A ∈ G, there exists a bound m ∈M ’ instead of ‘for all

bounds m ∈ M and for all observers A ∈ G’. However, the challenge remains to

show that the depth notions are meaningful in a sense that they satisfy results
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2.3. Bennett’s Depth

analogous to Theorems 2.3.5, 2.3.8 and 2.3.10.

The following examples are how Moser’s framework captures some depth no-

tions.

Example 2.3.14. Bennett’s strong depth satisfies Moser’s framework with G =

{H t : t a time bound}, G′ = {H}, M = N and

Perf(H t, H, x) =
H t(x)−H(x)

|x|
.

Example 2.3.15. Stephan and Moser explore a plain version of Bennett’s depth

in [114] where G = {Kt}, G′ = {K} and various choices for M are examined.

Example 2.3.16. Stephan and Moser explore their notion called limit depth in

[115] where G = {H}, G′ = {H∅′} and M = N. Here, H∅
′
(x) is the prefix-free

Kolmogorov complexity of x in the sense of Definition 2.2.7 except the optimal

prefix-free machine V becomes an oracle machine in the sense of Definition 2.1.3

with access to ∅′.

Example 2.3.17. In an effort to overcome the uncomputability of H, Moser

defines a polylog depth notion in [113]. A variant of plain Kolmogorov Complexity

from [3] is used, denoted by KT , which allows for logarithm time bounds. In

particular, for a string x and a time bound t : N→ N where t(n) ≥ log n, for all

n we define

KT t(x) = min{|p| : (∀b ∈ {0, 1, λ})(∀i ≤ n)Up(i, b)[t(n)] = accepts iffx[i] = b}

where n = |x|, for all i ≥ |x| x[i] = λ, and Up(i, b)[t(|x|)] means U with oracle

access to p and on input of the pair (i, b) runs for t(|x|) steps. Note here that

on input (i, b), U only needs to identify the value of x[i] and by requiring that

U(|x|, b) = λ, U identifies the length of x.
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2.4. Descriptional Transducer Based Complexity

Let PL = {c logc n : c ∈ N}. Polylog depth is then defined using the framework

where G = {KT t : t ∈ PL}, G′ = {KT s : s ∈ 2PL}, M = PL and

Perf(KT t, KT s, x) =
KT t(x)−KT s(x)

|x|
.

2.4 Descriptional Transducer Based Complex-

ity

Throughout this thesis (particularly in Chapters 3 and 6) we will use computable

complexity approaches analogous to K based on a special class of partial com-

putable functions over strings which can be computed by finite-state based trans-

ducers. Definitions of the transducers we use can be found in Definitions 3.2.1

and 6.2.1. For a transducer T : {0, 1}∗ → {0, 1}∗ and a string x, we will be

interested in finding the minimum length of input required for T to output x,

i.e. the value min{|y| : y ∈ {0, 1}∗ ∧ T (y) = x}. Similar approaches encapsulat-

ing this theme to define finite-state complexity have previously been explored in

[31, 34, 56, 57, 95].

In particular, we will be interested in restricting the sizes of the transducers

we are examining also. This leads to the question as to how to define the size of a

transducer. Probably the most intuitive approach would be to say that the size of

a transducer is defined as the number of states that make up the transducer. The

main problem with this is that for any string x, one can easily build a transducer

with one state which outputs the string x for every bit of its input. This would

result in every string having a complexity of 1.

Instead, for a class of transducers F, we will associate each transducer T ∈ F

with a set of binary strings which fully describe T . Then the size of T will be the

length of the minimal string associated with it. This approach to define the size
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2.4. Descriptional Transducer Based Complexity

of transducers has been previously taken in [31, 34, 56, 57]

Definition 2.4.1. Let F be a class of transducers and D ⊆ {0, 1}∗ be an infi-

nite, computable set of strings. A binary representation of F-transducers σ is a

computable map σ : D → F, such that for every transducer T ∈ F, there exists

some x ∈ D such that σ(x) = T , i.e. σ is surjective. If σ(x) = T , we call x a σ

description of T .

For a binary representation of F-transducers σ, we define

|T |σ = min
x∈dom(σ)

{|x| : σ(x) = T}

to be the size of T with respect to σ. For all k ∈ N, define

F≤kσ = {T ∈ F : |T |σ ≤ k}

to be the set of F-transducers with a σ description of size k or less. For all k ∈ N

and x ∈ {0, 1}∗, the k-F complexity of x with respect to binary representation σ

is defined as

Dk
σ(x) = min

{
|y| : T ∈ F≤kσ ∧ T (y) = x

}
.

Here, y is the shortest string that gives x as an output when inputted into an

F-transducer of size k or less with respect to the binary representation σ. In later

chapters we fix binary representations for the classes of transducers examine and

will instead write Dk
F(x) in place of Dk

σ(x).

We will use the following two ratios in Definition 2.4.2 to measure the com-

pressibility of sequences with respect to a class of transducers. We use the term

compressibility instead of randomness to avoid confusion with Definition 2.3.4.

Definition 2.4.2. Let S ∈ {0, 1}ω and F be a class of transducers. The upper
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and lower compressibility rates of S with respect to the class F are given by

ρF(S) = lim
k→∞

lim inf
n→∞

Dk
F(S � n)

n
, and RF(S) = lim

k→∞
lim sup
n→∞

Dk
F(S � n)

n

respectively.

Definition 2.4.3. Let S ∈ {0, 1}ω and F be a class of transducers. We say S is

F−trivial if RF(S) = 0 and F−incompressible if ρF(S) = 1.

2.4.1 Compression Algorithms

Similarly to classes of transducers, we will also be examining the complexity of

sequences with respect to classes of compression algorithms in Chapters 4, 5 and

7. For a compression algorithm C : {0, 1}∗ → {0, 1}∗, the complexity of a string

x will be based on the length of the string that C maps x to, i.e. the length

of |C(x)|. We will use the following two ratios to measure the randomness of

sequences with respect to a compression algorithm.

Definition 2.4.4. Let S ∈ {0, 1}ω and C : {0, 1}∗ → {0, 1}∗ be a compression

algorithm The best-case and worst-case compression ratios of S via C are given

by

ρC(S) = lim inf
n→∞

|C(S � n)|
n

, andRC(S) = lim sup
n→∞

|C(S � n)|
n

respectively.

Instead of examining the compression ratio via a single compression algorithm,

occasionally we will also be interested in the compression ratio of sequences over

a class of compression algorithms.

Definition 2.4.5. Let S ∈ {0, 1}ω and F be a class of compression algorithms.

For a sequence S, the best-case and worst-case compression ratios of S with
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respect to the class F are respectively given by

ρF(S) = inf{ρC(S) : C ∈ F}, andRF(S) = inf{RC(S) : C ∈ F}

Definition 2.4.6. Let S ∈ {0, 1}ω and F be a class of compression algorithms.

We say S is F−trivial if RF(S) = 0 and F−incompressible if ρF(S) = 1.

2.5 Normal Sequences

In most chapters of this thesis we will examine the complexity and depth of a

special class of sequences known as normal sequences. They were first defined by

Borel in 1909 [25].

Prior to defining normal sequences, we require the following notation to rep-

resent the number of occurrences of a particular substring in a string.

Definition 2.5.1. Let x,w ∈ {0, 1}∗.

1. The block number of occurrences of w in x is given by

occb(w, x) = |{i : x[i..i+ |w| − 1] = w ∧ i ≡ 0 mod |w|}|.

2. The total number of occurrences of w in x is given by

occ(w, x) = |{i : x[i..i+ |w| − 1] = w}|.

For instance occ(00, 0000) = 3 while occb(00, 0000) = 2. One way of characteris-

ing normal sequences is as follows.

Definition 2.5.2. A sequence S ∈ {0, 1}ω is normal if for all x ∈ {0, 1}∗ it holds

that

lim
n→∞

occ(x, S � n)

n
= 2−|x|.
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The above definition is a ‘non-aligned’ version of normality. The occ(x, S � n)

term could be replaced with occb(x, S � n) to define an ‘aligned’ version. However,

both versions along with Borel’s original definition are equivalent. Kozachinskiy

and Shen provide details on the history of showing these definitions are equivalent

in Section 3 of [95]. It can easily be adapted to define normal numbers in any

base k.

Due to their ‘balanced’ statistics, for a sequence to be ML-random, it must be

normal. Intuitively this is true as if a sequence S were not normal, there exists

some substring x of length n which appears more frequently than all other strings

of length n in S. Hence a Turing Machine could be created which exploits this

fact to compress prefixes of S.

Lemma 2.5.3. If S is ML-random then S is normal.

However, not all normal sequences are ML-random. The first sequence proven

to be normal (in base 10) was the decimal sequence

S = 012345678910111213..

by Champernowne in 1933 [40]. This sequence was the concatenation of all non-

negative integers in order of magnitude. It is clearly not ML-random as all you

need to produce a prefix of the sequence is to know the length of the prefix to

be constructed. Of course, this construction can be generalised to any base to

produce a base-k normal sequence. This idea of listing numbers in order to form

normal sequences can be generalised as follows. Given an infinite set B ∈ Z+,

Copeland and Erdös provide the following condition that B must satisfy so that

the sequence formed by concatenating the base-k representations of the elements

of B in order is normal in base-k.

Theorem 2.5.4 ([47]). Let B be an infinite set of positive integers. The sequence
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formed by concatenating the base-k representations of the elements of B in order

of magnitude is normal in base-k if for all ε < 1, for all n sufficiently large it

holds that |B
⋂
{1, 2, . . . , n}| > nε.

The above theorem can be used for instance to show that the sequence

P = 23571113 . . .

formed by listing the prime numbers in order is a decimal normal number.

This idea of listing all strings in order of length classifies a subset of normal

sequences which we call Champernowne sequences.

Definition 2.5.5. A sequence C ∈ {0, 1}ω is a Champernowne sequence if C =

C1C2C3... such that

(∀n ∈ N)(∀x ∈ {0, 1}n) occb(x,Cn) = 1.

Note in the above that for all n, |Cn| = n · 2n. Unlike the binary version

of Champernowne’s original sequence which was a concatenation of all strings

in lexicogrpahic-length order (0100011011000...), we emphasise that the set of

Champernowne sequences do not require strings to be in length-lexicographic

order for the construction. There are 2n! possible choices for zone Cn in a Cham-

pernowne sequence. For instance, 00011011 and 11100001 are two possibilities

for C2.

It is widely known that Champernowne sequences are incompressible by the

Lempel-Ziv 78 compression algorithm. In [97], Lathrop and Strauss show that

every sequence which is incompressible by the Lempel-Ziv 78 algorithm must be

normal. Hence, this is one approach to prove that Champernowne sequences are

normal.
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2.6. de Bruijn Strings

2.6 de Bruijn Strings

The building blocks of many of the sequences constructed in this thesis are de

Bruijn strings. A de Bruijn string of order n is a string that when viewed cyclically

contains every string of length n as a substring once and once only.

Definition 2.6.1. A (binary) de Bruijn string of order n is a string x ∈ {0, 1}2n

such that for all w ∈ {0, 1}n, occ(w, x · x[0..n− 2]) = 1.

For example, 00011101 and 00010111 are de Bruijn strings of order 3. Note

that if x ∈ {0, 1}2n is a de Bruijn string of order n, for all 1 ≤ j < 2n, x[j..2n −

1] · x[0..j − 1] is also a de Bruijn string of order n.

Such strings are named after Nicolaas de Bruijn for his work in 1946 [51],

although the question about whether such strings exist was raised [53] and solved

previously [52, 125]. The problem also was independently ‘re-discovered’ and

solved by Good in 1946 [75]. A history of the problem can be found in [123] and

[68].

It is known that there are 22n−1−n binary de Bruijn strings of order n unique

up to cycling [51, 125, 143]. By this we mean that for example, the binary order

2 de Bruijn strings 0011 and 0110 are viewed as the same string.

2.6.1 Granddaddy de Bruijn Strings

We will often make use of the lexicographic least de Bruijn string to build se-

quences. For instance, of the 16 de Bruijn strings of order 4, 0000100110101111

is the lexicographic least. Such strings have been referred to as the granddaddy

de Bruijn strings due to Knuth [90], or as Ford strings due to Ford’s work in 1957

[67]. The first known algorithm to construct such de Bruijn strings was given by

Martin in 1934 [107]. Martin’s algorithm is as follows:
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Martin’s Algorithm:

1. Begin with the string u = 1n−1.

2. While possible, append a bit, with 0 taking priority over 1, onto the end of

u so that substrings of length n occur only once in u.

3. When step 2 is no longer possible2, remove the prefix 1n−1 from u. The

resulting string is the lexicographic least de Bruijn string of order n.

Martin’s is a form of greedy algorithm and requires Ω(2n) space, making it

infeasible for large n. Another algorithm known as the FKM-algorithm after

work by Fredricksen, Kessler and Maiorana [69, 70] requires only O(n) space. We

require the following two definitions to describe the FKM-algorithm.

Definition 2.6.2. A string x ∈ {0, 1}n is a necklace if it is the lexicographical

least string in the set of its rotations, i.e. of the set {x[j..n− 1] · x[0..j− 1] : 0 ≤

j < n}.

For example, the set of necklaces of {0, 1}4 is

{0000, 0001, 0011, 0101, 0111, 1111}.

Definition 2.6.3. The aperiodic prefix of a string x ∈ {0, 1}n is the shortest

prefix u of x such that there exists some 1 ≤ j ≤ n where uj = x.

For example, the set of aperiodic prefixes of the necklaces of {0, 1}4 is

{0, 0001, 0011, 01, 0111, 1}. (2.1)

The following is the FKM algorithm to form the lexicographic least de Bruijn

string of order n:

2Martin shows this occurs when when |u| = 2n + n− 1
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FKM Algorithm:

Concatenate the aperiodic prefixes of the necklaces of {0, 1}n in lexico-

graphic order.

For example, concatenating the elements of the set 2.1 in lexicographic order gives

us the de Bruijn string 000010011010111, i.e. the lexicographic least de Bruijn

string of order 4.
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Chapter 3

Finite-State Depth

Contents of this chapter were presented at SOFSEM 2020 in Cyprus during Jan-

uary 2020. doi: 10.1007/978-3-030-38919-2 16.

3.1 Introduction

One of the first notions of depth studied which attempted to overcome the un-

computablitiy of Kolmogorov complexity was a finite-state based notion by Doty

and Moser [57]. Their notion was based on the minimal length of an input to a

finite-state transducer of a certain size that results in the desired output. They

proved that their notion satisfies the three fundamental properties of depth: They

showed that FST-trivial sequences (those with a strong finite-state dimension of

0) and FST-incompressible sequences (those with a finite-state dimension of 1) are

not deep in their notion (see Definition 3.2.6 for the full definition of dimension).

They also proved a slow growth law where the transformations examined were

those that could be computed by an information lossless finite-state transducer.

In their notion however, a sequence was finite-state deep if it satisfied some

depth requirement for infinitely many of its prefixes. Bennett himself noted that

for his notion, simply using an infinitely often requirement would result in every
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computable sequence being deep [17]. In this chapter we attempt to overcome this

by developing a notion of almost everywhere finite-state depth. Here, a sequence

will be finite-state deep in our notion if it satisfies some depth requirement for

all but finitely many of its prefixes.

We will show that there exists deep sequences in our notion. We will similarly

show that FST-incompressible sequences are not deep and that a slow growth law

holds in our notion. The question of whether FST-trivial sequences are classified

as deep or not is explored also and it is discussed how this impacts the definition

we choose for our depth.

We furthermore show that there exists a sequence which is deep in Moser and

Doty’s notion which is not deep in the new notion we present, thus differentiating

the two.

3.2 Finite-State Transducers

We use the standard finite-state transducer model.

Definition 3.2.1. A finite-state transducer (FST) is a 4-tuple T = (Q, q0, δ, ν),

where

• Q is a non-empty, finite set of states,

• q0 ∈ Q is the initial state,

• δ : Q× {0, 1} → Q is the transition function,

• ν : Q× {0, 1} → {0, 1}∗ is the output function.

For all x ∈ {0, 1}∗ and b ∈ {0, 1}, the extended transition function δ̂ :

{0, 1}∗ → Q is defined by the recursion δ̂(λ) = q0 and δ̂(xb) = δ(δ̂(x), b). For

x ∈ {0, 1}∗, the output of T on x is the string T (x) defined by the recursion
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T (λ) = λ, and T (xb) = T (x)ν(δ̂(x), b). We require the class of information

lossless finite-state transducers to later demonstrate a slow growth law.

Definition 3.2.2. An FST T is information lossless (IL) if for all x ∈ {0, 1}∗,

the function x 7→ (T (x), δ̂(x)) is injective.

In other words, an FST T is IL if the output and final state of T on input x

uniquely identify x. We call an FST that is IL an ILFST. By the identity FST, we

mean the ILFST IFS such that on every input x, IFS(x) = x. We write (IL)FST

to denote the set of all (IL)FSTs. We note that occasionally we call ILFSTs

finite-state compressors to emphasise when we view the ILFSTs as compressors

as opposed to decompressors.

We require the concept of (information lossless) finite-state computable func-

tions to demonstrate our slow growth also.

Definition 3.2.3. A function f : {0, 1}ω → {0, 1}ω is said to be (information

lossless) finite-state computable ((IL)FS computable) if there is an (IL)FST T such

that for all S ∈ {0, 1}ω, lim
n→∞

|T (S � n)| =∞ and for all n ∈ N, T (S � n) v f(S).

Based on the above definition, if f is (IL)FS computable via the (IL)FST T ,

we say that T (S) = f(S). We often use the following two results [82, 92] which

demonstrate that any function computed by an ILFST can be inverted to be

approximately computed by another ILFST.

Theorem 3.2.4 ([82, 92]). For all T ∈ ILFST, there exists T−1 ∈ ILFST and a

constant c ∈ N such that for all x ∈ {0, 1}∗, x � (|x| − c) v T−1(T (x)) v x.

Corollary 3.2.5. For all T ∈ ILFST, there exists T−1 ∈ ILFST such that for all

S ∈ {0, 1}ω, T−1(T (S)) = S.
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3.2.1 k-Finite-State Complexity

For a class of transducers F, recall that in Section 2.4 of Chapter 2 we discussed

the k-F complexity of strings and binary representations of F transducers. In

this chapter we examine these notions with respect to the class of finite-state

transducers, i.e. when F = FST. As such, the size of FSTs, the sets FST≤k, and

the k-finite-state complexity Dk
FS(x) of a string x are all defined as in Chapter 2.

In their original paper [57], Doty and Moser discuss the size of FSTs via ‘some

standard’ binary representation. However, no specific discussion of a description

is given. For the purposes of this chapter, we fix a binary representation of

finite-state transducers σ as follows:

Let T = (Q, q0, δ, ν) be an FST. We define the function ∆ : Q × {0, 1} →

Q× {0, 1}∗, where

∆(q, b) = (δ(q, b), ν(q, b)) (3.1)

which completely describes the state transitions and outputs of T . Calude, Sa-

lomaa and Roblot previously presented different methods to encode ∆ in [31].

Further study of binary representations of FSTs can be found in [34]. We re-

present the first encoding scheme from [31] here (borrowing the notation they

use) as it is used to define our own binary representation later.

For n ∈ N, let bin(n) denote the binary representation of n. For instance

bin(1) = 1, bin(2) = 10, bin(3) = 11. Note that bin(n) begins with a 1 for all n.

string(n) denotes the binary string built by removing the first 1 in bin(n). So,

bin(n) = 1 · string(n). Note that |string(n)| = blog(n)c.

For x = x1x2 . . . xl, where xi ∈ {0, 1} for 1 ≤ i ≤ l, we define the following

two strings:

1. x† = x10x20 . . . xl−10xl1, and

2. x� = (1x)†,
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where 0̄ = 1 and 1̄ = 0.

Then if Q = {q1, . . . , qm}, ∆ is encoded by the string

π = bin(n1)‡ · string(n′1)� · bin(n2)‡ · · · bin(n2m)‡ · string(n′2m)�, (3.2)

where ∆(qi, b) = (q(n2i−1+b mod m)+1, string(n′2i−1+b)), 1 ≤ i ≤ m, and b ∈ {0, 1}.

Here, bin(nt)
‡ = λ if the corresponding transition stays in the same state, that is

δ(qt, b) = qt. Otherwise bin(nt)
‡ = bin(nt)

†.

While π in (3.2) gives a complete description of ∆, there is no indication of

what the initial state of T is. One is left to assume that q1 is the initial state.

This leads to the question of whether changing the initial state of T to qi, where

qi 6= q1 drastically alters the length of the corresponding encoding of the new

FST.

To overcome this, the binary representation σ : D → FST for FSTs we use is

as follows. Let

∆m = {π |π is an encoding of ∆ for an FST with m states}

be the set of all possible encodings of ∆ for all FSTs with m states. The domain

D of σ is the set of strings

D =
⋃
m

⋃
1≤i≤m

{d(bin(i))01y | y ∈ ∆m}.

Then for 1 ≤ i ≤ m and y ∈ ∆m we set

σ(d(bin(i))01y) = T (3.3)

where T is the FST with Q = {q1, . . . qm} with initial state q0 = qi and whose

transition function ∆ is described by y. Clearly σ is surjective and so is a binary
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representation of all FSTs.

In later results we require a pointer to the initial state as for two transducers

which are equivalent up to a relabelling of their states, this change of relabelling

of states changes the encoding of their respective ∆. This pointer allows us to

easily get a bound on the size of transducers with equivalent transition tables,

but different initial states.

Consider the transducer T in Figure 3.1 with three states and with the as-

sumption that on every transition the empty string is outputted. Simply swapping

which state is labelled 5, � and © does affect the length of the encoding of ∆.

For instance, if the state labelled with a 5 is the initial state, ∆ is encoded in 26

bits. Otherwise, ∆ is encoded in 30 bits. This is shown in Table 3.1.

�

5 ©
0

1

0

1

0

1

Figure 3.1: Diagram of T .

1 2 3 ∆ |∆|
5 © � 00100100101100110011001100 26
5 � © 00101100110011001001001100 26
© 5 � 101100100100001100100100100100 30
© � 5 100100101100101100101100001100 30
� © 5 100100100100110010110000100100 30
� 5 © 100100100100001011001100100100 30

Table 3.1: The encoding of T depending on which state is labelled 1, 2, and 3.

Specifically our binary representation σ is used to prove Lemma 3.3.9, which

in turn is needed to prove the existence of a deep sequence in Theorem 3.3.13.

However, Theorem 3.3.4 demonstrates that if a sequence is deep when the size

of transducers is viewed from the perspective of one binary representation, it is
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3.2. Finite-State Transducers

deep when viewed from the perspective of any binary representation. Henceforth,

we will drop the σ notation and instead write |T | for |T |σ, FST≤k for FST≤kσ and

Dk
FS(x) instead of Dk

σ(x). All other definitions and results hold and can be proved

regardless of the binary representation being used.

To measure the randomness of a sequence in the finite-state setting, we use

the following notions which will be used to examine whether FST-trivial and

FST-incompressible sequences are deep.

Definition 3.2.6. Let S ∈ {0, 1}ω.

1. The finite-state dimension of S [49] is defined to be

dimFS(S) = lim
k→∞

lim inf
n→∞

Dk
FS(S � n)

n
= inf

T∈ILFST
lim inf
n→∞

|T (S � n)|
n

. (3.4)

2. The finite-state strong dimension of S [7] is defined to be

DimFS(S) = lim
k→∞

lim sup
n→∞

Dk
FS(S � n)

n
= inf

T∈ILFST
lim sup
n→∞

|T (S � n)|
n

. (3.5)

Note that dimFS(S) = ρILFST(S) and DimFS(S) = RILFST(S) where ρILFST(S)

and RILFST(S) are the values from Definition 2.4.5 when the class of compressors

being studied are ILFSTs.

Finite-state dimension (and strong finite-state dimension) satisfies many nice

properties. For instance, consider how sequences can be viewed as the infinite

binary expansion of real numbers (ignoring the integer part) in the interval [0, 1].

When viewed as such, Doty, Lutz and Nandakumar have shown that for any real

number α ∈ [0, 1], its finite-state dimension (and strong finite-state dimension)

remains unchanged under the operations of addition and multiplication with a

nonzero rational number β ∈ (0, 1] ∩Q, as stated in the following theorem.
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3.2. Finite-State Transducers

Theorem 3.2.7 ([55]). Let α ∈ [0, 1] and β ∈ (0, 1] ∪ Q. The following two

results hold:

1. dimFS(α) = dimFS(β + α) = dimFS(α · β)

2. DimFS(α) = DimFS(β + α) = DimFS(α · β)

The original definitions of finite-state and finite-state strong dimension pre-

sented in [7, 49] were based on finite-state gamblers and information lossless

finite-state compressors. However, using the relationship between finite-state

compressors and decompressors as shown in [56, 132], these definitions and the

definition we use of dimension are equivalent. Intuitively, a sequence is FST-

trivial (having finite-state-strong dimension of 0) if very few bits are needed to

output long prefixes of the sequence by some FST. Similarly a sequence is FST-

incompressible (having finite-state dimension of 1) if the number of bits required

to output almost every prefix of the sequence is roughly equal to the length of the

prefix being examined by every FST. Other equivalent definitions of finite-state

and finite-state strong dimension can be found in terms of aligned and non-aligned

block entropy rates [26, 95, 131, 157], a restricted class of super-additive func-

tions [95] and finite-state log-loss predictors [76]. Note that the choice of binary

representation of FSTs used has no effect on finite-state and finite-state strong

dimension.

3.2.2 Normal Sequences and Finite-State Transducers

Normal sequences were briefly discussed in Section 2.5 of Chapter 2. Results by

Schnorr and Stimm [128] and Dai, Lathrop, Lutz and Mayordomo [49] demon-

strate that information lossless finite-state compressors (ILFSTs) cannot com-

press a sequence if and only if the sequence is normal (see [14] for a direct proof).

This gives us the following result indicating that normal sequences are incom-

pressible for FSTs.
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3.2. Finite-State Transducers

Theorem 3.2.8. Let S ∈ {0, 1}ω. It holds that S is a normal sequence if and

only if dimFS(S) = 1.

Note that as a corollary to Theorem 3.2.7, and as originally shown by Wall

[146], when α ∈ [0, 1] is a normal number (i.e. its corresponding sequence is

normal), for every β ∈ (0, 1] ∩ Q, it holds that β + α and β · α are also normal

numbers.

As an aside, it is possible to define a finite-state based descriptional complexity

where normal sequences have minimal complexity. In [31], Calude, Salomaa and

Roblot introduce the following complexity notion.

Definition 3.2.9. Let σ be a binary representation of FSTs and let x ∈ {0, 1}∗.

The Calude-Salomaa-Roblot (CSR) complexity of x with respect to σ, denoted

by CSRσ(x), is given by

CSRσ(x) = min{|y|+ |T |σ : T ∈ FST ∧ T (y) = x}. (3.6)

In the above definition, σ may be replaced with any other binary representation

of FSTs π, but the value of CSRπ(x) and CSRσ(x) may differ greatly. The rela-

tionship between CSRσ and Dk
FS(x) is demonstrated by the following: Consider

two strings x and y such that T ∈ FST≤k with T (y) = x and Dk
FS(x) = |y|. If the

same binary representation (in this case σ) is being used for both complexity no-

tions it follows that CSRσ(x) ≤ |y|+k. CSRσ(x) differs from Dk
FS(x) in that the

value of CSRσ(x) is free to look for a minimal description for x over all transduc-

ers instead of those whose size is bounded above by k. This freedom was used by

Calude, Staiger and Stephan to show that regardless of the binary representation

used, there exists normal sequences with minimal CSR complexity.

Theorem 3.2.10 ([34]). Let σ be a binary representation of FSTs. Then there
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3.3. Finite-State Depth

exists a normal sequence S such that

lim
n→∞

CSRσ(S � n)

n
= 0.

As a further aside, Kozachinskiy and Shen develop their own version of de-

scriptional finite-state complexity in [95] which they call Automatic Kolmogorov

complexity1. The difference with their approach is that they do not assign initial

states to finite-state transducers, and they extend the domain of the transition

and output functions to include λ as a valid input along with {0, 1}. This means

that, if it is an option to take, a transducer can move between states and output

a character without needing to read a character of its input.

To avoid the issue of every string therefore having a minimal descriptional

length of 0 as a result of this, only transducers where each input only describes at

most O(1) number of strings are considered. Hence, the single state transducer

which allows outputting either 0 or 1 without reading any characters of its input

is not considered as then λ would be a description for every string.

3.3 Finite-State Depth

A sequence S is finite-state deep if, given any finite-state transducer, we can

always build a more powerful finite-state transducer (i.e. via a combination of

having more states to process the input and the ability to output longer strings)

such that when we examine the k-finite-state complexity of prefixes of S on each

transducer, their difference is always bounded below by the length of the prefix

times a fixed constant. Intuitively, the larger transducer is more powerful and

can spot patterns of the sequence that the smaller transducer cannot. As such,

1This is not to be confused with Shallit and Wang’s automatic complexity discussed in
Chapter 8.
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the larger transducer requires less bits to describe the prefix. In [57], a notion2

of depth based on FSTs was introduced called infinitely often finite-state depth

(i.o. FS-depth).

Definition 3.3.1. S ∈ {0, 1}ω is infinitely often finite-state deep (i.o. FS-deep)

if

(∃α > 0)(∀k ∈ N)(∃k′ ∈ N)(∃∞n ∈ N)Dk
FS(S � n)−Dk′

FS(S � n) ≥ αn.

We introduce an a.e. version of the original finite-state notion called almost

everywhere finite-state depth (a.e. FS-depth).

Definition 3.3.2. S ∈ {0, 1}ω is almost everywhere finite-state deep (a.e. FS-

deep) if both of the following hold:

1. (∀k ∈ N)(∃α > 0)(∃k′ ∈ N)(∀∞n ∈ N)Dk
FS(S � n)−Dk′

FS(S � n) ≥ αn,

2. DimFS(S) 6= 0.

We make note of the different order of the quantifiers in Definitions 3.3.1 and

3.3.2. We justify this order of quantifiers as in their original paper, Doty and

Moser also introduced a second notion of i.o. FS-depth with the same order of

quantifiers as in Definition 3.3.2. A sequence that is not a.e. FS-deep is called

almost everywhere finite-state shallow (a.e. FS-shallow).

One of the limitations of our definition of a.e. FS-depth is condition 2 in Def-

inition 3.3.2. If we dropped the requirement, some FST-trivial sequences would

be considered deep which goes against the spirit of Bennett’s original notion.

Lemma 3.3.3. If condition 2 from Definition 3.3.2 was dropped, the sequence of

all 0s would be considered a.e. FS-deep.

2Actually two notions were introduced, which differ only by the order of quantifiers.
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Proof. Let k ∈ N. Let p ∈ N be greater than the maximum number of 0’s any

T ∈ FST≤k can output upon reading a single bit. Therefore we have that

Dk
FS(0n) ≥

⌊n
p

⌋
≥ n

p
− 1. (3.7)

Next consider the FST T ′ such that on any input of the form 0m10r, T ′ uses 0m

to output 2pm 0’s and then upon reading the 1, uses 0r to output r 0’s.

As every n can be written in the form n = 2pm + r where m, r ∈ N and

0 ≤ r < 2p, we have that

D
|T |
FS (0n) ≤

⌊ n
2p

⌋
+ r + 1 ≤ n

2p
+ 2p+ 1. (3.8)

Let 0 < α < 1. Then for all but finitely many n it holds that

Dk
FS(0n)−D|T |FS (0n) ≥ (

n

p
− 1)− (

n

2p
+ 2p+ 1) (by (3.7) and (3.8))

=
n

2p
− 2p− 2 =

1

2p
(n− 4p2)− 2

≥ n(
1− α

2p
). (when n is large)

As k is arbitrary, the sequence of all 0’s would be considered a.e. FS-deep.

3.3.1 Basic Properties

The following lemma demonstrates that if a sequence S is a.e. FS-deep when

the size of finite-state transducers are viewed with respect to one binary rep-

resentation, then it is a.e. FS-deep regardless of what binary representation is

used.

Lemma 3.3.4. Let π be a binary representation of FSTs. Let S be an a.e. FS-

deep sequence when the size of the FSTs are viewed with respect to the binary

47



3.3. Finite-State Depth

representation π. Then S is a.e. FS-deep when the size of the FSTs are viewed

with respect to every binary representation.

Proof. Let S and π be as in the statement of the lemma. Let τ be a different

binary representation of all FSTs.

Fix k ∈ N. There exists a constant c such that FST≤kτ ⊆ FST≤k+c
π . Therefore

for all n ∈ N,

Dk+c
π (S � n) ≤ Dk

τ (S � n). (3.9)

As S is a.e. FS-deep with respect to π, there exists constants αk and (k + c)′

such that for almost every n

Dk+c
π (S � n)−D(k+c)′

π (S � n) ≥ αkn. (3.10)

Let d be a constant such that FST(k+c)′

π ⊆ FST(k+c)′+d
τ . Therefore for almost

every n,

D(k+c)′+d
τ (S � n) ≤ D(k+c)′

π (S � n). (3.11)

Therefore by Equation (3.10), for almost every n,

Dk
τ (S � n)−Dk′

τ (S � n) ≥ Dk+c
π (S � n)−D(k+c)′

π (S � n) ≥ αkn (3.12)

where k′ = (k+ c)′+ d. As DimFS(S) 6= 0 regardless of the binary representation

and as k is arbitrary, we have that S is also a.e FS-deep with respect to τ .

The following result shows that sequences that incompressible by finite-state

transducers, i.e. normal sequences, cannot be a.e. FS-deep.

Theorem 3.3.5. Let S ∈ {0, 1}ω. If dimFS(S) = 1, then S is not a.e. FS-deep.
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Proof. Let S ∈ {0, 1}ω be such that dimFS(S) = 1. Let k′ ∈ N and α > 0. Then

(∀∞n ∈ N)Dk′

FS(S � n) > (1− α)n. (3.13)

Therefore, if k is such that IFS ∈ FST≤k, it holds that

(∀∞n ∈ N)Dk
FS(S � n)−Dk′

FS(S � n) < n− (1− α) = αn. (3.14)

As α and k′ are arbitrary, S is not a.e. FS-deep.

3.3.2 Slow Growth Law

In the following subsection we prove a Slow Growth Law for a.e. FS-depth. Re-

call that the intuition behind slow growth laws is that deep sequences cannot

be constructed from simple processes, i.e. they must be computationally diffi-

cult to make. We demonstrate that a.e. FS-depth satisfies a slow growth law

by demonstrating that no a.e. FS-deep sequence can be constructed from an

a.e. FS-shallow sequence via an ILFS computable process. This is the same

transformation used by Doty and Moser in their i.o. FS-depth notion [57].

To demonstrate the slow growth law we require the following lemma regarding

how ILFSTs do not greatly alter the k-finite-state complexity of strings. It pre-

viously appeared in [57] in a slightly different format but we restate and reprove

parts of it here.

Lemma 3.3.6 ([57]). Let M be an ILFST.

1. (∀k ∈ N)(∃k′ ∈ N)(∀x ∈ {0, 1}∗)Dk′
FS(M(x)) ≤ Dk

FS(x).

2. (∀ε > 0)(∀k ∈ N)(∃k′ ∈ N)(∀∞x ∈ {0, 1}∗)Dk′
FS(x) ≤ (1 + ε)Dk

FS(M(x)) +

O(1).
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Proof. The proof for part 1 is in [57].

For part 2, let ε, k, x and M be as stated in the lemma. Furthermore let

0 < ε′ < ε. By Theorem 3.2.4, there exists an ILFST M−1 and a constant c ∈ N

such that for all y ∈ {0, 1}∗, y � (|y| − c) vM−1(M(y)) v y.

Let p be a k-minimal program for M(x), i.e. A(p) = M(x) for A ∈ FST≤k

and Dk
FS(M(x)) = |p|.

Let b = d 2
ε′
e. There exists non-negative integers n and r such that |p| = nb+r,

where 0 ≤ r < b. Let p′ be a new string such that p′ begins with the first nb

bits of p, with a 0 placed to separate every b bits starting at the beginning of the

string, followed by a 1 and then the remaining r bits of p doubled. That is

p′ = 0p1 . . . pb0pb+1 . . . p2b0 . . . pnb1pnb+1pnb+1 . . . pnb+rpnb+r.

Note therefore that

|p′| = n(b+ 1) + 2r + 1 = |p|+ n+ r + 1 < |p|+ n+ b+ 1. (3.15)

nb ≤ |p| means n ≤
⌈ |p|
b

⌉
and so for |p| large it holds that

|p′| ≤ |p|+
⌈
|p|
b

⌉
+ b+ 1 ≤ |p|+ 2

⌈
|p|
b

⌉
= |p|+ 2

⌈
|p|
d 2
ε′
e

⌉
≤ |p|+ 2(

ε′|p|
2

+ 1) = |p|(1 + ε′) + 2

≤ |p|(1 + ε). (3.16)

Next we build A′ for x. Let y = M−1(M(x)), i.e. x = yz for some |z| ≤ c.

Let A′ be the machine such that on input p′01z: A′ uses p′ to simulate A(p) to

retrieve M(x). A′ knows where p′ ends due to the 01 separator. A′ takes M(x)’s

output and simulates it on M−1 to retrieve y. This is possible as the composition

of ILFSTs can be simulated by an ILFST. After seeing the separator, A′ acts as
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the identity transducer and outputs z. Thus A′(p′01z) = yz = x. Thus

D
|A′|
FS (x) ≤ |p′|+ 2 + |z| ≤ |p|(1 + ε) + 2 + c = Dk

FS(M(x)) +O(1). (3.17)

As |A′| depends on the size of A, the size of M−1 and b (i.e. it does not vary

with x), k′ can be chosen such that k′ = |A′|.

Consider two sequences S, S ′ ∈ {0, 1}ω such that S ′ is ILFS computable from

S via the ILFST M . It may be the case that M on input of prefixes of S does

not output every prefix of S ′. For instance, it may only output the prefixes of

even length. We use the following remark to relate the finite-state complexity of

prefixes of S ′ with just those prefixes that are outputted by M on input S.

Remark 3.3.7. Let S, S ′ ∈ {0, 1}ω be such that S ′ is ILFS computable from

S via the ILFST M . For each n, let mn denote the largest integer such that

M(S � mn) v S ′ � n. Then for all 0 < ε < 1 we have that

(∀k ∈ N)(∃k′ ∈ N)(∀∞n ∈ N)Dk′

FS(S ′ � n) ≤ (1 + ε)Dk
FS(M(S � mn)) +O(1).

Proof. Let S, S ′, M , and the sequence of integers {mn}n∈N be as stated in the

lemma. For each n, let yn ∈ {0, 1}∗ be the string which satisfies M(S � mn) ·yn =

S ′ � n.

The proof then follows the same structure as part two of Lemma 3.3.6: By

letting p be a k-description of M(S � mn), we can similarly use a padded version

of p, along with a separator, and then the string yn to retrieve S ′ � n. Since |yn|

is bounded, for each chosen ε, the inequality will hold when |p| is long enough,

i.e. for long enough prefixes of S ′ � n.
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Theorem 3.3.8 (Slow Growth Law). Let S ∈ {0, 1}ω. Let f : {0, 1}ω −→ {0, 1}ω

be ILFS computable, and let S ′ = f(S). If S ′ is a.e. FS-deep, then S is a.e. FS-

deep.

Proof. Let S, S ′, and f be as stated in the theorem and let M be an ILFST

computing f .

For all n, let mn denote the largest integer such that M(S � mn) v S ′ � n,

and let yn ∈ {0, 1}∗ be such that M(S � mn) · yn = S ′ � n. Note that yn = λ

infinitely often. As M is IL, it cannot visit a state twice without outputting at

least one bit, so there exists a β > 0 such that for all such n, n ≥ βmn.

Fix l ∈ N. Let k be from Lemma 3.3.6 such that for all x ∈ {0, 1}∗,

Dk
FS(M(x)) ≤ Dl

FS(x). (3.18)

As S ′ is a.e. FS-deep, there exists k′ and α > 0 such that for almost every n

Dk
FS(S ′ � n)−Dk′

FS(S ′ � n) ≥ αn. (3.19)

Note that we can choose k′ to satisfy (3.18) and be large enough so that IFS ∈

FST≤k
′
. Hence, for all x and constants c, Dk′

FS(x)(1 + c) ≤ Dk′
FS(x) + |x|c.

Let 0 < ε < α. Let l′ ∈ N be from Lemma 3.3.6 such that for almost every x,

Dl′

FS(x) ≤ Dk′

FS(M(x))(1 +
ε

2
) +O(1). (3.20)

Hence, for almost every m, there exists an n such that
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Dl
FS(S � m)−Dl′

FS(S � m) ≥ Dl
FS(S � m)−Dk′

FS(M(S � m))(1 +
ε

2
)−O(1)

≥ Dk
FS(M(S � m))−Dk′

FS(M(S � m))(1 + ε)

= Dk
FS(M(S � mn))−Dk′

FS(M(S � mn))(1 + ε)

= Dk
FS(S ′ � n)−Dk′

FS(S ′ � n)(1 + ε)

≥ αn− ε(Dk′

FS(S ′ � n))

≥ (α− ε)n

≥ (α− ε)βmn ≥ (α− ε)βm.

Thus as l was arbitrary, S satisfies condition 1 of Definition 3.3.2.

Next we must be show that DimFS(S) 6= 0. Recall that for every sequence T

that

DimFS(T ) = lim
k→∞

lim sup
n→∞

Dk
FS(T � n)

n
.

First let δ > 0. In the following, for each k, let k′′ and k′ be such that for almost

all n ∈ N

Dk′′

FS(S ′ � n) ≤ (1 + δ)Dk′

FS(M(S � mn)) + 2 + |yn|

= (1 + δ)Dk′

FS(M(S � mn)) +O(1)

≤ (1 + δ)Dk
FS(S � mn) +O(1).

Such k′′ and k′ exist by Lemma 3.3.6 and Remark 3.3.7. We will use the following

facts to show that DimFS(S) 6= 0: We require the following two facts to complete

the proof: For any sequence

1. The limit superior of any subsequence is less than or equal to the limit
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superior of the original sequence.

2. Every subsequence of a convergent sequence converges to the same limit.

As S ′ is a.e. FS-deep, it follows that DimFS(S ′) > 0. Therefore we have that

0 < DimFS(S ′)

= lim
k→∞

lim sup
n→∞

Dk
FS(S ′ � n)

n

= lim
k→∞

lim sup
n→∞

Dk′′
FS(S ′ � n)

n
(by Fact 2)

≤ lim
k→∞

lim sup
n→∞

(1 + δ)Dk′
FS(M(S � mn) +O(1)

n

≤ lim
k→∞

lim sup
n→∞

(1 + δ)Dk
FS(S � mn)

n

≤ lim
k→∞

lim sup
n→∞

(1 + δ)Dk
FS(S � mn)

mnβ
(as n ≥ mnβ)

≤ lim
k→∞

lim sup
m→∞

(1 + δ)Dk
FS(S � m)

mβ
(by Fact 1 above)

=
(1 + δ)

β
DimFS(S).

Hence as (1 + δ)/β is non-zero, neither is DimFS(S). Thus S is a.e. FS-deep.

3.3.3 Existence of an a.e. FS-Deep Sequence

To prove the existence of an a.e. FS-deep sequence we need Lemmas 3.3.9 and

3.3.12 which examine the k-finite-state complexity of substrings within a string

on FSTs of roughly the same size. Lemma 3.3.9’s proof relies on viewing FSTS

with respect to our fixed binary representation σ described in Section 3.2.1.

Suppose we are given an FST T and an input vw. If T outputs xy on reading

vw and x on reading the prefix v, this means that v is a description of x and vw

is a description of xy via T . We can alter T to create a new transducer T ′ such
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that the states and transitions of T ′ and T are the same, with the only difference

being that the start state of T ′ is the one T ends in after reading v. This means

that w is a description of y via T ′.

Lemma 3.3.9. For our fixed binary representation σ (from 3.3), when k ≥ 4 it

holds that

(∀n ∈ N)(∀x, y, z ∈ {0, 1}∗)Dk
FS(xynz) ≥ D3k

FS(x) + nD3k
FS(y) +D3k

FS(z).

Proof. Let k, n, x, y and z be as stated. Let T ∈ FST≤k and px, py,i, . . . py,n, pz ∈

{0, 1}∗ be such that Dk
FS(xynz) = |pxpy,1 . . . py,npz| with T (pxpy,1 . . . py,npz) =

xynz, T (pxpy,1 . . . py,j) = xyj for 1 ≤ j ≤ n, and T (px) = x.

For all w ∈ {0, 1}∗, let Tw be the FST such that Tw’s states, transitions, and

outputs are the same as T ’s with the only difference being that the start state of

Tw is the state that T on input w ends in. That is, Tw’s initial state is the state

δT (q0, w) where q0 is the initial state of T . Hence we have that Tpx(py,1) = y,

Tpxpy,1...py,n(pz) = z and for 2 ≤ j ≤ n, Tpxpy,1...py,j−1
(py,j) = y.

Next we put a bound on the binary description length of Tw. Recall by our

choice of σ, for an FST M , σ(d(bin(n))01π) = M where d(bin(n)) is a pointer to

M ’s start state qn, and π describes the function ∆ of M ’s transitions and outputs.

We write ∆M for the ∆ function of M .

As |T | ≤ k, T has at most k states. Therefore the pointer to Tw’s start state

takes at most 2|bin(k)| = 2(blog kc + 1) bits to encode. Similarly, the encoding

of ∆T can be used to encode ∆Tw and so the number of bits required to encode

∆Tw is bounded above by k bits also. Hence we have that whenever k ≥ 4

|Tw| ≤ 2(blog kc+ 1) + 2 + k ≤ 3k. (3.21)

Thus for k ≥ 4 we have that D3k
FS(x) ≤ |px|, D3k

FS(z) ≤ |pz| and D3k
FS(y) ≤ |py|
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where |py| = min
{
|py,j| : 1 ≤ j ≤ n

}
.

Hence

Dk
FS(xynz) ≥ |px|+ n|py|+ |pz| ≥ D3k

FS(x) + nD3k
FS(y) +D3k

FS(z)

as desired.

Remark 3.3.10. Note that for all x ∈ {0, 1}∗, Dk
FS(x) ≤ Dk+1

FS (x). Hence while

Lemma 3.3.9’s result is only for k ≥ 4, it gives us that for all x, y, z,

D1
FS(xynz) ≥ D2

FS(xynz) ≥ D3
FS(xynz) ≥ D12

FS(x) + nD12
FS(y) +D12

FS(z).

Remark 3.3.11. Lemma 3.3.9 can be generalised such that for our fixed binary

representation σ, we can break the input into any number of substrings to get a

similar result. That is for any string x = x1 . . . xn,

(∀∞k ∈ N)Dk
FS(x1 . . . xn) ≥

n∑
i=1

D3k
FS(xi).

The following lemma states that for almost every pair of strings x and y, given

a description of x and a description of y, a transducer T can be built such that

upon reading a padded version of the description of x, a flag, and the description

for y, T can output the string xy.

Lemma 3.3.12. (∀ε > 0)(∀k ∈ N)(∃k′ ∈ N)(∀∞x ∈ {0, 1}∗)(∀y ∈ {0, 1}∗)

Dk′

FS(xy) ≤ (1 + ε)Dk
FS(x) +Dk

FS(y) + 2.

Proof. Let ε, x, y and k be as stated in the lemma. Consider p, q ∈ {0, 1}∗ such

that Dk
FS(x) = |p| and Dk

FS(y) = |q|, and suppose A,B ∈ FST≤k where A(p) = x

and B(q) = y.
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Let b = d2
ε
e. Then there exists integers n an r such that |p| = nb + r, where

0 ≤ r < b. Let p′ be a new string such that p′ begins with the first nb bits of p,

with a 0 placed to separate every b bits starting at the beginning of the string.

This is followed by a 1 and the remaining r bits of p doubled, i.e.

p′ = 0p1 . . . pb0pb+1 . . . p2b0 . . . pnb1pnb+1pnb+1 . . . pnb+rpnb+r.

Then by the same argument as in Lemma 3.3.6, whenever |p| is large enough

we can arrive to the same result as in Equation (3.16), i.e. it holds that |p′| ≤

|p|(1 + ε). Another way of saying this holds only for large |p| is when Dk
FS(x) is

large.

Next let M ∈ FST≤k
′

(where k′ is a number whose value is dependent only

on k and b) be the FST such that on input p′10q: M uses p′ to output A(p) = x.

M can spot the beginning bits of p from the blocks of size b by the 0s. When

M sees the block beginning with 1 it knows that the remaining bits will be the

final bits of p doubled. Upon reading 10, M uses the remaining bits to output

B(q) = y. Therefore, for almost all x and all y it holds that

Dk′

FS(xy) ≤ |p′|+ |q|+ 2 ≤ (1 + ε)Dk
FS(x) +Dk

FS(y) + 2.

We now present the main result of this chapter by constructing an a.e. FS-

deep sequence. The sequence is constructed in consecutive blocks where each

block is devoted to some pair k, k′. On such a block, transducers of size k do

poorly, while some larger transducer of size k′ does very well. The key difference

from the proof in [57] where Doty and Moser prove the existence of an i.o. FS-

deep sequence is that blocks devoted to the same pair (k, k′) repeat every constant

number of blocks. This method of repeating blocks assigned to a certain pair at
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a predetermined frequency has also been used to construct deep sequences in

different notions of depth [62, 77]. This ensures an a.e. FS-deep sequence, as

opposed to merely an i.o. FS-deep sequence.

Theorem 3.3.13. There exists an a.e. FS-deep sequence.

Proof. We begin by partitioning the non-negative integers into disjoint consec-

utive intervals I0, I1, . . . where interval Ij has size 2j. For instance, I0 = {0},

I1 = {1, 2} and I3 = {3, 4, 5, 6}. For each Ij, set mj = min(Ij) and Mj = max(Ij).

Note that for all j, mj+1 = Mj + 1. For all integers k ≥ 0, k is devoted to every

interval Ij where j is of the form 2k − 1 + t(2k+1) for t ≥ 0. So k = 0 will first

be assigned to I0 and every 2nd interval after that. k = 1 is first assigned to I1

and every 4th interval after that, and so on. If k is devoted to Ij, Ij+ denotes the

next interval k is devoted to.

S is constructed in stages S0S1S2 . . ., where S[mj..Mj] = Sj. Note that |Sj| =

|Ij|. Each stage Sj of S is constructed as follows:

If Ij is devoted to 0, set Sj = 0|Ij |. Otherwise if Ij is devoted to some non-zero

k, suppose j = 2k− 1 + t(2k+1) for some t. Let rk be a string of length 22k−1 that

is 3k-FS random in the sense that

D3k
FS(rk) ≥ |rk| − 4k. (3.22)

Such a string exists as |FST≤3k| · 2|rk|−4k < 2|rk| for k ≥ 1. In this case construct

Sj by concatenating |Ij|/|rk| copies of rk. That is

Sj = r
|Ij |
|rk|
k = r2t(2

k+1)

k . (3.23)

Fix some k ≥ 4 (this allow us to apply Lemma 3.3.9) and consider some

arbitrarily long prefix S � n of S. Let j = max{i : Ii is assigned to k and Mi ≤

n− 1}. That is, j denotes the index of the largest interval devoted to k such that
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Sj is a substring of S � n but the substring denoted by Sj+ which is tied to interval

Ij+ is not. We split S � n into three substrings x, y, z such that x = S[0..Mj−1],

y = Sj, and z = S[mj+1..n− 1].

We find a lower bound for the k-finite-state complexity of xyz as follows:

Dk
FS(xyz) ≥ D3k

FS(x) +
|Ij|
|rk|

D3k
FS(rk) +D3k

FS(z) (by Lemma 3.3.9)

≥ D3k
FS(x) + |Ij|(1−

4k

|rk|
) +D3k

FS(z) (by (3.22))

≥ D3k
FS(x) + |Ij|c1 +D3k

FS(z), (3.24)

where c1 = (211 − 1)/211 as 1− 4k
|rk|

is minimum for k = 4.

For each r ∈ {0, 1}∗, consider the single state FST Tr such that for each

bit of its input read, Tr stays in the same state and outputs r. That is, for all

x ∈ {0, 1}∗, Tr(x) = r|x|. Let k̂ be large enough such that k̂ > 3k and both the

identity transducer IFS and Trk are contained in FST≤k̂. This enables us to get

the following upper bounds for the k̂-finite-state complexity of x and y of

Dk̂
FS(x) ≤ |x| = 2j − 1 < 2j = |Ij| and Dk̂

FS(y) ≤ |Ij|
|rk|

. (3.25)

Next set ε = 5/10923. We set δ to have a value such that δ + δ2/4 = ε.

By Lemma 3.3.12, whenever Dk̂
FS(x) and Dk̂

FS(y) are large enough (i.e. for long

enough prefixes of S) we have that there exists k′′, k′ ≥ 3k such that

Dk′′

FS(xyz) ≤ (1 +
δ

2
)Dk′

FS(xy) +Dk′

FS(z) + 2 (by Lemma 3.3.12)

≤ (1 +
δ

2
)2Dk̂

FS(x) + (1 +
δ

2
)Dk̂

FS(y) +Dk′

FS(z) + 4 (by Lemma 3.3.12)

≤ (1 + ε)(Dk̂
FS(x) +Dk̂

FS(y)) +Dk′

FS(z) + 4 (by choice of δ)

≤ Dk̂
FS(x) + |Ij|(ε+

1 + ε

|rk|
) +Dk′

FS(z) + 4 (by (3.25))

= Dk̂
FS(x) + |Ij|c2 +Dk′

FS(z) + 4 (3.26)
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where c2 = 2−11 as 1/|rk| is maximum for k = 4.

Hence we have for almost every m,

Dk
FS(S � n)−Dk′′

FS(S � n) = Dk
FS(xyz)−Dk′′

FS(xyz)

≥ (D3k
FS(x)−Dk̂

FS(x)) + (D3k
FS(z)−Dk′

FS(z))

+ |Ij|(c1 − c2)− 4 (by (3.24) and (3.26))

= |Ij|(
210 − 1

210
)− 4

≥ |Ij|(
29 − 1

29
) (for j large)

=
(29 − 1)|Ij+|

29(22k+1)
(as |Ij+| = 22k+1|Ij|)

>
n

2
(

29 − 1

22k+1+9
) (as n < Mj+ < 2|Ij+|)

= nαk (3.27)

where αk = (29− 1)/22k+1+10. Condition 1 of Definition 3.3.2 for a.e. FS-depth is

then met as for 0 ≤ k ≤ 3, Equation (3.27) is satisfied by taking the appropriate

k′′ when k = 4 and setting αk to be α4.

Finally we must show that DimFS(S) 6= 0. Let k ≥ 4. We consider the k-

finite-state complexity of prefixes of the form S[0..Mj] of S where Ij is an interval

devoted to k. Hence we have that

Dk
FS(S[0..Mj]) ≥

|Ij|
|rk|

(D3k
FS(rk)) (by Lemma 3.3.9)

≥ |Ij|(1−
4k

|rk|
) (by (3.22))

≥ |Ij|(
211 − 1

211
) (as 4k/|rk| is minimum for k = 4)

≥ 211 − 1

212
|S[0..Mj]|. (as Mj < 2|Ij|)

Hence we have that DimFS(S) ≥ (211 − 1)/212 > 0. Therefore S is a.e. FS-

deep.
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3.3.4 Separation from i.o. FS-depth

The following result demonstrates a difference between our a.e. FS-depth and

Doty and Moser’s original i.o. FS-depth notion. We do this by building a sequence

which is i.o. FS-deep but not a.e. FS-deep, thus demonstrating that being i.o.

FS-deep is a weaker requirement. The sequence is constructed similarly to the

sequence from Theorem 3.3.13, however, every second block is now a random

string. This prevents us achieving a.e. FS-depth.

Theorem 3.3.14. There exists a sequence which is i.o. FS-deep but not a.e.

FS-deep.

Proof. We begin by partitioning the non-negative integers into disjoint consec-

utive intervals I1, I2, . . . where |I1| = 2 and |Ij| = 2|I1|+···+|Ij−1| for j ≥ 2. For

instance, I1 = {0, 1}, I2 = {2, 3, 4, 5}, and I3 = {6, 7, . . . , 69}. For each Ij, set

mj = min(Ij) and Mj = max(Ij). Note that for all j, mj+1 = Mj + 1.

S is constructed in stages S1S2S3 . . . where Sj denotes the substring S[mj..Mj].

For all j, we henceforth use the notation Sj to denote the prefix S1 · · ·Sj of S.

Note that |Sj| = |Ij| and when j > 1 we have that log(|Sj|) = |Sj−1|. Each stage

Sj is constructed as follows:

For every interval Ij where j is odd, we set Sj to be a string with maximal

plain Kolmogorov complexity in the sense that K(Sj) ≥ |Sj|. If j is even, Ij is

devoted to some FST description bound length k. Specifically for each k, k is

devoted to every interval Ij where j is of the form j = 2k + t(2k+1), for t ≥ 0.

So k = 1 is first devoted to I2 and every 4th interval after that and k = 2 is first

devoted to I4 and every 8th interval after that, and so on. For each k, let rk be a
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string of length |I2k | such that rk is 3k-FS random in the sense that

D3k
FS(rk) ≥ |rk| − 4k. (3.28)

Such a string exists as |FST≤3k| · 2|rk|−4k < 2|rk| for k ≥ 1. Then if Ij is devoted

to k we set

Sj = r
|Ij |
|rk|
k = r2t(2

k+1)

k . (3.29)

First we show S is i.o. FS-deep:

Fix some k ≥ 4 (this allows us to apply Lemma 3.3.9). We consider prefixes

of the form Sj of S where interval Ij is devoted to k. We first find a lower bound

for the k-finite-state complexity of Sj. We have that

Dk
FS(Sj) ≥ D3k

FS(Sj−1) +
|Sj|
|rk|

D3k
FS(rk) (by Lemma 3.3.9)

≥ |Sj|
|rk|

(|rk| − 4k). (by (3.28))

Let Trk be the single state FST as described in Theorem 3.3.13 which on

every input bit outputs rk. Let k̂ be large enough so that Trk and the identity

transducer are contained in FST≤k̂. This enables us to get upper bounds for the

k̂-finite-state complexity of Sj−1 and Sj of

Dk̂
FS(Sj−1) ≤ |Sj−1| and Dk̂

FS(Sj) ≤
|Sj|
|rk|

. (3.30)

By Lemma 3.3.12, whenever Dk̂
FS(Sj−1) and Dk̂

FS(Sj) are large (i.e. for long
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enough prefixes of S) we have that there exists a k′ such that

Dk′

FS(Sj) ≤ 2Dk̂
FS(Sj−1) +Dk̂

FS(Sj) + 2 (by Lemma 3.3.12)

≤ 2|Sj−1|+
|Sj|
|rk|

+ 2 (by (3.30))

= 2(log(|Sj|) + 1) +
|Sj|
|rk|

. (3.31)

Let 0 < ε < 1. Using that lim
k→∞

(4k + 1)/|rk| = 0, for sufficiently long prefixes

of the form Sj where k is devoted to j, for k sufficiently large it holds that

Dk
FS(Sj)−Dk′

FS(Sj) ≥
|Sj|
|rk|

(|rk| − 4k − 1)

− 2(log(|Sj|) + 1) (by (3.30) and (3.31))

≥ |Sj|(1−
ε

2
) (for j and k sufficiently large)

= (|Sj| − log |Sj|)(1−
ε

2
)

≥ |Sj|(1− ε). (3.32)

Similarly as Equation (3.32) only holds for large k, for all i ≤ k where k is

large, when k′ is chosen as above we have that Di
FS(Sj)−Dk′

FS(Sj) ≥ |Sj|(1− ε)

when j is devoted to k. Hence S is i.o. FS-deep.

Next we show S is not a.e. FS-deep, i.e.

(∃k ∈ N)(∀α > 0)(∀k′ ∈ N)(∃∞n ∈ N)Dk
FS(S � n)−Dk′

FS(S � n) < αn.

Throughout the remainder of the proof we assume j is odd. Recall that for all

odd j, K(Sj) ≥ |Sj|.

Fix some k′. Let a ≥ 3 be large enough such that for some T ∈ FST≤ak
′
,

there exists a y ∈ {0, 1}∗ where |y| = Dak′
FS (Sj) and T (y) = Sj. Furthermore,

consider the machine M that on input of strings of the form d(σ)01x, where σ
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is an encoding of an FST, M runs x on said FST and returns the same output.

Then from an encoding σT of T , we have that M(d(σT )01y) = Sj. Hence for all

k′ we have

|Sj| ≤ K(Sj) ≤ 2ak′ + 2 +Dak′

FS (Sj) +O(1) = Dak′

FS (Sj) +O(1). (3.33)

Let 0 < β < 1. Hence by Equation (3.33), whenever j is sufficiently large it

holds that

Dak′

FS (Sj) > |Sj|(1−
β

2
). (3.34)

By Lemma 3.3.9, whenever j is sufficiently large we therefore have that

Dk′

FS(Sj) ≥ D3k′

FS (Sj) ≥ Dak′

FS (Sj) > |Sj|(1−
β

2
) (by (3.34))

= (|Sj| − log(|Sj|))(1−
β

2
)

> |Sj|(1− β). (3.35)

Let k be such that the identity transducer is in FST≤k. Hence by Equation

(3.35), for infinitely many odd j it holds that

Dk
FS(Sj)−Dk′

FS(Sj) < |Sj| − |Sj|(1− β) = |Sj|β. (3.36)

Then as β and k′ were chosen arbitrarily, it holds that S is not a.e. FS-deep.

3.4 Summary

In this chapter we introduced a new notion of depth at a low complexity level

called almost everywhere finite-state depth. This notion expanded upon a previ-

ous finite-state notion of Doty and Moser [57]. We demonstrated that our notion
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satisfied some of the fundamental properties of depth. These included that finite-

state incompressible sequences are not a.e. FS-deep in Theorem 3.3.5 and that a

slow growth law is satisfied in Theorem 3.3.8. We proved the existence of an a.e.

FS-deep sequence in Theorem 3.3.13 and showed how our notion was different

from Doty and Moser’s original notion in Theorem 3.3.14.

We will revisit i.o. FS-depth when we examine other notions in later chapters.
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Chapter 4

Pushdown Depth

4.1 Introduction

In this chapter we develop a new notion of depth based on information lossless

pushdown compressors (ILPDCs). ILPDCs are more powerful that lossless finite-

state compressors in that they have access to an additional data type known as

a stack to aid in compression. Using the stack, the ILPDC stores characters in

its memory, however the compressor is only able to access this memory in a last

in, first out way.

In the spirit of Bennett’s depth which looks at Kolmogorov Complexity against

its weaker counterpart of time bounded Kolmogorov complexity, we will define

pushdown depth in this chapter by comparing pushdown compressors (PDCs)

against unary-stack pushdown compressors (UPDCs). A UPDC is the same as

an ordinary PDC with the key difference in this chapter being that a UPDC can

only push the symbol 0 onto its stack. In contrast a PDC can push both the

symbols 0 and 1.

We will show that there exists deep sequences in our pushdown notion. We

will similarly show that ILUPDC-trivial and ILPDC-incompressible sequences

are not pushdown deep. We will also show that a slow growth law holds in our
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notion.

We tie this chapter back to Chapter 3 also by demonstrating the existence of

a sequence which is pushdown deep but not i.o. FS-deep and vice versa. This

separates the two notions.

4.2 Pushdown Compressors

The model of pushdown compressors (PDC) we use to define pushdown depth

can be found in [109] where PDCs were referred to as bounded pushdown com-

pressors. We use this model as it allows for feasible run times by bounding the

number of times a PDC can pop a bit from its stack without reading an input

bit. This prevents the compressor spending an arbitrarily long time altering its

stack without reading its input. This model of pushdown compression also has

the nice property that it is equivalent to a notion of pushdown-dimension based

on bounded pushdown gamblers [1]. Similar models where there is no bound on

the number of times a bit can be popped off from the stack can be found in [2, 58].

The following contains details of the model used. It is taken from [109].

Definition 4.2.1. A pushdown compressor (PDC) is a 7-tuple

C = (Q,Γ, δ, ν, q0, z0, c)

where

1. Q is a non-empty, finite set of states,

2. Γ = {0, 1, z0} is the finite stack alphabet,

3. δ : Q× {0, 1, λ} × Γ→ Q× Γ∗ is the transition function,

4. ν : Q× {0, 1, λ} × Γ→ {0, 1}∗ is the output function,
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5. q0 ∈ Q is the initial state,

6. z0 ∈ Γ is the special bottom of stack symbol,

7. c ∈ N is an upper bound on the number of λ-transitions per input bit.

We write δQ and δΓ∗ to represent the projections of the function δ. For z ∈ Γ+

the stack of C, z is ordered such that z[0] is the topmost symbol of the stack

and z[|z| − 1] = z0. δ is restricted to prevent z0 being popped from the bottom

of the stack. That is, for every q ∈ Q, b ∈ {0, 1, λ}, either δ(q, b, z0) = ⊥, or

δ(q, b, z0) = (q′, vz0) where q′ ∈ Q and v ∈ Γ∗.

Note that δ accepts λ as a valid input symbol. This means that C has the

option to pop the top symbol from its stack and move to another state without

reading an input bit. This type of transition is call a λ-transition. In this scenario

δ(q, λ, a) = (q′, λ). To enforce determinism, we ensure that one of the following

hold for all q ∈ Q and a ∈ Γ:

• δ(q, λ, a) = ⊥, or

• δ(q, b, a) = ⊥ for all b ∈ {0, 1}.

This means that the compressor does not have a choice to read either 0 or 1

characters. To prevent an arbitrary number of λ-transitions occurring at any

one time, we restrict δ such that at most c λ-transitions can be performed in

succession without reading an input bit.

The transition function is extended to δ′ : Q × {0, 1, λ} × Γ+ → Q × Γ∗ and

is defined recursively as follows. For q ∈ Q, v ∈ Γ∗, a ∈ Γ and b ∈ {0, 1, λ}

δ′(q, b, av) =


(δQ(q, b, a), δΓ∗(q, b, a)v), if δ(q, b, a) 6= ⊥;

⊥ otherwise.
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For readability, we abuse notation and write δ instead of δ′. The transition

function is extended further to δ′′ : Q × {0, 1}∗ × Γ+ → Q × Γ∗ as follows. For

q ∈ Q, v ∈ Γ+, w ∈ {0, 1}∗ and b ∈ {0, 1, λ}

δ′′(q, λ, v) =


δ′′(δQ(q, λ, v), λ, δΓ∗(q, λ, v)), if δ(q, λ, v) 6= ⊥;

(q, v) otherwise,

δ′′(q, wb, v) =


δ′′(δQ(δ′′Q(q, w, v), b, δ′′Γ∗(q, w, v)), λ, δΓ∗(δ

′′
Q(q, w, v), b, δ′′Γ∗(q, w, v)),

if δ′′(q, w, v) 6= ⊥ and δ(δ′′Q(q, w, v), b, δ′′Γ∗(q, w, v)) 6= ⊥;

⊥, otherwise.

In an abuse of notation we write δ for δ′′ and δ(w) for δ(q0, w, z0).

We define the output from state q ∈ Q on input w ∈ {0, 1}∗ with stack

contents v ∈ Γ∗ by the recursion ν(q, λ, v) = λ and

ν(q, wb, v) = ν(q, w, v) · ν(δQ(q, w, v), b, δΓ∗(q, w, v)).

The output of C on input w ∈ {0, 1}∗ is denoted by the string C(w) = ν(q0, w, z0).

To define our notion of depth, we examine the class of information lossless

pushdown compressors.

Definition 4.2.2. A PDC C is information lossless (IL) if for all x ∈ {0, 1}∗,

the function x 7→ (C(x), δQ(x)) is injective.

In other words, a PDC C is IL if the output and final state of C on input x

uniquely identify x. We call a PDC that is IL an ILPDC. We write (IL)PDC to

denote the set of all (IL)PDCs. By the identity PDC, we mean the ILPDC IPD

where on every input x, IPD(x) = x.
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As part of our definition of pushdown depth, we examine ILPDCs whose stack

is limited to containing only the symbol 0 also.

4.2.1 Unary-stack Pushdown Compressors

UPDCs are similar to counter compressors as seen in [11]. The difference here

is that for a UPDC, only a single 0 can be popped from the stack during a

single transition, while for a counter transducer, an arbitrary number of 0s can

be popped from its stack on a single transition, i.e. its counter can be deducted

by an arbitrary amount. However, the UPDC has the ability to pop off 0s from

its stack without reading a symbol via λ-transitions while the counter compressor

cannot. Thus, if a counter compressor decrements its counter by the value of k

on a single transition, a UPDC can do the same by performing k−1 λ-transitions

in a row before reading performing the transition of the counter compressor and

popping off the final 0.

Definition 4.2.3. A unary-stack pushdown compressor (UPDC) is a 7-tuple

C = (Q,Γ, δ, ν, q0, z0, c)

where Q, δ, ν, q0, z0 and c are all defined the same as for a PDC in Definition 4.2.1,

while the stack alphabet Γ is the set {0, z0}.

Definition 4.2.4. A UPDC C is information lossless (IL) if for all x ∈ {0, 1}∗,

the function x 7→ (C(x), δQ(x)) is injective. A UPDC which is IL is referred to

as an ILUPDC.

We make the following observation regarding ILUPDCs. Let C ∈ ILUPDC

and suppose it has been given the input yx. After reading the prefix y, if C’s

stack height is large enough such that it never empties on reading the suffix x,

the actual height of the stack doesn’t matter. That is, any reading of x with an
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arbitrarily large stack which is far enough away from being empty will all have a

similar behaviour if starting in the same state. This is because if the stack does

not empty, it has little impact on the processing of x. We describe this below.

Remark 4.2.5. Let C ∈ ILUPDC and suppose C can perform at most c λ-

transitions in a row. Consider running C on an input of the form yx and let q

be the state C ends in after reading y. If C’s stack has a height above (c+ 1)|x|

after reading y, then C’s stack can never be fully emptied upon reading x. Hence,

for k, k′ ≥ (c + 1)|x| with k 6= k′ then C(q, x, 0kz0) = C(q, x, 0k
′
z0), i.e. C will

output the same string regardless of whether the height is k or k′. Thus, prior to

reading x, only knowing whether the stack’s height is below (c + 1)|x| will have

any importance.

To examine the complexity of a sequence S from the perspective of pushdown

compressors, we are interested in the best case and worst case compression ratios

of S via pushdown compressors. For a compressor C ∈ ILPDC (similarly for

C ∈ ILUPDC), we write ρC(S) to denote the best-case compression ratio of S via

C and RC(S) to denote the worst-case compression ratio of C via S where ρC(S)

and RC(S) are defined as in Definition 2.4.4.

We similarly examine the compression ratio of a sequence S over the family

of all ILPDCs. In this case we write ρPD(S) for the the best-case compression

ratio of S over all ILPDCs and RPD(S) for the worst-case compression ratios of

S over all ILPDCs. Here, ρPD(S) and RPD(S) are defined as in Definition 2.4.5

with the class F being ILPDCs. Note we write ρPD(S) and RPD(S) instead of

ρILPDC(S) and RILPDC(S) purely for neatness of notation. ρUPD(S) and RUPD(S)

are similarly defined when F is taken to be the class ILUPDC. Again we write

ρUPD(S) andRUPD(S) instead of ρILUPDC(S) andRILUPDC(S) purely for notational

reasons.
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4.3 Pushdown Depth and its Properties

We now present our notion of pushdown depth (PD-depth). It is an almost

everywhere notion. Our current definition examines the difference between the

performance between all ILUPDCs and an ILPDC C ′. Intuitively, a sequence S

is pushdown deep if S contains some structure which ILUPDCs cannot exploit

during compression due to their stack restriction while C ′ can.

Definition 4.3.1. Let S ∈ {0, 1}ω. S is pushdown deep (PD-deep) if

(∃α > 0)(∀C ∈ ILUPDC)(∃C ′ ∈ ILPDC)(∀∞n ∈ N)

|C(S � n)| − |C ′(S � n)| ≥ αn.

The following theorem shows that PD-depth satisfies two of the fundamen-

tal depth properties in that both ILUPDC-trivial sequences (in the sense that

RUPD(S) = 0) and ILPDC-incompressible sequences (in the sense that ρPD(S) =

1) are not PD-deep. This is analogous to computable and ML-random sequences

being shallow in Bennett’s depth.

Theorem 4.3.2. Let S ∈ {0, 1}ω.

1. If ρPD(S) = 1, then S is not PD-deep.

2. If RUPD(S) = 0, then S is not PD-deep.

Proof. Let S ∈ {0, 1}ω be such that ρPD(S) = 1. Therefore for every α > 0 and

every C ∈ ILPDC, for almost every n

|C(S � n)| > n(1− α). (4.1)

Then for almost every n

|IPD(S � n)| − |C(S � n)| < n− n(1− α) = αn. (4.2)
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As α is arbitrary and IPD ∈ ILUPDC, S is therefore not PD-deep.

Next suppose S ∈ {0, 1}ω is such that RUPD(S) = 0. Let C ∈ ILUPDC be

such that lim sup
n→∞

|C(S � n)|/n = 0. Hence for every β > 0 and almost every n,

|C(S � n)| < βn. (4.3)

Therefore for every C ′ ∈ ILPDC, it holds that for almost every n

|C(S � n)| − |C ′(S � n)| ≤ |C(S � n)| < βn. (4.4)

As β is arbitrary, S is not PD-deep.

4.3.1 Slow Growth Law

Before we prove a slow growth law for pushdown depth, we first demonstrate

that the composition of any ILPDC (or ILUPDC) C with any ILFST T can be

simulated by another ILPDC (or ILUPDC) N which is allowed to perform more

λ-transitions than C.

Lemma 4.3.3. Given C ∈ ILPDC (similarly C ∈ ILUPDC) and T ∈ ILFST, we

can build an ILPDC (similarly an ILUPDC) N , such that ∀x ∈ {0, 1}∗, N(x) =

C(T (x)).

Proof. Let T = (QT , q0,T , δT , νT ) and C = (QC ,ΓC , δC , νC , q0,C , z0, c) be the IL-

FST and the ILPDC respectively as stated in the lemma. Let d = max{|T (q, b)| :

q ∈ QT , b ∈ {0, 1}} denote the longest output possible from a transition in T . We

build the PDC N = (QN ,ΓC , δN , νN , q0,N , z0, cd), where

• QN = QC ×QT × S, where S = {0, 1}≤cd,

• q0,N = (q0,C , q0,T , λ).
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N works as follows: Before reading a bit, N uses λ-transitions to pop the

topmost cd bits of its stack, or until the stack only contains z0, and remembers

them in its states. That is, while |y| < cd and a 6= z0,

δN((qC , qT , y), λ, a) = ((qC , qT , ya), λ).

On such states,

νN((qC , qT , y), λ, a) = λ.

Then for b ∈ {0, 1}, if a = z0 or |y| = cd, N moves to the state representing

how C would move on input νT (qT , b), how T would move on input b, and to the

state representing not having the topmost stack bits in memory. N ’s stack then

updates to be the same as C’s would be as if it had read νT (qT , b). That is,

δ((qC , qT , y), b, a) = ((δC,Q(qC , νT (qT , b), ya), δT,Q(qT , b), λ), xa)

where for some w ∈ {0, 1}∗ either

1. x = wy, if C would have pushed w onto its stack reading νT (qT , b),

2. x = wy[i . . . |y|− 1], if C would have popped off the top i symbols and then

pushed w onto its stack reading νT (qT , b),

3. x = y[i . . . |y| − 1], if C would have popped off the top i symbols from its

stack and pushed nothing on when reading νT (qT , b).

As there are only a finite number of possibilities, these can all be coded into the

states and transitions. On such states,

νN((qC , qT , y), b, a) = νC(qC , νT (qT , b), ya).

N is an ILPDC as from knowledge of the output and qC , we can recover T (x)
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as C is IL, and from qT and T (x) we can recover x as T is IL.

Note that if C ∈ ILUPDC, the proof remains the same except S = {0}≤cd

and w mentioned above is an element of {0}∗.

The following result shows that pushdown depth satisfies a slow growth law.

Theorem 4.3.4 (Slow Growth Law). Let S ∈ {0, 1}ω, let g : {0, 1}ω → {0, 1}ω

be ILFS computable and let S ′ = g(S). If S ′ is PD-deep then S is PD-deep.

Proof. Let S, S ′, f , and g be as in the statement of the lemma and let T be an

ILFST computing g.

For all m, let mn denote the largest integer such that

T (S � m) = T (S � mn) = S ′ � n.

As T is IL, it cannot visit the same state twice without outputting at least one

bit, so there exists a β > 0 such that for all n, n ≥ βmn. Furthermore recall from

Theorem 3.2.4 that there exists an ILFST T−1 and a constant a such that for all

x ∈ {0, 1}∗, x � (|x| − a) v T−1(T (x)) v x.

Let C ∈ ILUPDC. Let N be the ILUPDC given by Lemma 4.3.3 such that

N(x) = C(T−1(x)) for all x. Note then that for some n,

|C(S � m)| ≥ |C(T−1(T (S � m))| = |N(T (S � m))|

= |N(T (S � mn))| = |N(S ′ � n)|. (4.5)

As S ′ is deep, there exists α > 0 and an ILPDC N ′ such that for almost every n,

|N(S ′ � n)| − |N ′(S ′ � n)| ≥ αn. (4.6)

Next let C ′ be the ILPDC given by Lemma 4.3.3 such that on input x, C ′(x) =
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N ′(T (x)). Hence for some n,

|C ′(S � m)| = |N ′(T (S � m))| = |N ′(T (S � mn))| = |N ′(S ′ � n)|. (4.7)

Therefore for almost every m ∈ N, there exists some n such that

|C(S � m)| − |C ′(S � m)| ≥ |N(S ′ � n)| − |N ′(S ′ � n)| (by (4.5) and (4.7))

≥ αn (by (4.6))

≥ αβmn ≥ αβm. (4.8)

Hence S is PD-deep.

4.4 Separation from Finite-State Depth

Prior to comparing pushdown depth with Doty and Moser’s i.o. finite-state depth,

we require the following definition which defines the depth-level of a sequence.

Simply put, the depth-level of a deep sequence is the α term in Definitions 3.3.1

and 4.3.1. Note that we exclusively refer to i.o. FS-depth here and drop the i.o.

notation.
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Definition 4.4.1. Let S ∈ {0, 1}ω. Let α > 0.

1. We say that FS-depth(S) ≥ α if

(∀k ∈ N)(∃k′ ∈ N)(∃∞n ∈ N)Dk
FS(S � n)−Dk′

FS(S � n) ≥ αn.

Otherwise we say FS-depth(S) < α.

2. We say that PD-depth(S) ≥ α if

(∀C ∈ ILUPDC)(∃C ′ ∈ ILPDC)(∀∞n ∈ N) |C(S � n)| − |C ′(S � n)| ≥ αn.

Otherwise we say PD-depth(S) < α.

The following result demonstrates the existence of a sequence which has a large

FS-depth level but not even a small PD-depth level. This sequence is composed

of chunks of random strings which grow exponentially. Some of these chunks are

composed of repetitions of random strings which small FSTs cannot identify while

larger FSTs can, resulting in finite-state depth. Specifically, since the chunks grow

exponentially in size, this means that for infinitely many prefixes the finite-state

depth of the sequence we construct gets arbitrarily close to 1. Other chunks x are

such that K(x) ≥ |x| preventing the sequence being PD-deep. Specifically, these

random chunks result in pushdown compressors achieving little compression on

infinitely many of the prefixes of the sequence. This means that the sequence’s

pushdown depth gets arbitrarily close to 0. The construction takes advantage of

the fact that one is an i.o. notion (Moser and Doty’s notion) while the other is

an a.e. notion.

Theorem 4.4.2. There exists a sequence S such that for all 0 < α < 1, FS-

depth(S) > (1− α) and PD-depth(S) < α.
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Proof. Let 0 < α < 1. We claim that the sequence S constructed in Theorem

3.3.14 satisfies this theorem. We give a brief recap of the construction of S:

Begin by partitioning the non-negative integers into disjoint consecutive in-

tervals I1, I2, . . . where |I1| = 2 and |Ij| = 2|I1|+···+|Ij−1| for j ≥ 2. For instance,

I1 = {0, 1}, I2 = {2, 3, 4, 5}, and I3 = {6, 7, . . . , 69}. For each Ij, set mj = min(Ij)

and Mj = max(Ij). Note that for all j, mj+1 = Mj +1. S is constructed in stages

S1S2S3 . . ., where Sj denotes the substring S[mj..Mj] . For all j, we henceforth

use the notation Sj to denote the prefix S1 · · ·Sj of S. Note that |Sj| = |Ij| and

when j > 1 we have that log(|Sj|) = |Sj−1|. Each stage Sj is constructed as

follows:

For every interval Ij where j is odd, we set Sj to be a string with maximal

plain Kolmogorov complexity in the sense that K(Sj) ≥ |Sj|. If j is even, Ij is

devoted to some FST description bound length k. Specifically for each k, k is

devoted to every interval Ij where j is of the form j = 2k + t(2k+1), for t ≥ 0.

So k = 1 is first devoted to I2 and every 4th interval after that and k = 2 is first

devoted to I4 and every 8th interval after that, and so on. For each k, let rk be a

string of length |I2k | which is 3k-FS random. Then if Ij is devoted to k we set

Sj = r
|Ij |
|rk|
k .

If we similarly follow the argument in the proof of Theorem 3.3.14 up to

Equation (3.32), we therefore have that for all 0 < α < 1, FS-depth(S) ≥ 1− α.

This is because the ε term in Equation 3.32 was arbitrarily chosen (so set ε = α)

such that 0 < ε < 1.

Next we show that PD-depth(S) < α: Throughout the remainder of the proof

we assume that j is odd.
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Let C be any ILPDC. Consider the tuple

(Sj−1, qs, qe, Ĉ, ν̄C(Sj))

where qs is the state C when begins reading Sj, qe is the state C ends up in after

reading Sj, Ĉ is an encoding of C in some representation of PDCs and ν̄C(Sj) is

the suffix of C(Sj) outputted when reading Sj. Then given this tuple, one can

recover Sj as C is information lossless.

Using the fact that tuples of the form (x1, x2, . . . , xn) can be encoded by the

string

1dlogn1e0n1x11dlogn2e0n2x2 . . . 1
dlognn−1e0nn−1xn−1xn, (4.9)

where ni = |xi| in binary, we have that

|Sj| ≤ K(Sj) ≤ |ν̄C(Sj)|+ 2 log(|Sj−1|) + |Sj−1|+O(|Ĉ|) +O(1) (as j is odd)

= |ν̄C(Sj)|+ 2 log(log(|Sj|)) + log(|Sj|) +O(|Ĉ|) +O(1). (4.10)

Hence for j large we have that

|ν̄C(Sj)| ≥ |Sj| − 2 log(log(|Sj|))− log(|Sj|)−O(|Ĉ|)−O(1) > |Sj|(1−
α

2
).

(4.11)

Therefore, for j large we have that

|C(Sj)| ≥ |ν̄C(Sj)| > |Sj|(1−
α

2
) (by (4.11))

= (|Sj| − log(|Sj|))(1−
α

2
) > |Sj|(1− α). (4.12)

Hence, for infinitely many prefixes Sj of S it holds that

|IPD(Sj)| − |C(Sj)| < |Sj| − |Sj|(1− α) = α|Sj| (4.13)
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As C was chosen arbitrarily, it holds that PD-depth(S) < α.

The next result demonstrates the existence of a sequence which achieves a

PD-depth of roughly 1/2 while at the same time while having a small finite-state

depth level. This sequence is split into chunks of strings of the form RFR−1

where F is a flag and R is a string not containing F with large plain Kolmogorov

complexity relative to its length. A large ILPDC C is built to push R onto its

stack, and then when it sees the flag F , uses its stack to compress R−1. These

R are such that an ILUPDC cannot use its stack to compress R, resulting in

no compression. For the finite-state transducers, the sequence appears almost

random and so little depth is achieved. The sequence from Theorem 3 of [109]

satisfies the result as shown in the following theorem.

Theorem 4.4.3. For all 0 < β < 1/2, there exists a sequence S such that PD-

depth(S) ≥ 1/2− β, and FS-depth(S) < β.

Proof. First we shall give the construction of the sequence from Theorem 3 of

[109]:

Let 0 < β < 1/2, and let k > 8 be a positive integer such that β ≥ 8/k. For

each n, let tn = kd
logn
log k
e. Note that for all n,

n ≤ tn ≤ kn. (4.14)

Consider the set Tj which contains all strings of length j that do not contain 1k

as a substring. As Tj contains strings of the form x10x20x30 · · · where each xt is

a string of length k − 1, we have that |Tj| ≥ 2j(1−
1
k

). For each j, let Rj ∈ Tktj

have maximal plain Kolmogorov complexity in the sense that

K(Rj) ≥ |Rj|(1−
1

k
). (4.15)
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Such an Rj exists as |T|Rj || > 2|Rj |(1− 1
k

) − 1. Note that kj ≤ |Rj| ≤ k2j.

The sequence S which we claim satisfies the theorem is constructed as follows:

For each j, set

Sj = Rj1
kR−1

j .

First we examine how well any ILUPDC compresses occurrences of Rj zones

in S. Let C ∈ ILUPDC. Consider the tuple

(Ĉ, qs, qe, z, νC(qs, Rj, z))

where Ĉ is an encoding of C, qs is the state that C begins reading Rj in, qe is

the state C ends up in after reading Rj, z is the stack contents of C as it begins

reading Rj in qs (i.e. z = 0pz0 for some p), and the output νC(qs, Rj, z) of C on

Rj. By Remark 4.2.5, C’s stack is only important if |z| < (c+ 1)|Rj|, as if |z| is

larger, C will output the same regardless of |z|’s true value. Hence, set

z′ =


|z| if |z| < (c+ 1)|Rj|

(c+ 1)|Rj| if |z| ≥ (c+ 1)|Rj|.
(4.16)

As C is lossless, having knowledge of the tuple (Ĉ, qs, qe, z
′, νC(qs, Rj, z))

means we can recover Rj. If we encode the tuple (Ĉ, qs, qe, z
′, νC(qs, Rj, z)) the

same way as in (4.9), and noting that z′ contributes roughly O(log |Rj|) bits to

the encoding, we have we have by Equation (4.15)

|Rj|(1−
1

k
) ≤ K(Rj) ≤ |νC(qs, Rj, z)|+O(log |Rj|) +O(|Ĉ|) +O(1). (4.17)

Therefore, for j large we have

|νC(qs, Rj, z)| ≥ |Rj|(1−
1

k
)−O(log |Rj|) > |Rj|(1−

2

k
). (4.18)
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This is similarly true for R−1
j zones also as K(Rj) ≤ K(R−1

j ) + O(1). Hence for

j large we see that C outputs at least

|C(Sj)| − |C(Sj−1)| ≥ 2|Rj|(1−
2

k
)

= (|Sj| − k)(1− 2

k
)

≥ |Sj|(1−
3

k
) (4.19)

bits when reading Sj.

Next we examine how well C compresses S on arbitrary prefixes. Consider

the prefix S � n and let j be such that Sj is a prefix of S � n but Sj+1 is not.

Thus S � n = Sj · y for some y @ Sj+1. Suppose Equation (4.19) holds for all

i ≥ j′. Hence we have that

|C(S � n)| ≥ |C(Sj)| ≥ |C(Sj)| − |C(Sj′−1)|

≥ |Sj′ . . . Sj|(1−
3

k
)−O(1) (by (4.19))

= (n− |y| − |Sj′−1|)(1−
3

k
)−O(1)

≥ (n− |y|)(1− 4

k
). (4.20)

Noting that n = Ω(j2) and |y| = O(j), by Equation (4.20) we have that

|C(S � n)| ≥ n(1− 5

k
). (4.21)

As C was arbitrary, we therefore have that

ρUPD(S) > 1− 6

k
. (4.22)

Next we build an ILPDC C ′ that is able to compress prefixes of S. In [109],

it was shown that RPD(S) ≤ 1/2. We provide the details of this proof here for
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completeness.

For the ILPDC C ′, informally, C ′ outputs its input for some prefix S1 . . . Sp−1.

Then, for all j ≥ p, C ′ compresses Sj as follows: On Sj, C
′ outputs its input on

Rj1
k while trying to identify the 1k flag. Once the flag is found, C ′ pops the flag

from its stack and then begins to read an R−1
j zone. On R−1

j , C ′ counts modulo v

to output a zero every v bits, and uses its stack to ensure that the input is indeed

R−1
j . If this fails, C ′ outputs an error flag, enters an error state and from then on

outputs its input. Furthermore, v is cleverly chosen such that for all but finitely

many j, v divides evenly into |Rj|. Specifically we set v = ka for some a ∈ N. A

complete description of C ′ is provided at the end of this proof for completeness.

Next we will compute the compression ratio of C ′ on S. We let p be such

that for all j ≥ p, v divides evenly into |Rj|. C ′ will output its input on Sp−1

and begin compressing on the succeeding zones. Also, note that the compression

ratio of C ′ on S is largest on prefixes ending with a flag 1k. Hence, consider some

prefix Sj−1Rj1
k of S. We have that for j sufficiently large

|C(Sj−1Rj1
k)|

|Sj−1Rj1k|
≤
|Sp−1|+

∑j
i=p(|Ri|+ k + |Ri|

v
)− |Rj |

k

|Sj−1Rj1k|

≤ |Sp−1|
|Sj−1|

+
(1 + 1

v
)
∑j

i=1 kti + jk − ktj
v

|Sj−1|

≤ 1

6v
+

(1 + 1
v
)
∑j

i=1 kti + jk − ktj
v

2k
∑j−1

i=1 ti
(for j large)

≤ 1

6v
+

(1 + 1
v
)
∑j

i=1 ti + j − tj
v

2
∑j−1

i=1 ti

≤ 1

6v
+

(1 + 1
v
)
∑j−1

i=1 ti

2
∑j−1

i=1 ti
+

tj

2
∑j−1

i=1 ti
+

j

2
∑j−1

i=1 ti

≤ 1

6v
+

1

2
+

1

2v
+

1

2

( jk

(j − 1)(j)/2

)
+

1

2

( j

(j − 1)(j)/2

)
≤ 1

6v
+

1

2
+

1

2v
+

1

6v
+

1

6v
(for j large)

=
1

2
+

1

v
. (4.23)
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As v can be chosen to be arbitrarily large, we therefore have that

RPD(S) ≤ 1

2
. (4.24)

Hence, for almost every n, by Equations (4.22) and (4.24) it follows that for

all C ∈ ILUPDC,

|C(S � n)| − |C ′(S � n)| ≥ (1− 6

k
− 1

k
)n− (

1

2
+

1

k
)n (4.25)

= (
1

2
− 8

k
). (4.26)

Choosing k large such that 8
k
≤ β gives us our desired result of PD-depth(S) ≥

1
2
− β.

Next we examine the finite-state depth of S. From Equation (4.22) and Defi-

nition 3.2.6, it follows that dimFS(S) > 1− 6
k
. Hence, for all l it follows that for

all but finitely many n that

Dl
FS(S � n) ≥ (1− 7

k
)n. (4.27)

Therefore, for l′ such that IFS ∈ F≤l
′

we have that for all l and almost every n

Dl′

FS(S � n)−Dl
FS(S � n) ≤ n− (1− 7

k
)n <

8

k
· n. (4.28)

That is, FS-depth(S) < β as desired.

For completeness we now present a full description of the ILPDC C ′: Let Q

be the following set of states:

1. the start state qs0,

2. the counting states qs1, . . . q
s
m and q0 that count up to m = |Sp−1|,

3. the flag checking states qf11 , . . . , q
f1
k and qf01 , . . . , q

f0
k ,
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4.4. Separation from Finite-State Depth

4. the pop flag states qF0 , . . . , q
F
k ,

5. the compress states qc1, . . . , q
c
v+1,

6. the error state qe.

We now describe the transition function of C ′. At first, C ′ counts from qs0 to

qsm to ensure that for later Rj zones, v divides evenly into |Rj|. That is, for

0 ≤ i ≤ m− 1,

δ(qsi , x, y) = (qsi+1, y)

and

δ(qsm, λ, y) = (q0, y).

Once this counting has taken place, an Rj zone begins. Here, the input is pushed

onto the stack and C ′ tries to identify the flag 1k by examining group of k symbols.

We set

δ(q0, x, y) =


(qf11 , xy) if x = 1

(qf01 , xy) if x 6= 1

and for 1 ≤ i ≤ k − 1,

δ(qf0i , x, y) = (qf0i+1, xy)

and

δ(qf1i , x, y) =


(qf1i+1, xy) if x = 1

(qf0i+1, xy) if x 6= 1.

If the flag 1k is not detected after k symbols, the test begins again. That is

δ(qf0k , λ, y) = (q0, y).
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4.4. Separation from Finite-State Depth

If the flag is detected, the pop flag state is entered. δ(qf1k , λ, y) = (qF0 , y). The

flag is then removed from the stack, that is, for 0 ≤ i ≤ k − 1

δ(qFi , λ, y) = (qFi+1, λ)

and

δ(qFk , λ, y) = (qc1, y).

C ′ then checks using the stack, that the next part of the input it reads is R−1
j ,

counting modulo v. If the checking fails, the error state is entered. That is for

1 ≤ i ≤ v,

δ(qci , x, y) =



(qci+1, λ) if x = y

(qe, y) if x 6= y and y 6= z0

(qf11 , xz0) if x = 1 and y = z0

(qf01 , xz0) if x 6= 1 and y = z0.

Once v symbols are checked, the checking starts again. That is

δ(qcv+1, λ, y) = (qc1, y).

The error state is the loop

δ(qe, x, y) = (qe, y).

We now describe the output function of C ′. Firstly, on the counting states,

C ′ outputs its input. That is, for 0 ≤ i ≤ m− 1

ν(qsi , x, y) = x.
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4.4. Separation from Finite-State Depth

On the flag checking states C ′ outputs its input. That is, for 1 ≤ i ≤ k − 1

ν(qf0i , x, y) = ν(qf1i , x, y) = x.

C ′ outputs nothing while in the flag popping states qF0 , . . . , q
F
k and on the compress

states qc1, . . . , q
c
v+1 except in the case when v symbols have just been checked. That

is,

ν(qcv, x, y) = 0 if x = y.

When an error is seen, a flag is outputted. That is for 1 ≤ i ≤ v

ν(qci , x, y) = 13m+i0x if x 6= y and y 6= z0.

C ′ outputs its input while in the error state. That is,

ν(qe, x, y) = x.

Lastly we verify that C ′ is in fact IL. If the final state is not an error state,

then all Rj zones and 1k flags are output as in the input. If the final state is

qci then the number t of zeros after the last flag in the output along with qci

determines that the last R−1
j zone read is tv+ i− 1 bits long. If the final state is

qe, then the output is of the form

aRj1
k0t13m+i0b

for a, b ∈ {0, 1}∗. The input is uniquely determined to be the input corresponding

to the output aRj1
k0t with final state qc1 followed by

R−1
j [tv..tv + (i− 1)− 1].
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4.5. Summary

As 13m does occur anywhere as a substring of S post the prefix Sp−1, its first

occurrence post Sp−1 as part of an output must correspond to an error flag.

4.5 Summary

In this chapter we introduced a new notion of depth at a low complexity based

on lossless pushdown compressors called pushdown depth. This notion expanded

upon the previous finite-state notion of Chapter 3 as pushdown compressors are

simply finite-state transducers with an added stack. We demonstrated that our

notion satisfies some of the fundamental properties of depth. This included that

ILPDC-incompressible and ILUPDC-trivial sequences are not pushdown deep in

Theorem 4.3.2 and that a slow growth law is satisfied in Theorem 4.3.4.

Our pushdown depth was based on the difference between ILUPDCs and

ILPDCs. We proved the existence of a PD-deep sequence in Theorem 4.4.3.

We also compared our pushdown depth with i.o. FS-depth from Chapter 3.

In Theorem 4.4.2 we showed there exists i.o. FS-deep sequences which are not

pushdown deep and in Theorem 4.4.3 we showed the existence of sequences which

are PD-deep, and if they are i.o. FS-deep, they must have low FS-depth levels.

Pushdown depth will be revisited in Chapters 5 and 6.
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Chapter 5

Lempel-Ziv Depth

5.1 Introduction

In 1976, Lempel and Ziv presented a new approach to measure the complexity of

finite strings based on the number of substrings that a string would be parsed into

based on certain constraints [98]. They noted that their parsing complexity may

have use in compression and subsequently developed two lossless compression

algorithms in 1977 and 1978, commonly referred to as Lempel-Ziv 77 (LZ77) and

Lempel-Ziv 78 (LZ78) respectively [156, 157]. For a parsed string, both algorithms

achieve compression by using a pointer to indicate previous instances of a phrase

in the parsing. LZ77 uses a sliding window to keep track of past phrases while

LZ78 builds a dictionary.

Both algorithms have been shown to be very powerful for certain families of

inputs. For instance, for input sequences formed by finite alphabets generated by

stationary, ergodic sources, both algorithms are optimal, i.e. their compression

rate approaches the entropy of the input when the size of the sliding window and

dictionary are allowed to get infinitely large [131, 152, 157]. Both algorithms are

called universal as they do not need to know anything about the statistics of the

source to compress, unlike say Huffman encoding [81]. Their success has led to a
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5.2. The Lempel-Ziv 78 Algorithm

number of variations of the algorithms being developed and studied, such as in

[94, 147, 150, 151].

In this chapter we develop a notion of depth based on the LZ78 compression

algorithm. Our notion examines the difference in compression between ILFSTs

(referred to as finite-state compressors in this chapter) and the LZ78 algorithm.

We propose that LZ78 is a good choice to compare against ILFSTs as it asymp-

totically reaches the lower bound of compression attained by any finite-state

compressor [131, 157].

We show that our notion of Lempel-Ziv depth satisfies some of the expected

fundamental properties of depth. We also compare it with finite-state depth

discussed in Chapter 3 and pushdown depth of Chapter 4. We do this by demon-

strating the existence of sequences which are Lempel-Ziv deep which are neither

a.e. nor i.o. finite-state deep. We then show there exists a sequence which is

Lempel-Ziv deep but not pushdown deep. We also demonstrate the existence of a

sequence with a PD-depth level of roughly 1/2 and a low Lempel-Ziv depth level.

5.2 The Lempel-Ziv 78 Algorithm

The Lempel-Ziv algorithm LZ78 (henceforth denoted by LZ unless clearly stated

otherwise) [157] is a lossless dictionary based compression algorithm. Given an

input x ∈ {0, 1}∗, LZ parses x into phrases x = x1x2 . . . xn such that each phrase

xi is unique in the parsing, except for possibly the last phrase. Furthermore,

for each phrase xi, every prefix of xi also appears previously as a phrase in the

parsing. That is, if y @ xi, then y = xj for some j < i. Each phrase is stored

in LZ’s dictionary. LZ encodes x by encoding each phrase as a pointer to its

dictionary containing the longest proper prefix of the phrase along with the final

bit of the phrase. Specifically for each phrase xi, xi = xl(i)bi for l(i) < i and
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5.2. The Lempel-Ziv 78 Algorithm

bi ∈ {0, 1}. Then for x = x1x2 . . . xn

LZ(x) = cl(1)b1cl(2)b2 . . . cl(n)bn,

where ci is an encoding of the pointer to the ith element of LZ’s dictionary,

and x0 = λ. We restrict LZ’s input to binary strings. We note that LZ being

asymptotically optimal means that in the worst case scenario, strings of length n

compress to n+ o(n) bits.

For instance y1 = 0100000101000011000 would be parsed as

0, 1, 00, 000, 10, 100, 001, 1000.

Best case scenario for LZ is if the input string is parsed in such a way such that

for all i, phrase xi is a prefix of xi+1 (except for maybe the last phrase). For

instance y2 = 0010100100010010100 parses as

0, 01, 010, 0100, 01001, 0100.

Note in this case that each phrase xi has length i (except for maybe the last

phrase). Worst case scenario for LZ if its input is a concatenation of all binary

strings in order of length. For instance y3 = 0100011011000001010 parses as

0, 1, 00, 01, 10, 11, 000, 001, 010.

We have that |y1| = |y2| = |y3| = 19 yet y1 is parsed into 8 phrases, y2 into 6

phrases and y3 into 9 phrases.

For strings w = xy, we let LZ(y|x) denote the output of LZ on y after it has

already parsed x. For strings of the form w = xyn, we use Lemma 1 from [109]

to get an upper bound for |LZ(yn|x)|.
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Lemma 5.2.1 ([109]). Let n ∈ N, and x, y ∈ {0, 1}∗ where y 6= λ. Let w = xyn.

Suppose on its computation of the string w that LZ’s dictionary contained d ≥ 0

phrases after reading x. Then we have that

|LZ(yn|x)| ≤
√

2(|y|+ 1)|yn| log (d+
√

2(|y|+ 1)|yn|).

We occasionally make reference to the best-case compression ratio of LZ on

sequences. These are as defined in Definition 2.4.5 where the class F contains

only the LZ algorithm.

Definition 5.2.2. The LZ-upper and LZ-lower compression ratios of S are re-

spectively given by

ρLZ(S) = lim inf
n→∞

|LZ(S � n)|
n

, andRLZ(S) = lim sup
n→∞

|LZ(S � n)|
n

.

5.3 Lempel-Ziv Depth and its Properties

We now present our notion of Lempel-Ziv depth (LZ-depth). Our current definition

examines the difference between the performance of ILFSTs (i.e. finite-state

compressors) and the LZ algorithm. Intuitively a sequence is Lempel-Ziv deep

if given any ILFST, the compression difference between the ILFST and the LZ

algorithm is bounded below by a constant times the length of the prefix examined.

Definition 5.3.1. A sequence S is (almost everywhere) Lempel-Ziv deep ((a.e.)

LZ-deep) if

(∃α > 0)(∀C ∈ ILFST)(∀∞n ∈ N), |C(S � n)| − |LZ(S � n)| ≥ αn.

We say a sequence is infinitely often (i.o.) LZ-deep if the (∀∞n ∈ N) term in

the above definition is replaced with (∃∞n ∈ N). We usually use the i.o. notation
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to denote i.o. LZ-depth but do not use the a.e. notation to denote a.e. LZ-depth.

Therefore, one can assume LZ-depth always refers to the a.e. notion.

We note that a Lempel-Ziv notion of depth could similarly be defined based on

the Lempel-Ziv 77 algorithm. For instance, in Chapter 7 we will later encounter

sequences that are Lempel-Ziv 77 deep if the sliding window was allowed to have

infinite length. Furthermore, instead of a single LZ-style algorithm, LZ-depth

could be defined over a family of LZ-style algorithms. We proceed content with

our current definition based on LZ78.

Prior to comparing LZ-depth with other notions, we require the following def-

inition which describes the depth-level of a sequence. This is similar to Definition

4.4.1.

Definition 5.3.2. Let S ∈ {0, 1}ω. Let α > 0. We say that LZ-depth(S) ≥ α if

(∀C ∈ ILFST)(∀∞n ∈ N) |C(S � n)| − |LZ(S � n)| ≥ αn.

Otherwise we say that LZ-depth(S) < α.

We now show that LZ-depth satisfies the property of depth which says that

trivial sequences and random sequences are not deep. Here, trivial means se-

quences which are FST-trivial (i.e. have a finite-state strong dimension of 0

(recall Definition 3.2.6)) and random means LZ-incompressible.

Theorem 5.3.3. Let S ∈ {0, 1}ω.

1. If ρLZ(S) = 1, then S is not LZ-deep.

2. If DimFS(S) = 0, then S is not LZ-deep.

Proof. The proof follows the same structure as Theorem 4.3.2.

Let S ∈ {0, 1}ω be such that ρLZ(S) = 1. Therefore for every α > 0, for

almost every n

|LZ(S � n)| > n(1− α). (5.1)
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Then for almost every n

|IFS(S � n)| − |LZ(S � n)| < n− n(1− α) = αn. (5.2)

As α is arbitrary and IFS ∈ ILFST, S is not LZ-deep.

Next suppose S ∈ {0, 1}ω is such that DimFS(S) = 0. Hence there exists some

C ∈ ILFST such that for every β > 0 and almost every n,

|C(S � n)| < βn. (5.3)

Therefore it holds that for almost every n

|C(S � n)| − |LZ(S � n)| ≤ |C(S � n)| < βn. (5.4)

As β is arbitrary, S is not LZ-deep.

5.4 Separation from Finite-State Depth

In the following section we compare LZ-depth with FS-depth of Chapter 3. In our

first result we demonstrate the existence of a LZ-deep sequence which is neither

deep in either our notion of a.e. FS-depth nor in Doty and Moser’s i.o FS-depth.

It relies on a result by Lathrop and Strauss which demonstrates the existence of

a normal sequence S such that RLZ(S) 6= 1, i.e. a normal sequence Lempel-Ziv

can compress [97].

Theorem 5.4.1. There exists a normal LZ-deep sequence.

Proof. Let S be the normal sequence from Theorem 4.3 of [97] such that RLZ(S) =

ε < 1. We claim this sequence satisfies the theorem.
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Let δ > 0 be such that ε+ δ < 1. Therefore, for almost every n it holds that

|LZ(S � n)| ≤ (ε+
δ

2
)n. (5.5)

As S is normal, dimFS(S) = 1 by Theorem 3.2.8. Hence for all C ∈ ILFST

and almost every n we have

|C(S � n)| ≥ (1− δ

2
)n. (5.6)

Therefore for almost every n

|C(S � n)| − |LZ(S � n)| ≥ (1− δ

2
)n− (ε+

δ

2
)n = (1− ε− δ)n. (5.7)

Hence as C was arbitrary, S is LZ-deep.

Corollary 5.4.2. There exists a sequence which is LZ-deep but neither a.e. nor

i.o. FS-deep.

Proof. Let S be the normal LZ-deep sequence from Theorem 5.4.1. As S is

normal, dimFS(S) = 1. Hence S is not a.e. FS-deep by Theorem 3.3.5. This is

similarly true for i.o. FS-depth.

Next we demonstrate that the sequence which satisfies Theorem 4.4.2 is an

i.o. FS-deep sequence that is not LZ-deep. The long sections of random strings

in S prevent LZ-depth as was the case with PD-depth.

Theorem 5.4.3. There exists a sequence S which is i.o. FS-deep but not LZ-

deep.
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Proof. Let 0 < β < 1. Let S be the sequence satisfying Theorem 4.4.2. We

claim this sequence satisfies the theorem. As shown in Theorem 4.4.2, i.o. FS-

depth(S) ≥ β, i.e. S is i.o. FS-deep.

All that remains to show is that S is not LZ-deep. Recall that S is broken into

substrings S = S1S2S3 . . . where |S1| = 2 and for all j, |Sj| = 2|S1...Sj−1|, i.e. for

j > 1, log |Sj| = |S1 . . . Sj−1|. Recall also that for j odd, Sj is a string of maximal

plain Kolmogorov complexity in the sense that K(Sj) ≥ |Sj|. We assume j is

always odd in the rest of the theorem. We write Sj to denote the prefix S1 . . . Sj.

For any prefix of the form Sj, as LZ is lossless, Sj can be recovered from the

string

d(Sj−1) · 01 · LZ(Sj|Sj−1).

Therefore for j odd,

|Sj| ≤ K(Sj) ≤ 2|Sj−1|+ 2 + |LZ(Sj|Sj−1)|+O(1), (5.8)

and so for j large

|LZ(Sj|Sj−1)| ≥ |Sj| − 2|Sj−1| −O(1)

= |Sj| − 2 log(|Sj|)−O(1) > |Sj|(1−
β

2
). (5.9)

Therefore for infinitely many prefixes of the form Sj, we have

|LZ(Sj)| ≥ |LZ(Sj|Sj−1)| > |Sj|(1−
β

2
) (by (5.9))

= (|Sj| − log(|Sj|))(1−
β

2
)

> |Sj|(1−
β

2
)(1− β

2
) > |Sj|(1− β). (5.10)

96



5.4. Separation from Finite-State Depth

Hence for infinitely many prefixes of S we have that

|IFS(Sj)| − |LZ(Sj)| < |Sj| − |Sj|(1− β) = |Sj|β. (5.11)

As β was arbitrary, it follows that S is not LZ-deep.

The following result follows from the previous theorem and shows that it is

possible to build i.o. LZ-deep sequences which are not a.e. LZ-deep.

Lemma 5.4.4. There exists a sequence S which is i.o. LZ-deep and i.o. FS-deep

but not a.e. LZ-deep.

Proof. Let S be the sequence satisfying Theorems 4.4.2 and 5.4.3 which is i.o.

FS-deep but not a.e. LZ-deep. All that remains to show is that S is i.o. LZ-deep.

Recall to construct S, we split the non-negative integers into intervals I1, I2, . . .

such that |I1| = 2 and |Ij| = 2|I1|+···|Ij−1| for all j > 1. Also recall that for all k ≥ 1,

k was devoted to intervals Ij where j had the form j = 2k + t(2k+1), for t ≥ 0.

Recall also that S was built in stages S = S1S2 . . . such that if k was devoted

to interval Ij then Sj = r
|Ij |/|rk|
k where rk was a string of length |I2k | that was

3k-finite-state random in the sense that

D3k
FS(rk) ≥ |rk| − 4k. (5.12)

We first examine how well any ILFST compresses prefixes of S. Let C ∈

ILFST with states QC = {q1, . . . , qp}. We assume all states of C are reachable

from its start state. For all 1 ≤ i ≤ p, we let Ci denote the FST with the same

states, transitions and outputs as C but with start state qi, i.e. for all x ∈ {0, 1}∗,

Ci(x) = νC(qi, x). As C is an ILFST, so is Ci. Recall from our encodings of FSTs

that therefore Ci ∈ FST≤3|C|, where |C| is the length of the encoding for C.
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Next let d be such that IFS ∈ FST≤d. As Ci is an ILFST, by Lemma 3.3.6

there exists d′ such that for all i and x

Dd′

FS(Ci(x)) ≤ Dd
FS(x). (5.13)

Let 0 < ε < 1. By Lemma 3.3.6, there exists an l such that for all i and

almost every x,

Dl
FS(x) ≤ (1 +

ε

3
)Dd′

FS(Ci(x)) +O(1). (5.14)

Of our set of random strings {rk}k≥1, let l′ ≥ l be such that rl′ satisfies both

Equation (5.14) and |rl′| − 4l′ ≥ (1 − ε/3)|rl′ |. Such an l′ must exist as {rk}k∈N

is a set of strings of increasing length.

Hence we have that for all i

|rl′ |(1−
ε

3
) ≤ |rl′| − 4l′ ≤ D3l′

FS(rl′) ≤ Dl
FS(rl′) (as rl′ is 3l′-FS random)

≤ (1 +
ε

3
)Dd′

FS(Ci(rl′)) +O(1) (by (5.14))

≤ Dd′

FS(Ci(rl′)) +
ε

3
Dd

FS(rl′) +O(1) (by (5.13))

≤ |Ci(rl′)|+
ε

3
|rl′|+O(1). (5.15)

Hence by Equation (5.15) for all i, when l′ is chosen large

|Ci(rl′)| ≥ |rl′|(1−
ε

3
)− ε

3
|rl′| −O(1) > |rl′|(1− ε). (5.16)

That is, for all i

|C(qi, rl′)| > |rl′ |(1− ε). (5.17)

We now calculate a lower bound of compression of C for prefixes of S of the
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form Sj where j is devoted to rl′ . For almost every such j we have that

|C(Sj)| ≥ |C(Sj)| − |C(Sj−1)|

>
|Sj|
|rl′|

(|rl′ |(1− ε)) (by (5.17))

= |Sj|(1− ε) = (|Sj| − |Sj−1|)(1− ε) (5.18)

= (|Sj| − log(|Sj|))(1− ε)

> |Sj|(1− β) (5.19)

where ε < β < 1.

We next examine how well LZ compresses any prefix Sj of S where j is devoted

to l′. Note after reading Sj−1, LZ’s dictionary will contain at most |Sj−1| entries,

i.e. it has size bounded above by log(|Sj|). Setting al′ = |rl′ |+ 1, by Lemma 5.2.1

we have that

|LZ(Sj|Sj−1)| ≤
√

2al′ |Sj| log(|Sj−1|+
√

2al′ |Sj|

=
√

2al′|Sj| log(log |Sj|+
√

2al′|Sj|)

= O(
√
|Sj| log |Sj|). (5.20)

Hence we have that for j large devoted to l′ that

|LZ(Sj)| = |LZ(Sj−1)|+ |LZ(Sj|Sj−1)|

≤ |Sj−1|+ o(|Sj−1|) +O(
√
|Sj| log |Sj|) (by (5.20))

= log(|Sj|) + o(log(|Sj|)) +O(
√
|Sj| log |Sj|)

= O(
√
|Sj| log |Sj|). (5.21)

Hence, as infinitely many intervals are devoted to l′, for infinitely many pre-
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fixes we have

|C(Sj)| − |LZ(Sj)| ≥ |Sj|(1− β)−O(
√
|Sj| log |Sj|) (by (5.19) and (5.21))

> |Sj|(1− α) (5.22)

where β < α < 1. Hence as C was an arbitrary ILFST, it holds that S is i.o.

LZ-deep.

5.5 Separation from Pushdown Depth

The following results demonstrate the difference between LZ-depth with PD-

depth. We first show that the sequence S from Theorem 1 of [109] is an example

of a LZ-deep sequence which is not PD-deep. S contains repeated non-consecutive

random substrings which Lempel-Ziv can exploit to compress. However, the

random strings are long enough that a pushdown compressor cannot compress

the sequence.

Theorem 5.5.1. There exists a sequence S which is not PD-deep but is LZ-deep.

Proof. Let S be the sequence from Theorem 1 of [109] which satisfies RLZ(S) =

0 but ρPD(S) = 1. We claim S satisfies the theorem statement. We omit a

description of the construction of S in this proof. As ρPD(S) = 1, S is not

PD-deep by Theorem 4.3.2.

Let 0 < α < 1. As ρPD(S) = 1, it also holds that dimFS(S) = 1. Hence for all

Ĉ ∈ ILFST it holds that

|Ĉ(S � n)| > (1− α

2
)n. (5.23)
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As RLZ(S) = 0, it holds that for almost all n that

|LZ(S � n)| ≤ α

2
n. (5.24)

Hence for almost all n we have that

|Ĉ(S � n)| − |LZ(S � n)| ≥ (1− α

2
)n− α

2
n = (1− α)n. (5.25)

As Ĉ was arbitrary, it holds that S is LZ-deep.

Next we demonstrate the existence of a sequence that roughly has a PD-depth

level of 1/2 while having a very small LZ-depth level. This sequence was first

presented in Theorem 5 of [109] and was built by enumerating strings in such

a way so that a pushdown compressor can use its stack to compress, but an

ILUPDC cannot use their stacks due to their unary nature. LZ cannot compress

the sequence either as it is similar to a Champernowne sequence. LZ performs

poorly on such sequences as discussed briefly previously.

Theorem 5.5.2. For all 0 < β < 1/2, there exists a sequence S such that PD-

depth(S) ≥ (1/2− β) but LZ-depth(S) < β.

Proof. Let 0 < β < 1/2. We claim that the sequence from Theorem 5 of [109]

satisfies the theorem statement. We first give a brief description of this sequence.

Let ε be such that 0 < ε < β, and let k and v be non-negative integers to be

determined later.

For any n ∈ N, let Tn denote the set of strings of length n that do not contain

the substring 1j in x for all j ≥ k. As Tn contains the set of strings whose every

kth bit is 0, it follows that |Tn| ≥ 2( k−1
k

)n. Note that for every x ∈ Tn, there exists
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5.5. Separation from Pushdown Depth

y ∈ Tn−1 and b ∈ {0, 1} such that x = yb. Hence

|Tn| < 2|Tn−1|. (5.26)

Let An = {a1n , . . . , aun} be the set of palindromes in Tn. As fixing the first dn
2
e

bits determines a palindrome, |An| ≤ 2d
n
2
e. The remaining strings in Tn−An are

split into v+1 pairs of sets Xn,i = {xn,i,1, . . . , xn,i,tin} and Yn,i = {yn,i,1, . . . , yn,i,tin}

where tin = b |Tn−An|
2v
c if i 6= v + 1 and

tv+1
n =

1

2
(|Tn − An| − 2

v∑
i=1

|Xn,i|),

(xn,i,j)
−1 = yn,i,j for every 1 ≤ j ≤ tin and 1 ≤ i ≤ v + 1 both xn,i,1 and yn,i,tn

start with 0 (excluding the case where both Xn,v+1 and Yn,v+1 are the empty sets).

Note that for convenience we write Xi, Yi for Xn,i, Yn,i respectively.

The sequence S which satisfies the theorem is constructed in stages as follows:

Let f(k) = 2k and f(n + 1) = f(n) + v + 2. Note that n < f(n) < n2 for

large n. For n ≤ k − 1, Sn is a concatenation of all strings of length n, i.e.

Sn = 0n · 0n−11 · · · 1n−10 · 1n. For n ≥ k,

Sn = a1n . . . aun1f(n)zn,1zn,2 . . . zn,vzn,v+1

where

zn,i = xn,i,1xn,i,2 . . . xn,i,tin−1xn,i,tin1f(n)+iyn,i,tinyn,i,tin−1 . . . yn,i,2yn,i,1,

with the possibility that zn,v+1 = 1f(n)+v+1 only. That is, Sn is a concatenation

of all strings in An followed by a flag of f(n) ones, followed by a concatenation

of all strings in the Xi zones and Yi zones separated by flags of increasing length
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such that each Yi zone is the Xi zone written in reverse. Let

S = S1S2 . . . Sk−11k1k+1 . . . 12k−1SkSk+1 . . .

i.e. the concatenation of all Sj zones with some extra flags between Sk−1 and Sk.

Then from [109], for ε small, choosing k and v appropriately large we have

that

ρLZ(S) ≥ 1− ε, and RPD(S) ≤ 1/2. (5.27)

Next we consider how any C ∈ ILUPDC performs on S. Let Sj denote the

prefix

S1 . . . Sk−11k . . . 12k−1Sk . . . Sj

of S for all j ≥ k.

Suppose C is reading zone Sn and can perform at most c λ-transitions in a

row. We examine the proportion of strings in Tn that give a large contribution to

the output. For simplicity, we write C(p, x, s) = (q, v) to represent that when C

is in state p with stack contents s = 0az0 for some a ≥ 0, on input x C outputs

v and ends in state q, i.e. C(p, x, s) = (δ̂Q(p, x, s), ν̂(p, x, s)).

For each x ∈ Tn, let

hx = min{|v| : ∃p, q ∈ Q, ∃s ∈ {0az0 : a ≥ 0}, C(p, x, s) = (q, v)}

be the minimum possible addition of the output that could result from reading

x. We restrict ourselves to reachable combinations of pairs of states and choices

for s. Let

Bn = {x ∈ Tn : hx ≥
(k − 2)n

k
}

be the set of strings that give a large contribution to the output.
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Next consider x′ ∈ Tn − Bn. There is a computation of x′ that results in C

outputting at most (k−2)n
k

bits. As C is lossless, x′ can be associated uniquely to a

start state px′ , stack contents sx′ , end state qx′ and output vx′ where |vx′ | < (k−2)n
k

such that C(px′ , x
′, sx′) = (qx′ , vx′). Recall from our previous discussion that on

reading x of length n, if C has a stack of height bigger than (c+1)n, the stack will

have no impact on the compression of x. That is, if k 6= k′ but k, k′ ≥ (c + 1)n,

then C(px′ , x
′, 0kz0) = C(px′ , x

′, 0k
′
z0).

Hence we can build a map g such that g(x′) = (px′ , s
′
x′ , vx′ , qx′) where 0 ≤

s′x′ < (c+ 1)|x|. As this map g is injective, we can bound |Tn −Bn| as follows:

|Tn −Bn| ≤ |Q|2 · (c+ 1)n · 2<
(k−2)n

k

< |Q|2 · (c+ 1)n · 2
(k−2)n

k . (5.28)

For 0 < δ < 1/6 whose value is determined later, as |Tn| ≥ 2
(k−1)n

k , we have

that for n large

|Bn| = |Tn| − |Tn −Bn|

> |Tn| − |Q|2 · (c+ 1)n · 2
(k−2)n

k (by (5.28))

> |Tn|(1− δ). (5.29)

Similarly, as the flags are only comprised of O(n2) bits in each Sn zone, we

have for n large that

|Tn|n > |Sn|(1− δ). (5.30)

Then for n large (say for all n ≥ i such that (5.29) and (5.30) hold),
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|C(Sn)| > k − 2

k

m∑
j=i

j|Bj|

>
k − 2

k
(1− δ)

n∑
j=i

j|Tj| (by (5.29))

>
k − 2

k
(1− 2δ)

n∑
j=i

|Sj| (by (5.30))

=
k − 2

k
(1− 2δ)(|Sn| − |Si−1|)

>
k − 2

k
(1− 3δ)|Sn|. (5.31)

The compression ratio of S on C ∈ ILUPDC is least on prefixes of the form

Sn·xn+1, where potentially xn+1 is a concatenation of all the strings in Tn+1−Bn+1,

i.e. the compressible strings of Tn+1. Let xn+1 be a such a potential prefix of Sn+1.

Then if Fn+1 =
∑v

i=0(f(n+ 1) + i), the length of the flags in Sn+1, we can bound

the length of |xn+1| as follows. For n large we have

|xn+1| < |Tn+1 −Bn+1|(n+ 1) + Fn+1

< (|Tn+1| − |Bn+1|)(n+ 1) + (v + 2)n2

< δ|Tn+1|(n+ 1) + δ|Tn|(n+ 1) (by (5.29))

< 2δ|Tn|(n+ 1) + δ|Tn|(n+ 1) (by (5.26))

= 3δ|Tn|(n+ 1)

< 3δ|S1 . . . Sn|. (5.32)
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Hence for n large

|C(Snxn+1)| ≥ (
k − 2

k
)(1− 3δ)(|Snxn+1| − |xn+1|)

> (
k − 2

k
)(1− 3δ)(|Snxn+1| − 3δ|Sn|) (by (5.31))

> (
k − 2

k
)(1− 6δ)|Snxn+1|

>
k − 3

k
|Snxn+1| (5.33)

when δ is chosen sufficiently small, i.e. δ < 1
6(k−2)

. Hence

ρUPD(S) ≥ k − 3

k
. (5.34)

Thus for all 0 < ε′ < k−3
k

, for almost every n,

|C(S � n)| ≥ (
k − 3

k
− ε′)n.

Next let Ĉ ∈ ILPDC be such that Ĉ achieves RPD(S) ≤ 1/2. Then for all ε′ > 0

and almost every n it holds that

|C(S � n)| ≤ (
1

2
+ ε′).

Hence, choosing ε′ = 1/2k, for almost every n and every C ∈ ILUPDC we have

|C(S � n)| − |Ĉ(S � n)| ≥ (
k − 3

k
− ε′)n− (

1

2
+ ε′)n

= (
1

2
− 3

k
− 1

k
)n = (

1

2
− 4

k
)n. (5.35)

That is, PD-depth(S) > 1
2
− 4

k
. Hence, choosing k large appropriately at the start

such that 4
k
< β we have that PD-depth(S) > 1

2
− β.

Next we examine LZ-depth. Recall ρLZ(S) ≥ 1 − ε. Thus for c such that
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ε+ c < β (recall ε < β), for almost every n it holds that

|LZ(S � n)| > (1− ε− c)n. (5.36)

Hence as IFS ∈ ILFST, we have that for almost every n

|IFS(S � n)| − |LZ(S � n)| < n− (1− ε− c)n = (ε+ c)n < βn. (5.37)

Hence we have that LZ-depth(S) < β.

In conclusion, for all 0 < β < 1
2
, choosing ε such that ε < β and k such that

4
k
< β, a sequence S can be built which satisfies the requirements of the theorem.

5.6 Summary

In this chapter we introduced a new notion of depth based on the LZ78 com-

pression algorithm which examined the difference between ILFSTs and the LZ78

compression algorithm.

We showed LZ-depth satisfied some of the fundamental properties of depth in

Theorem 5.3.3, i.e. FST-trivial and LZ-incompressible sequences were not deep.

The question of a slow growth type law remains open. We demonstrated that

LZ-depth differs from both a.e. and i.o. FS-depth in Theorem 5.4.1 by showing

the existence of a LZ-deep normal sequence. We also separated LZ-depth from

PD-depth by first demonstrating the existence of a sequence which is LZ-deep

but not PD-deep in Theorem 5.5.1. We continued by showing the existence of a

sequence which is PD-deep, and if it is LZ-deep, it must have a low depth level

as given in Theorem 5.5.2.

We will revisit LZ-depth in Chapter 6.
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Chapter 6

Pebble Depth

6.1 Introduction

In Chapters 3, 4 and 5 we examined depth notions where the transducers and

compression algorithms we used were limited in the following sense: For FS-

depth where complexity was based on the minimal input needed to output a

certain string, finite-state transducers are limited in that that relationship be-

tween the output and input is linear. For PD-depth, pushdown transducers with

a bounded number of λ-transitions between the reading of each bit are similarly

linear. Furthermore finite-state, pushdown transducers and the Lempel-Ziv 78

algorithm are limited to reading their input in one direction. They are unable to

backtrack to reread a previously seen part of their input.

In this chapter we examine a notion of depth based on transducers which

do not suffer from the above restrictions which we call pebble depth (PB-depth).

Specifically we examine the minimal descriptional complexity of a class of two-

way transducers known as pebble transducers which have a polynomial size output

compared to their input [65].

For k ∈ N, a k-pebble automaton is a two-way finite-state automaton with the

additional capacity to mark k squares of its tape with its pebbles. In particular, a
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6.1. Introduction

0-pebble automaton is the same as the classical understanding of a two-way finite-

state automaton1. Both 0-pebble automata [121, 133] and 1-pebble automata

[22] are known to be equivalent to one-way finite-state automata, i.e. they decide

exactly the regular languages.

When two or more pebbles are used, we henceforth will exclusively examine

pebble automata whose pebbles follow a stack-like discipline. By this we mean

that the pebbles are ordered and a pebble’s position on the tape can only be

altered (lifted from or dropped onto a square of the input tape) if all lower

ranked pebbles are currently on the tape and all higher ranked pebbles are not

currently on the tape. All papers cited with regards to pebble automata and

transducers, unless stated otherwise, also use this restriction. This restricted

class was examined as acceptors by Globerman and Harel who also showed that

these restricted pebble automata also only decide the regular languages [74].

Transforming a k-pebble automaton into a two-way finite-state automaton, and

the blow-up in terms by the number of states, has been studied by Geffert and

Ištoňová in [72].

Another variation of pebble automata (explored on trees) can be seen in [64]

where the automata’s pebbles are split into two groups of visible and invisible

pebbles. Visible pebbles act as pebbles of a normal pebble automaton in that

a transducer can see all the visible pebbles currently on the tape square it is

reading. For invisible pebbles on the other hand, the automaton is only able to

see the topmost invisible pebble on the current square it is reading. That is, on

any tape square, the pebble automaton can see at most one invisible pebble while

it can see all visible pebbles. This variation of pebble automata is not explored

in this chapter.

Pebble automata were first examined as transducers for trees by Milo et al.

1It should be noted that some authors refer to the head of the automaton as a pebble and
so a classical two-way finite-state automaton is considered a 1-pebble automaton to those.
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in [110]. These tree transducers were later restricted to monadic trees, i.e. for

strings, by Engelfriet and Maneth in [65]. While Globerman and Harel’s result

show that as acceptors, pebble automata are equivalent to finite-state automata

[74], pebble transducers are much more powerful in the following sense: While

two-way finite-state transducers have output of size O(n) on inputs of size n, a

k-pebble transducer has output of size O(nk+1). As such, the class of functions

computed by pebble transducers has been referred to as the class of polyregular

functions and have been shown to have several equivalent characterizations [23,

24]. With regards to this class of polyregular functions, a recent result by Lhote

demonstrates that a polyregular function has output of size O(nk+1) if and only

if the function can be performed by a k-pebble transducer [102].

Other variations of k-pebble transducers include k-marble transducers [60],

where if pebble i is placed on the tape, the reading head of the transducer cannot

move right past the square containing pebble i until it is lifted, and pebble i+1 can

only be placed on a square to the left of the square containing pebble i. Another

variation are the comparison-free k-pebble transducers [117], also known as k-

blind transducers [59], which are similar to, but further restrict the idea of invisible

pebbles mentioned previously from [64]. Recently, Douéneau-Tabot has compared

the expressive power of ordinary k-pebble, k-marble and k-blind transducers [59]

that produce unary outputs. Neither k-marble nor k-blind transducers are studied

in this chapter.

The extra power pebble transducers have over finite-state transducers are their

ability to compute the following three basic functions:

1. Due to their two-way nature, pebble transducers can compute the function

rev(x) = x−1 which prints the reverse of the input string.

2. A k-pebble transducer is able to compute the function powk(x) = x|x|
k

which prints x |x|k times resulting in a string of length |x|k+1. It achieves
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this by moving its head left to right printing x and using its k pebbles

to count to |x|k by moving one pebble to the right for each printing of x

performed.

3. A 1-pebble transducer is able to compute the function pref(x) which prints

every prefix of x in order of length. That is, pref(x) = x0x0x1x0x1x2 . . . x,

where x = x0 . . . xn. It achieves this by scanning over the input tape and

moving its pebble one square to the right to keep track of each prefix printed.

We define our notion of pebble depth (PB-depth) based on the difference be-

tween the minimal descriptional complexity of finite-state transducers and pebble

transducers. We demonstrate how our notion of PB-depth satisfies some of the

basic properties of depth, i.e. FST-trivial sequences and PB-incompressible se-

quences are not deep and that a slow growth law holds. We furthermore compare

PB-depth with the other depth notions previously examined. We first show that

unlike FS-depth (both a.e. and i.o.) where normal sequences are not deep, there

exists normal PB-deep sequences. We demonstrate a difference with LZ-depth by

showing the existence of a sequence which has a PB-depth level of approximately

1/2 and, if it is LZ-deep, has a low level of LZ-depth. This sequence is an example

of a non-normal pebble deep sequence. We furthermore show that there exists

sequences which are both PB-deep and PD-deep.

6.2 Pebble Transducers

A k-pebble transducer is two-way finite-state transducer which also has k-pebbles

labelled 1, . . . , k. Initially the transducer has no pebbles on its input tape, how-

ever during its computation the transducer can drop pebbles onto and pick up

pebbles from squares of the tape. At each stage of computation the transducer

knows which pebbles are on the square under its head and it can choose to drop
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a new pebble on that square, lift the topmost pebble from that square, or move

to a different square. However, the way in which the transducer can drop and lift

pebbles is restricted to act in a stack like fashion.

We use the pebble transducers with this restriction as these transducers have

very nice properties. For instance, in Theorem 2 of [65] it was shown that this

class of deterministic pebble transducers is closed under composition. We use this

property in the proof of Theorem 6.3.6. These transducers also have other nice

properties such as that all non-deterministic pebble transducers which compute

a partial function can in fact be computed by a deterministic pebble transducer

[63].

Definition 6.2.1. A pebble transducer (PB) is a 6-tuple T = (Q, q0, F, k, δ, ν)

where

1. Q is a non-empty, finite set of states,

2. q0 ∈ Q is the start state,

3. F ⊆ Q is the set of final states,

4. k is the number of pebbles allowed to be placed on the tape,

5. δ : (Q−F )×{0, 1,a,`}×{0, 1}k → Q×{+1,−1, push, pop} is the transition

function,

6. ν : (Q− F )× {0, 1,a,`} × {0, 1}k → {0, 1}∗ is the output function.

A PB with k pebbles is referred to as a k-pebble transducer. On input x ∈

{0, 1}∗, the input tape contains a x `, where a and ` are the left and right end

markers of the tape respectively. The tape squares are numbered 0, 1, . . . , |x|, |x|+

1. A configuration of T is a 4-tuple (q, i, σ, w) where q ∈ Q is the current state

of T , 0 ≤ i ≤ |x|+ 1 is the current position of the head, σ ∈ {⊥, 0, . . . , |x|+ 1}k

is a tuple indicating the location of the pebbles and w ∈ {0, 1}∗ is what T has
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outputted so far. That is, σ[m − 1] = j means that pebble m is on square j,

and σ[m − 1] = ⊥ means pebble m is not currently on the tape. Hence by

the stack nature of T , if only l pebbles are currently placed on the tape then

σ[l] = · · · = σ[k − 1] = ⊥.

If T is in configuration (q, i, σ, w) with a being the symbol on square i of the

tape, then T ’s transition and output functions δ and ν take the input (q, a, b)

where for 0 ≤ j ≤ k − 1, b[j] = 1 ⇐⇒ σ[j] = i.

If there are l pebbles on T ’s tape, δ(q, a, b) = (q′, d) means that T moves from

state q to state q′ and performs action d, where +1 means move one square right,

−1 means move one square left, push means place pebble l + 1 onto the current

square and pop means remove pebble l from the current square. These four

types transitions are undefined if performing d results in an impossible action,

i.e. if d = +1 when a =`, d = −1 when a =a, d = push when all pebbles are

currently on the tape, and d = pop when pebble l is not on the current square

of the configuration respectively. Following a transition, T enters the successor

configuration (q′, i′, σ′, w ·ν(q, a, b)), where q′, i′ and σ′ reflect the new state, head

position and place of the pebbles based on the result of δ(q, a, b). Specifically

q′ = δQ(q, a, b), i′ ∈ {i− 1, i, 1 + 1} depending on whether the instruction was to

move left, push or pop, or move right respectively and

σ′ =


σ if the instruction was +1 or −1

σ[0..l − 1]i⊥k−l−1 if the instruction was to push pebble l + 1

σ[0..l − 2]⊥k−l+1 if the instruction was to pop pebble l.

(6.1)

We say that T on input x outputs w, i.e. T (x) = w, if starting in configuration

(q0, 0,⊥k, λ), there is a finite sequence of successor configurations of T ending with

(q, i, σ, w), where q ∈ F . We require the use of final states to define the output

as we do not wish to consider cases where T finds itself in a loop and outputs an
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infinite sequence, i.e. T (x) = zyω, for some z, y ∈ {0, 1}∗ where |y| ≥ 1. We write

PB to denote the set of deterministic pebble transducers. We use PBk ⊂ PB to

denote set of deterministic k-pebble transducers. Note then that each M ∈ PB

computes a partial function from {0, 1}∗ to {0, 1}∗.

Using constructions of [72], Engelfriet showed that the set of functions com-

puted by PBs is closed under composition [63]. This property is used in the proof

of a slow growth law in Theorem 6.3.6.

Theorem 6.2.2 ([63]). Let r,m ≥ 0. Let R ∈ PBr and M ∈PBm. Then there

exists T ∈ PBrm+r+m such that for all x ∈ {0, 1}∗, T (x) = R(M(x)).

6.2.1 k-Pebble Complexity

For a class of transducers F, recall in Section 2.4 of Chapter 2 we discussed the

k-F complexity of strings and binary representations of F transducers. In this

chapter we examine these notions with respect to the class of pebble transducers,

i.e. when F = PB. As such, the size of PBs, the sets PB≤k, and the k-pebble

complexity Dk
PB(x) of a string x are all defined as in Chapter 2. We note that the

set PB≤k, the set of pebble transducers with a binary representation of length

k, should not be confused with the set of k pebble transducers PBk. Unlike in

Chapter 3 where we gave a specific binary representation of FSTs, we do not give

a binary representation of PBs here as our proofs do not depend on a specific

representation. The proof of Theorem 3.3.4 can be adapted to hold for PBs too,

i.e. pebble depth does not depend on the binary representation chosen.

Before we discuss pebble depth, we explore an analogous result to Lemma

3.3.6 (part 1) for k-PB complexity. It states that if given a description y for a

string x, then y is also a description for T (x) where T ∈ PB.
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Lemma 6.2.3. Let T ∈ PB. Then

(∀k ∈ N)(∃k′ ∈ N)(∀x ∈ {0, 1}∗)Dk′

PB(T (x)) ≤ Dk
PB(x).

Proof. Let x, k and t be as stated. Let p be a k-minimal program for x, i.e.

A(p) = x where A ∈ PB≤k and PB≤k(x) = |p|.

Suppose A has a pebbles and T has t pebbles. Then by Theorem 6.2.2 there

exists B ∈ PBta+a+n such that for all y ∈ {0, 1}∗, B(y) = T (A(y)). In particular

B(p) outputs T (x) and hence p is also a description of T (x). Therefore setting

k′ = |B| we have that Dk′
PB(T (x)) ≤ Dk

PB(x).

In particular, the above lemma says that if we have a description y for the

string x, y is also a description of x|x|
n

for all n, x−1, and pref(x).

Corollary 6.2.4. Let k, n ∈ N. Let x, y ∈ {0, 1}∗ such that Dk
PB(x) = |y|. Then

there exists k′ ∈ N such that Dk′
PB(x|x|

n
) ≤ |y|.

Proof. Let n be as stated in the lemma. Note that there exists a pebble transducer

T ∈ PBn such that for all z ∈ {0, 1}∗, T (z) = z|z|
n
. The result then follows from

Lemma 6.2.3.

Corollary 6.2.5. Let k ∈ N. Let x, y ∈ {0, 1}∗ such that Dk
PB(x) = |y|. Then

there exists k′ ∈ N such that Dk′
PB(x−1) ≤ |y|.

Proof. Note that there exists T ∈ PB0 such that for all z ∈ {0, 1}∗, T (z) = z−1.

The result then follows from Lemma 6.2.3.

Corollary 6.2.6. Let k ∈ N. Let x, y ∈ {0, 1}∗ such that Dk
PB(x) = |y|. Then

there exists k′ ∈ N such that Dk′
PB(pref(x)) ≤ |y|.
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Proof. Note that there exists T ∈ PB1 such that for all z ∈ {0, 1}∗, T (z) =

pref(z). The result then follows from Lemma 6.2.3.

The following lemma is analogous to Lemma 3.3.6 (part 2). It states that if

y is a description for M(x) where M ∈ ILFST, then y is also a description of x.

Lemma 6.2.7. Let M ∈ ILFST. Then

(∀k ∈ N)(∃k′ ∈ N)(∀x ∈ N)Dk′

PB(x) ≤ Dk
PB(M(x)).

Proof. Let M, k and x be as stated in the lemma. By Theorem 3.2.4, there

exists an ILFST M−1 and constant b such that for all z ∈ {0, 1}∗, z � |z| − b v

M−1(M(x)) v z.

Note that both M and M−1 can be simulated by 0-pebble transducers that

print nothing on first reading a, then read their input bit by bit moving right

performing the same actions as M and M−1 respectively and where upon reading

`, they output nothing and enter their final state. For simplicity of notation we

call these equivalent 0-pebble transducers M and M−1 also.

Let p be a k-PB minimal program for M(x), i.e. A(p) = M(x) for A ∈ PB≤k,

and Dk
PB(M(x)) = |p|. We construct A′ and p′ for x. Let y = M−1(M(x)), i.e.

there exists some z ∈ {0, 1}≤b such that yz = x. Let A′ be the PB which on

input p simulates A(p) to get M(x), and sticks the output into M−1 and adds z

at the end of M−1’s output, i.e. when it enters the final state of M−1, regardless

of what is under its reading head, it prints z and enters its own final state. Note

that by Theorem 6.2.2, A′ will have the same number of pebbles as A. Thus

D
|A′|
PB (x) ≤ Dk

PB(M(x)). As |A′| depends only on k, the size of M and |z| ≤ b, we

set k′ to be the smallest integer that takes all the possibilities for z into account.

That is Dk′
PB(x) ≤ Dk

PB(M(x)).
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The following theorem is an analogous result to Lemma 3.3.12 which states

that if p is a pebble description of x and q is a pebble description of y, a padded

version of p followed by a flag, followed by q is a pebble description of the string

xy.

Lemma 6.2.8. (∀ε > 0)(∀k ∈ N)(∃k′ ∈ N)(∀∞x ∈ {0, 1}∗)(∀y ∈ {0, 1}∗)

Dk′

PB(xy) ≤ (1 + ε)Dk
PB(x) +Dk

PB(y) + 2.

Proof. The proof is similar to Lemma 3.3.12’s proof.

Let ε, x, y and k be as stated in the lemma. Consider p, q ∈ {0, 1}∗ such that

Dk
PB(x) = |p| and Dk

PB(y) = |q|. Let A,B ∈ PB≤k where A(p) = x and B(q) = y.

Let b = d2
ε
e. Then there exists integers n and r such that |p| = nb+ r, where

0 ≤ r < b. Let p′ be a new string such that p′ begins with the first nb bits of p,

with a 0 placed to separate every b bits starting at the beginning of the string.

This is followed by a 1 and the remaining r bits of p doubled. So

p′ = 0p1 . . . pb0pb+1 . . . p2b0 . . . pnb1pnb+1pnb+1 . . . pnb+rpnb+r,

and

|p′| = n(b+ 1) + 2r + 1 = |p|+ n+ r + 1 ≤ |p|+ n+ b+ 1.

Then by the same argument as in Lemma 3.3.6, whenever |p| is large enough we

can arrive to the same result as in Equation 3.17, i.e. it holds that |p′| ≤ |p|(1+ε).

Suppose A has i pebbles and B has j pebbles. Let T be a pebble-transducer

with m = max{i, j} + 1 pebbles such that on input p′01q: T first examines the

section of its tape containing a p′01 and uses i of its pebbles to simulate A(p).

To do this, T treats the 01 following p′ as if it was ` on A’s tape. Also, to ensure
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T does not use more than i pebbles, T keeps track in its states of how many

pebbles it has placed on the a p′01 part of the tape. When T enters a final state

of A, T knows it has outputted x. Upon this, T scans a p′01 moving back and

forth popping off all of the pebbles from its tape and moves its head right until it

reaches the end of p′01 when no pebbles remain. On the final 1, T drops a pebble

(henceforth denoted by 1•) and enters the initial state of B. T then exclusively

examines the section of tape containing 1•q ` to simulate B(q). To do this, T

treats 1• as a on B’s tape. To ensure T does not use more than j pebbles, T

keeps track in its states of how many pebbles it has placed on the 1•q ` part

of the tape, excluding the pebble already dropped on 1•. When T enters a final

state of B, T enters its own final state having just outputted y.

Thus for k′ = |T |, whenever |p| is large enough we have that,

Dk′

PB(xy) ≤ |p′|+ |q|+ 2 = (1 + ε)Dk
PB(x) +Dk

PB(y) + 2. (6.2)

6.3 Pebble Depth

In this section we present our notion of pebble depth (PB-depth), show it satisfies

the three basic fundamental properties of depth and identify a normal PB-deep

sequence.

We define PB-depth by examining the difference in k-FS and k′-PB complexity

on prefixes on sequences. This keeps to the spirit of Bennett’s original notion of

comparing Kolmogorov complexity against its restricted time-bounded version.

Here, FSTs can be viewed as a restricted subset of 0-pebble transducers which

can only move in one direction.
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Definition 6.3.1. A sequence S is pebble deep (PB-deep) if

(∃α > 0)(∀k ∈ N)(∃k′ ∈ N)(∀∞n ∈ N)Dk
FS(S � n)−Dk′

PB(S � n) ≥ αn.

Definition 6.3.2. Let S ∈ {0, 1}ω. We say that PB-depth(S) ≥ α if

(∀k ∈ N)(∃k′ ∈ N)(∀∞n ∈ N)Dk
FS(S � n)−Dk′

PB(S � n) ≥ αn.

Otherwise we say PB-depth(S) < α.

Unlike in Chapters 4 and 5 where compressors were used to define depth, we

will take the minimal descriptional approach as opposed to using pebble com-

pressors because of their two-way nature, issues arise when trying to define what

compressibility by two-way compressors means. We similarly did not compare

pebble transducers against pebble transducers to define depth, unlike with FSTs

in Chapter 3, to keep with the spirit of Bennett’s original notion. Other diffi-

culties arise if this approach is taken also, one of which is finding an analogous

result to Lemma 3.3.9. Specifically, unlike in the finite-state setting where from

a description of the string xy we could get a description of both x and y sepa-

rately by switching the start state of the transducer used to output xy, this trick

does not work in the pebble setting due to their two-way nature and due to the

pebbles. Section 6.4 of this chapter discusses how we arrived at this definition of

depth in more detail.

6.3.1 Fundamental Properties

Before we show that pebble depth satisfies the fundamental properties of depth,

we first show the existence of PB-incompressible sequences. PB-trivial sequences

are evident in our later proofs. To demonstrate this, we first need the following

result which relates H and K, the prefix-free and plain version of Kolmogorov
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complexity. It can be found as Corollary 2.4.2 in [118].

Lemma 6.3.3. For all x ∈ {0, 1}∗ it holds that

H(x) ≤ K(x) + 2 log(K(x)) +O(1) ≤ K(x) + 2 log(|x|) +O(1).

Lemma 6.3.4. If S ∈ {0, 1}ω is ML-random, then ρPB(S) = 1.

Proof. Let S ∈ {0, 1}ω be ML-random. Hence for all n there exists some c ∈ N

such that H(S � n) > n− c.

Fix k ∈ N and consider the prefix S � n of S. Let T ∈ PB≤k and y ∈ {0, 1}∗ be

such that T (y) = S � n and Dk
PB(S � n) = |y|. Let M be the machine such that

on inputs of the form d(σ)01x, where σ is a description of a pebble transducer via

our encoding and x is in the domain of the pebble transducer that σ describes,

M uses d(σ) to retrieve the pebble transducer and then simulates the transducer

on x. Otherwise, M loops.

Hence we have that

K(S � n) ≤ 2|σ|+ 2 + |y|+O(1) ≤ 2k + 2 +Dk
PB(S � n) +O(1).

By Lemma 6.3.3 it follows that

H(S � n) ≤ 2k+2+Dk
PB(S � n)+2 log(n)+O(1) = Dk

PB(S � n)+2 log(n)+O(1).

Therefore

Dk
PB(S � n) > n− c− 2 log(n)−O(1) = n− 2 log(n)−O(1).

Note if no y as above exists, this still holds as in such cases Dk
PB(S � n) =∞.
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Therefore, for all k we have that

1 = lim inf
n→∞

n− 2 log(n)−O(1)

n
≤ lim inf

n→∞

Dk
PB(S � n)

n
≤ 1.

As k was arbitrary, it follows that ρPB(S) = 1.

The following demonstrates that sequences which are FST-trivial and PB-

incompressible (in the sense of Definition 2.4.3) are not PB-deep. This is anal-

ogous to Bennett’s fundamental properties of computable and ML-random se-

quences being shallow.

Theorem 6.3.5. Let S ∈ {0, 1}ω. If RFS(S) = 0 or ρPB(S) = 1 then S is not

PB-deep.

Proof. Suppose that RFS(S) = 0. Let α > 0. Let k be such that for almost every

n

Dk
FS(S � n) ≤ αn. (6.3)

Then for all k′ ∈ N, for almost every n we have that

Dk
FS(S � n)−Dk′

PB(S � n) ≤ Dk
FS(S � n) < αn. (6.4)

As α was chosen arbitrarily, S is not PB-deep.

Next suppose that ρPB(S) = 1. Therefore for all α > 0 and k ∈ N, for almost

every n it holds that

Dk
PB(S � n) ≥ (1− ε). (6.5)

Therefore we have for k′ such that IFS ∈ FST≤k
′
,

Dk′

FS(S � n)−Dk
PB(S � n) ≤ n− (1− α)n = αn. (6.6)
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As α was chosen arbitrarily, S is not PB-deep

We now demonstrate that PB-depth also satisfies a slow growth law. In the

following theorem we show that if a deep sequence S ′ is the output of some ILFS

computable mapping, the original sequence S used to compute S ′ must also have

been deep. This is analogous to Bennett’s slow growth law as it demonstrates

that the fast process of computation by an ILFST cannot transform a non-deep

sequence into a deep sequence.

Theorem 6.3.6 (Slow Growth Law). Let S be a sequence. Let f : {0, 1}ω −→

{0, 1}ω be ILFS computable, and let S ′ = f(S). If S ′ is PB-deep, then S is

PB-deep.

Proof. The proof is similar to Theorem 3.3.8’s. Let S, S ′, f be as stated, and M

be an ILFST computing f .

For all n such that M(S � m) = S ′ � n for some m, let mn denote the largest

integer such that M(S � mn) = S ′ � n. As M is IL, it cannot visit the same state

twice without outputting at least one bit, so there exist a β > 0 such that for all

n, n ≥ βmn.

Fix l ∈ N. Let k be from Lemma 3.3.6 such that for all x ∈ {0, 1}∗

Dk
FS(M(x)) ≤ Dl

FS(x). (6.7)

As S ′ is PB-deep, there exists k′ and α > 0 such that for almost every n

Dk
FS(S ′ � n)−Dk′

PB(S � n) ≥ αn. (6.8)

Similarly let l′ be from Lemma 6.2.7 such that for all x

Dl′

PB(x) ≤ Dk′

PB(M(x)). (6.9)
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Hence for almost every m we have that

Dl
FS(S � m)−Dl′

PB(S � m) ≥ Dk
FS(M(S � m)−Dl′

PB(S � m) (by (6.7))

≥ Dk
FS(M(S � m)−Dk′

PB(M(S � m)) (by (6.9))

= Dk
FS(M(S � mn)−Dk′

PB(M(S � mn)) (for some n)

= Dk
FS(S ′ � n)−Dk′

PB(S ′ � n)

≥ αn (by (6.8))

≥ αβmn ≥ αβm.

Hence S is PB-deep.

Next we show that if a transformation via a pebble transducer is performed

instead of via an ILFST, the existence of a sequence S such that ρPB(S) = 1 would

break the alternative slow growth law. First we need the following definition of

a pebble-computable function.

Definition 6.3.7. A function f : {0, 1}ω → {0, 1}ω is said to be pebble com-

putable if there is exists some T ∈ PB such that for all S ∈ {0, 1}ω, lim
n→∞

|T (S �

n)| =∞ and for all n ∈ N, T (S � n) v f(S).

We now present this result which breaks the alternative slow growth law.

Lemma 6.3.8. Let S ∈ {0, 1}ω be such that ρPB(S) = 1. There exists a pebble

computable function f such that for S ′ = f(S), S ′ is PB-deep while S is not

PB-deep.

Proof. Let S ∈ {0, 1}ω be such that ρPB(S) = 1. Recall the function pref on

strings and note that pref can extended to be a pebble computable function on

sequences. We will show that S ′ = pref(S) is PB-deep even though S is not

PB-deep by Theorem 6.3.5.
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Let 0 < ε < 1. Note that as ρPB(S) = 1, it follows that dimFS(S) = 1 also.

Hence, for all k and almost every n it holds that

Dk
FS(S � n) > n(1− ε

3
). (6.10)

Consider an arbitrary prefix S ′ � n of S ′. Let j be such that

j(j + 1)

2
≤ n <

(j + 1)(j + 2)

2
.

S ′ � n can be written in the form x1x2 . . . xjy where xi = S[0..i−1] and y @ xj+1.

Suppose j∗ is such that Equation (6.10) holds for all j ≥ j∗. Then by Remark

3.3.11 it follows that for almost all k and large enough n,

Dk
FS(S ′ � n) ≥

j∑
i=1

D3k
FS(xi) +D3k

FS(y)

>

j∑
i=j∗

D3k
FS(xi)

>

j∑
i=j∗

|xi|(1−
ε

3
) (by (6.10))

= (n−O(1)− |y|)(1− ε

3
)

> n(1− 2ε

3
) (6.11)

as |y| = O(
√
n).

Similarly, let T be the pebble transducer such that on inputs of the form

d(x)01z, T uses d(x) and a pebble to print pref(x) and then uses z to print z.

Hence, T (d(xj)01y) = S ′ � n. Thus for n large,

D
|T |
PB(S ′ � n) ≤ 2j + 2 + |y| < 3(j + 1) = O(

√
n). (6.12)
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Hence, for almost every k and for n large it holds that

Dk
FS(S ′ � n)−D|T |PB(S ′ � n) > n(1− 2ε

3
)− nε

3
= n(1− ε). (6.13)

As Equation (6.13) in fact holds for every k as Di
FS(x) ≥ Di+1

FS (x) for all strings

x, S ′ is in fact PB-deep. Thus the alternative slow growth law breaks.

For completeness, we provide the following construction for T : As T is a

1-pebble transducer, the pebble placement part of the transition and output

function will have value 0 or 1 indicating whether or not the pebble is present on

the current square of the input tape. Note that some transitions are omitted if

they are not seen.

Let T = (Q, q0, {qf}, 1, δ, ν) be as follows. T has the following set of states:

1. qs the start state.

2. qp is the state T enters when it needs to move its pebble.

3. qb is the state which records the first bit for b ∈ {0, 1} when examining a

block of size 2.

4. ql is the state used when T continuously moves its head to the left side of

the tape.

5. q1, q2, q3 are the states used to print the prefixes of the input.

6. qi is the state where T acts as the identity transducer.

7. qf is the final state.

Beginning in the start state, T moves its head to the right and enters the pebble

placement state

δ(qs,a, 0) = (qp,+1).
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Beginning in qp, T then reads the next two bits. T first records the first bit

and moves right

δ(qp, b, 0) = (qb,+1).

Then reading the second bit, if it matches the first bit, T places a pebble onto

the square and enters the state for scanning to the left. If they do not match, T

moves right and enters the identity state. That is

δ(qb, a, 0) =


(ql, push) if a = b

(qi,+1) if a 6= b.

In ql, T scans left to the end of the tape, i.e. for b, c ∈ {0, 1},

δ(ql, b, c) = (ql,−1).

When T reaches the end of the tape, it begins reading in chunks of size two,

printing every second bit, until it sees the square containing the pebble. T first

moves its head right,

δ(ql,a, 0) = (q1,+1).

T then moves its head to the right to the second square on any bit,

δ(q1, b, 0) = (q2,+1).

In q2, if the current square contains the pebble, T pops the pebble and moves it

forward two squares. If it does not, T moves right and returns to q1. That is, on

any bit b,

δ(q2, b, c) =


(q1,+1) if c = 0

(q3, pop) if c = 1.
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In q3, T returns to qp and moves its head to the right to begin the process of

moving the pebble again. That is,

δ(q3, b, 0) = (qp,+1).

When in state qi, T moves right regardless of the bit read. That is,

δ(qi, b, 0) = (qi,+1).

T enters its final state if T reaches the right hand side of the tape in states

qp, q
b or qi. That is, for q ∈ {qp, qb, qi},

δ(q,`, 0) = (qf ,−1).

T outputs the empty string on all transitions except in the following cases

where it prints the bit on the current square:

For c ∈ {0, 1}, ν(q2, b, c) = b and ν(qi, b, 0) = b.

This completes the construction of T .

6.3.2 Separation from Finite-State Depth

The following demonstrates a difference between FS-depth and PB-depth. Recall

that for both i.o. FS-depth ([57]) and a.e. FS-depth (Theorem 3.3.5), normal

sequences are not deep. On the other hand, the normal sequence from Theorem

5.4.1 (i.e. the sequence from Theorem 4.3 of [97]) which is LZ-deep is also PB-

deep.
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Remark 6.3.9 ([97]). There exists S ∈ {0, 1}ω such that the normal sequence

S ′ from Theorem 5.4.1 satisfies S ′ = pref(S).

As there exists a 1-pebble transducer that is able to compute the pref function,

prefixes of S have low k-pebble complexity. Hence PB-depth is achieved.

Theorem 6.3.10. There exists a normal sequence which is PB-deep.

Proof. Let S ′ be the normal sequence from Theorem 4.3 of [97]. S ′ has the

property that there exists S ∈ {0, 1}ω such that pref(S) = S ′. We claim S ′

satisfies the theorem.

The proof follows from the same logic as the proof of Lemma 6.3.8 by noting

that as S ′ is normal, Equation (6.11) still holds. That is, that for all k and almost

every n,

Dk
FS(S ′ � n) ≥ (1− 2ε

3
).

Similarly, Equation (6.12) still holds for the same pebble transducer T . Thus,

Equation (6.13) still holds meaning that S ′ is PB-deep.

6.3.3 Separation from Lempel-Ziv Depth

The following demonstrates the existence of a sequence S with PB-depth of

roughly 1/2 and low LZ-depth. The sequence is that from Theorem 5 of [109].

This sequence is broken into blocks where each block is a concatenation of most

of the strings of length n. Specifically blocks are composed of subblocks of the

form XFY where X is a listing of a selection of strings of length n, F is a flag not

contained in any string of length n listed, and Y is a listing of strings of length

n such that Y = X−1. A pebble transducer can perform well on this sequence as

given X, the transducer can use its two-way tape property to print Y also. LZ
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does not compress S by much as it is almost a listing of every string in order of

length. LZ compresses such sequences poorly.

Theorem 6.3.11. For each 0 < β < 1
2
, there exists a sequence S such that

PB-depth(S) ≥ 1
2
− β and LZ-depth(S) < β.

Proof. Let S be a sequence that satisfies Theorem 5 of [109]. We claim that

S satisfies the theorem statement. We present the construction of the sequence

again for clarity even though it was already given in Theorem 5.5.2.

Let 0 < β < 1
2
, and let k > 2 and v be integers to be determined later. For

any n ∈ N, let Tn denote the set of strings of length n that do not contain the

substring 1j in x for all j ≥ k. As Tn contains the set of strings whose every kth

bit is 0, it follows that |Tn| ≥ 2( k−1
k

)n. Note that for every x ∈ Tn, there exists

y ∈ Tn−1 and b ∈ {0, 1} such that x = yb. Hence

|Tn| < 2|Tn−1|. (6.14)

Let An = {a1n , . . . , aun} be the set of palindromes in Tn. As fixing the first dn
2
e

bits determines a palindrome, |An| ≤ 2d
n
2
e. The remaining strings in Tn−An are

split into v+1 pairs of sets Xn,i = {xn,i,1, . . . , xn,i,tin} and Yn,i = {yn,i,1, . . . , yn,i,tin}

where tin = b |Tn−An|
2v
c if i 6= v + 1 and

tv+1
n =

1

2
(|Tn − An| − 2

v∑
i=1

|Xn,i|),

(xn,i,j)
−1 = yn,i,j for every 1 ≤ j ≤ tin and 1 ≤ i ≤ v+1 both xn,i,1 and yn,i,tn start

with 0 (that is, xn,i,tin ends with a 0) excluding the case where both Xn,v+1 and

Yn,v+1 are the empty sets). Note that for convenience we write Xi, Yi for Xn,i, Yn,i

respectively.

S is constructed in stages. Let f(k) = 2k and f(n+ 1) = f(n) + v + 2. Note

that n < f(n) < n2 for large n. For n ≤ k−1, Sn is a concatenation of all strings
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of length n, i.e. Sn = 0n · 0n−11 · · · 1n−10 · 1n. For n ≥ k,

Sn = a1n . . . aun1f(n)zn,1zn,2 . . . zn,vzn,v+1

where

zn,i = xn,i,1xn,i,2 . . . xn,i,tin−1xn,i,tin1f(n)+iyn,i,tinyn,i,tin−1 . . . yn,i,2yn,i,1,

with the possibility that zn,v+1 = 1f(n)+v+1 only. That is, Sn is a concatenation

of all strings in An followed by a flag of f(n) ones, followed by a concatenation

of all strings in the Xi zones and Yi zones separated by flags of increasing length

such that each Yi zone is the Xi zone written in reverse. Finally we set

S = S1S2 . . . Sk−11k1k+1 . . . 12k−1SkSk+1 . . .

i.e. the concatenation of all Sj zones with some extra flags between Sk−1 and Sk.

We first examine the lower randomness density of S for pebble transducers.

Claim 6.3.12.

lim
k→∞

lim sup
n→∞

Dk
PB(S � n)

n
≤ 1

2
.

We prove this claim by building the 1-pebble transducer T that acts as follows:

T begins moving right and printing its input until it sees the first 0 after a flag of

2k ones. Upon seeing this 0, if the succeeding bit is a 1, T stays in the print zone.

T moves right and prints what is on its tape until it sees a flag of 2k ones followed

by a 0 again. If T sees a 0 after 12k0, T enters a print-and-reverse zone. T drops

its pebble on the succeeding square. T moves its head right printing what it sees

until it sees 12k0 (without printing the last 0), then scans left past the flag of 1s.

Once the flag of 1s ends, T prints what it sees (i.e. printing the reverse of what

it just printed) until it reaches the square with the pebble, printing what is on
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it. T then moves right until it sees 12k0 again and checks the next bit to see if it

is in a print or print-and-reverse zone.

Let y = S1 . . . Sk−11k . . . 12k−1. Then T (y0) = y. Note that |y| + 1 < 22k. For

n ≥ k and 1 ≤ i ≤ v, let

πn = 1a1n . . . aun1f(n)0 and σn,i = 0xn,i,1 · · · xn,i,tin1f(n)+i0.

If i = v + 1 we let

σn,v+1 =


0xn,v+1,1 · · · xn,v+1,tv+1

n
1f(n)+v+10 if |Xn,v+1| 6= 0

11f(n)+v+10 otherwise.

Lastly we set

τn = πnσn,1σn,2 . . . σn,v+1.

Note that

|τn| ≤ |An|n+ (v + 2)(f(n) + v + 1) + 2(v + 2) +
n

2
|Tn − An|

= |An|n+ (v + 2)(f(n) + v + 3) +
n

2
|Tn − An|. (6.15)

Then as T (y0τk . . . τn−1) = S1 . . . Sk−11k . . . 12k−1Sk . . . Sn−1, it follows that

D
|T |
PB(S1 . . . Sk−11k . . . 12k−1Sk . . . Sn−1) ≤ |S1 . . . Sk−11k . . . 12k−1|+ 1

+
n−1∑
j=k

[|Aj|j + (v + 2)(f(j) + v + 3) +
j

2
|Tj − Aj|]. (6.16)

Let wp be the string such that T (wp) = S � p. Note that the ratio |wp|
|p| is

maximal if the suffix of S � p is a full concatenation of a Yn,i zone without the
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final bit. That is, S � p ends with a suffix of the form

yn,i,tin . . . yn,i,2yn,i,1[0..n− 2].

This is because T cannot make use of its two-way capability to print the reverse

of the X zone since it does not know where to stop. In particular, the ratio is

maximal on the zone i = 1 as it immediately follows the palindrome portion of

Sn where T acts as the identity transducer to output it.

Let 0 ≤ I < v. We do not examine the case where I = v as in this case, T

requires the fewest amount of bits to output the v + 1th zone. We examine the

ratio |wp|
|S�p| inside zone Sn on the second last symbol of the YI+1 zone. Note that

T outputs S � p on input

y0τk . . . τn−1πnσn,1 . . . σn,I1z

where

z = xn,I+1,1 . . . xn,I+1,tn1f(n)+I+1yn,I+1,tn . . . yn,I+1,2yn,I+1,1[0..n− 2].

Thus

|wp| ≤ 22k +
n−1∑
j=k

[|Aj|j + (v + 2)(f(j) + v + 3) +
j

2
|Tj − Aj|]

+ |An|n+ (v + 2)(f(n) + v + 3) + I(
n|Tn − An|

2v
) +

n|Tn − An|
v

. (6.17)

Note first that

n∑
j=k

|Aj|j ≤ n2|An| ≤ n2 · 2d
n
2
e ≤ n2 · 2

n+1
2 (6.18)

for n large. Similarly the summation of the (f(j) + v + 2) contributes at most a
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polynomial number of bits in n. Along with the 22k term being a constant term

this gives us for all ε > 0, for n large

|wp| ≤ 2n( 1
2

+ε) +
n−1∑
j=k

j

2
|Tj|+

n|Tn|
v

(
I

2
+ 1)

= 2n( 1
2

+ε) +
n−1∑
j=k

j

2
|Tj|+

n|Tn|
2v

(I + 2). (6.19)

The number of bits in such a prefix of S is

|S � p| ≥
n−1∑
j=k

j|Tj|+ n|An|+ 2n
⌊ |Tn − An|

2v

⌋
(I + 1)

≥
n−1∑
j=k

|Tj|+ n|An|+ 2n(
|Tn − An|

2v
− 1)(I + 1)

=
n−1∑
j=k

|Tj|+ n|An|+ n(
|Tn| − |An|

v
− 2)(I + 1)

=
n−1∑
j=k

j|Tj|+ n|An|(1−
(I + 1)

v
) + n(I + 1)(

|Tn|
v
− 2)

≥
n−1∑
j=k

j|Tj|+
n

v
|Tn|(I) (6.20)

as I + 1 ≤ v.
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Hence,

lim sup
n→∞

|wn|
|S � n|

≤ lim sup
n→∞

2n( 1
2

+ε) +
∑n−1

j=k
j
2
|Tj|+ n|Tn|

2v
(I + 2)∑n−1

j=k j|Tj|+
n|Tn|
v

(I)

(by (6.19) and (6.20))

= lim sup
n→∞

[
2n( 1

2
+ε) + 2 · n|Tn|

2v∑n−1
j=k j|Tj|+

n|Tn|
v

(I)

+
1

2
·
∑n−1

j=k j|Tj|+
n|Tn|
v

(I)∑n−1
j=k j|Tj|+

n|Tn|
v

(I)

]

= lim sup
n→∞

[
2n( 1

2
+ε) + n|Tn|

v∑n−1
j=k j|Tj|+

n|Tn|
v

(I)
+

1

2

]
. (6.21)

By (6.14), as
∑n−1

j=k j|Tj| ≥ (n− 1)|Tn−1| ≥ (n−1)
2
|Tn|, we have

n−1∑
j=k

j|Tj|+
n

v
|Tn|(I) ≥ n− 1

2
|Tn|+

n

v
|Tn|(I)

=
n|Tn|

2v
(2I + v − v

n
). (6.22)

Thus, when ε is chosen to be such that 0 < ε < 1
2
− 1

k
we have that

lim sup
n→∞

2n( 1
2

+ε)∑n−1
j=k j|Tj|+

n|Tn|
v

(I)
≤ lim sup

n→∞

2n( 1
2

+ε)

(n−1)
2
|Tn|
≤ lim sup

n→∞

2n( 1
2

+ε)

|Tn|

≤ lim sup
n→∞

2n( 1
2

+ε)

2
(k−1)n

k

= 0

as k > 2. Similarly by (6.22) we have

n|Tn|
v∑n−1

j=k j|Tj|+
n|Tn|
v

(I + 1)
≤

n|Tn|
v

n|Tn|
2v

(2I + v − v
n
)
≤ 2

v(1− 1
n
)

(6.23)

which can be made arbitrarily small by choosing v appropriately large.

Therefore

lim sup
n→∞

|wn|
|S � n|

≤ 1

2
.
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This establishes Claim 6.3.12, i.e. for all 0 < β′ < 1/2− 3/k, we can choose v, I

and k appropriately such that

D
|T |
PB(S � n) ≤ (

1

2
+
β′

2
)n. (6.24)

Next we examine how well any ILFST can compress prefixes of S. We use the

equality from Definition 3.2.6 regarding the finite-state dimension of S to relate

the compression performance back to k-finite-state complexity.

Recall from the proof of Theorem 5.5.2 it was shown in Equation (5.34) that

ρUPD(S) ≥ k−3
k

. Hence it follows that

dimFS(S) = ρILFST(S) ≥ ρUPD(S) ≥ k − 3

k
.

Therefore, for all l and almost every n it holds that

Dl
FS(S � n) ≥ (

k − 3

k
− β′

2
)n. (6.25)

Hence, for all l and almost every n it follows that

Dl
FS(S � n)−D|T |PB(S � n) ≥ (

k − 3

k
− β′

2
)n− (

1

2
+
β′

2
)n

= (
1

2
− 3

k
− β′)n

≥ (
1

2
− β)n (6.26)

where 3/k + β′ ≤ β < 1/2. That is, PB-depth(S) ≥ 1/2− β.

Recall from [109], for all β < 1
2
, k and v can be chosen such that

ρLZ(S) > (1− β

2
). (6.27)

135



6.3. Pebble Depth

Again, therefore we have that for almost every n that

|LZ(S � n)| > (1− β)n (6.28)

and so

|IFS(S � n)| − |LZ(S � n)| < n− (1− β)n = βn. (6.29)

That is, LZ-depth(S) < β.

Thus, if k, v and β′ are chosen such that Equations (6.26) and (6.29) hold,

we have the desired result.

For completeness, the following is a construction for T : T = (Q, qo, F, 1, δ, ν)

is the 1-pebble transducer whose states are follows:

1. q0 the start state,

2. qi,w for w ∈ {0, 1}2k the just printing states,

3. q1 the state used to check whether the transducer just prints or needs to

print the reverse too,

4. qp a state used to place the pebble,

5. qr,w for w ∈ {0, 1}2k, the state where T moves right printing but will print

the reverse too,

6. qf the state when scanning left along the flag before printing the reverse,

7. ql the state used to print the reverse moving left,

8. qs,w for w ∈ {0, 1}2k used to scan right,

9. qF the final state.
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So F = {qF}.

From the start state, T moves to state qi,02k and prints nothing. That is,

δ(q0,a, 0) = (qi,02k ,+1),

and

ν(q0,a, 0) = λ.

From here, T continuously prints what is under its head moving right until it sees

the end of a flag. At the end of the flag it moves to q1. That is for w ∈ {0, 1}2k

and b ∈ {0, 1}

δ(qi,w, b, 0) =


(qi,w[1..]b,+1) if w 6= 12k or (w = 12k and b = 1)

(q1,+1) if w = 12k and b = 0,

and

ν(qi,w, b, 0) =


b if w 6= 12k or (w = 12k and b = 1)

λ if w = 12k and b = 0.

In q1, T has just read a 0 after a flag of 12k. If T reads a 1 in q1, T moves

right and returns to qi,02k the initial printing state. If T reads a 0, T moves right

and enters the state qp and places its pebble on its tape. That is,

δ(q1, b, 0) =


(qp,+1) if b = 0

(qi,02k ,+1) if b = 1.

T prints nothing in q1. That is, for b, c ∈ {0, 1}

ν(q1, b, c) = λ.
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In qp, T places a pebble on its current square and enters state qr,02k and prints

nothing. That is, for b ∈ {0, 1},

δ(qp, b, 0) = (qr,02k , push),

and

ν(qp, b, 0) = λ.

T moves its head to the right printing what it reads when in states qr,w. It

does this until it sees the end of a 12k flag, upon which it enters state qf moving

its head to the left. That is, for b, c ∈ {0, 1}, w ∈ {0, 1}2k,

δ(qr,w, b, c) =


(qr,w[1..]b,+1) if w 6= 12k or (w = 12k and b = 1)

(qf ,−1) if w = 12k and b = 0,

and

ν(qr,w, b, c) =


b if w 6= 12k or (w = 12k and b = 1)

λ if w = 12k and b = 0.

T moves its head to the left printing nothing while in qf until it sees a 0, that

is, the end of the 12k flag zone. When it sees a 0, T begins printing what it reads

and enters state ql. That is for b ∈ {0, 1},

δ(qf , b, 0) =


(qf ,−1) if b = 1

(ql,−1) if b = 0,

and

ν(qf , b, 0) =


λ if b = 1

0 if b = 0.

In ql, T moves its head to the left printing what it sees until it sees the square
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with the pebble. When T sees the pebble, T removes the pebble and enters state

qs,02k . That is for b, c ∈ {0, 1}

δ(ql, b, c) =


(ql,−1) if c = 0

(qs,02k , pop) if c = 1,

and

ν(ql, b, c) = b.

T moves its head to the right printing nothing until it sees the end of a 12k

flag, upon which it enters state q1 to begin the process of printing a new zone

again. That is, for b ∈ {0, 1}, w ∈ {0, 1}2k

δ(qs,w, b, 0) =


(qs,w[1..]b,+1) if w 6= 12k or (w = 12k and b = 1)

(q1,+1) if w = 12k and b = 0,

and

ν(qs,w, b, 0) = λ.

For w ∈ {0, 1}2k, if T is in state qi,w (the just printing states without reversing)

or in state q1 (where T checks if the next zone is just printing or printing and

reversing) and sees ` indicating the right hand side of the tape, T enters qF the

final state and halts, printing nothing. That is for w ∈ {0, 1}2k

δ(qi,w,`, 0) = δ(q1,`, 0) = (qF ,−1),

and

ν(qi,w,`, 0) = ν(q1,`, 0) = λ.

This completes the construction of T .
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Corollary 6.3.13. There exists a non-normal PB-deep sequence.

Proof. This follows from Theorem 6.3.11 since the string 012k0 only occurs as

a substring of the constructed sequence S which satisfies the theorem a finite

number of times. This is clear as the only places 012k can occur is if 0 is the last

bit of Sk−1 or where the 12k is a prefix to a flag in some zone Sn. However, as the

flags increase in length, 012k will eventually always be followed by another 1.

6.3.4 Preliminary Comparison with Pushdown Depth

In this chapter we do not present an example of a sequence which is PB-deep

but not PD-deep. More work is to be done to find such a sequence if it exists.

Instead we present a preliminary result which states that for all 0 < β < 1/2, one

can construct a sequence S such that PB-depth(S) ≥ 1−β while PD-depth(S) ≥

1/2−β. Hence, the sequence is deep in both notions, and it is possible that their

depth levels are in fact equal. However, we show the sequence is not FS-deep.

The sequence is composed of strings of the form R|R|F (R−1)|R| where F is a

flag and R is a string not containing F with large plain Kolmogorov complexity

relative to its length. Note that R|R| is a string of length |R|2. From a single

description of R, a 1-pebble transducer can use a single pebble to print R|R|.

A large ILPDC with no restriction on its stack can be built to push R|R| onto

its stack, and then when it sees the flag F , use its stack to compress (R−1)|R|.

These R are built such that an ILUPDC is unable to use its stack to compress

R, resulting in minimal compression. For FSTs, the sequence appears almost

random and so little depth is achieved.

Note that the sequence is similar to that in Theorem 4.4.3, however the suc-

cessive repetitions R allows a pebble-transducer to gain an advantage neither the
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ILPDC we examine nor an FST have.

Remark 6.3.14. For all 0 < β < 1/2, there exists a sequence S such that

PB-depth(S) ≥ 1− β, PD-depth(S) ≥ 1/2− β, and FS-depth(S) < β.

Proof. The sequence S which we construct that satisfies this remark is similar to

the sequence constructed in Theorem 4.4.3.

Let 0 < β < 1/2 and let k > 8 be such that β ≥ 8/k. For each n, let

tn = kd
logn
log k
e. Note that for all n,

n ≤ tn ≤ kn. (6.30)

Consider the set Tj which contains all strings of length j that do not contain 1k

as a substring. As Tj contains strings of the form x10x20x30 · · · where each xt is

a string of length k− 1, we have that |Tj| ≥ 2j(1−
1
k

). For each j, let Rj ∈ {0, 1}ktj

have maximal plain Kolmogorov complexity in the sense that

K(Rj) ≥ |Rj|(1−
1

k
). (6.31)

Such an Rj exists as |T|Rj || > 2|Rj |(1− 1
k

) − 1. Note that kj ≤ |Rj| ≤ k2j. We

construct S in stages S = S1S2 . . . where for each j,

Sj = R
|Rj |
j 1k(R−1

j )|Rj |.

Claim 6.3.15. PD-depth(S) ≥ 1
2
− β.

First we examine how well any ILUPDC compresses occurrences of Rj zones

in S. Let C ∈ ILUPDC. Consider the tuple

(Ĉ, qs, qe, z, νC(qs, Rj, z))
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where Ĉ is an encoding of C, qs is the state that C begins reading Rj in, qe is

the state C ends up in after reading Rj, z is the stack contents of C as it begins

reading Rj in qs (i.e. z = 0pz0 for some p), and the output νC(qs, Rj, z) of C on

Rj. By Remark 4.2.5, C’s stack is only important if |z| < (c+ 1)|Rj|, as if |z| is

larger, C will output the same regardless of |z|’s true value. Hence, setting

z′ =


|z| if |z| < (c+ 1)|Rj|

(c+ 1)|Rj| if |z| ≥ (c+ 1)|Rj|,
(6.32)

as C is lossless, having knowledge of the tuple (Ĉ, qs, qe, z
′, νC(qs, Rj, z)) means

we can recover Rj. If we encode the tuple (Ĉ, qs, qe, z
′, νC(qs, Rj, z)) the same

way as in (4.9), and noting that z′ contributes roughly O(log |Rj|) bits to the

encoding, we have we have by Equation (6.31) that

|Rj|(1−
1

k
) ≤ K(Rj) ≤ |νC(qs, Rj, z)|+O(log |Rj|) +O(|Ĉ|) +O(1). (6.33)

Therefore, for j large we have

|νC(qs, Rj, z)| ≥ |Rj|(1−
1

k
)−O(log |Rj|) > |Rj|(1−

2

k
) (6.34)

This is similarly true for R−1
j zones also as K(Rj) ≤ K(R−1

j ) + O(1). Hence for

j large we see that C outputs at least

|C(Sj)| − |C(Sj−1)| ≥ 2|Rj|2(1− 2

k
)

= (|Sj| − k)(1− 2

k
)

≥ |Sj|(1−
3

k
) (6.35)

bits when reading Sj.
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Next we examine how well C compresses S on arbitrary prefixes. Consider

the prefix S � n and let j be such that Sj is a prefix of S � n but Sj+1 is not.

Thus S � n = Sj · y for some y @ Sj+1. Suppose Equation (6.35) holds for all

i ≥ j′. Hence we have that

|C(S � n)| ≥ |C(Sj)| ≥ |C(Sj)| − |C(Sj′−1)|

≥ |Sj′ . . . Sj|(1−
3

k
)−O(1) (by (6.35))

= (n− |y| − |Sj′−1|(1−
3

k
)−O(1)

≥ (n− |y|)(1− 4

k
). (6.36)

Then, noting that n = Ω(j3) and that |y| = O(j2), by Equation (6.36) we have

that

|C(S � n)| ≥ n(1− 5

k
). (6.37)

As C was arbitrary, we therefore have that

ρUPD(S) > 1− 6

k
. (6.38)

Next we examine how well the ILPDC C ′ from the proof of Theorem 4.4.3 can

compress prefixes of S. Recall that C ′ outputs its input for some prefix S1 . . . Si.

Then, for all j > i, C ′ compresses Sj as follows: On Sj, C
′ outputs its input on

R
|Rj |
j 1k while trying to identify the 1k flag. Once the flag is found, C ′ pops the

flag from its stack and then begins to read an (R−1
j )|Rj | zone. On (R−1

j )|Rj |, C ′

counts modulo v to output a zero every v bits, and uses its stack to ensure that

the input is indeed (R−1
j )|Rj |. If this fails, C ′ outputs an error flag and enters an

error state and from then on outputs its input. Furthermore, v is cleverly chosen

such that for all but finitely many j, v divides evenly in |Rj|. Specifically we set

v = ka for some a ∈ N. A complete description of C ′ was provided at the end of
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the proof of Theorem 4.4.3 on page 84.

Next we will compute the compression ratio of C ′ on S. We let p be such that

for all j ≥ p, v divides evenly into |Rj|. C ′ will output its input on Sp and begin

compressing on the succeeding zones. Also, note that the compression ratio of

C ′ on S is largest on prefixes ending with a flag 1k. Hence, consider some prefix

Sj−1R
|Rj |
j 1k of S. We have that for n sufficiently large

|C(Sj−1R
|Rj |
j 1k)|

|Sj−1R
|Rj |
j 1k|

≤
|Sp−1|+

∑j
i=p(|Ri|2 + k + |Ri|2

v
)− |Rj |2

k

|Sj−1R
|Rj |
j 1k|

≤ |Sp−1|
|Sj−1|

+
(1 + 1

v
)
∑j

i=1(kti)
2 + jk − (ktj)2

v

|Sj−1|

≤ 1

6v
+

(1 + 1
v
)
∑j

i=1(kti)
2 + jk − (ktj)2

v

2k2
∑j−1

i=1 t
2
i

(for j large)

≤ 1

6v
+

(1 + 1
v
)
∑j−1

i=1 t
2
i

2
∑j−1

i=1 t
2
i

+
t2j

2
∑j−1

i=1 t
2
i

+
j

2k
∑j−1

i=1 t
2
i

≤ 1

6v
+

1

2
+

1

2v
+

3(jk)2

(j − 1)(j)(2j + 1)
+

3

k(j − 1)(2j + 1)

≤ 1

6v
+

1

2
+

1

2v
+

1

6v
+

1

6v
(for j large)

=
1

2
+

1

v
. (6.39)

As v can be chosen to be arbitrarily large, we therefore have that

RPD(S) ≤ 1

2
. (6.40)

Hence, for n large, by Equations (6.38) and (6.40) it follows that for all C ∈

ILUPDC

|C(S � n)| − |C ′(S � n)| ≥ (1− 6

k
− 1

k
)n− (

1

2
+

1

k
)n (6.41)

= (
1

2
− 8

k
). (6.42)
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Hence, choosing k large such that 8
k
≤ β gives us our desired result of PD-

depth(S) ≥ 1
2
− β.

Claim 6.3.16. FS-depth(S) < β.

Next we examine the finite-state depth of S. From Equation (4.22) and Defi-

nition 3.2.6, it follows that dimFS(S) > 1− 6
k
. Hence, for all l it follows that for

all but finitely many n

Dl
FS(S � n) ≥ (1− 7

k
)n. (6.43)

Therefore, for l′ such that IFS ∈ FST≤l
′

we have for all l and almost every n that

Dl′

FS(S � n)−Dl
FS(S � n) ≤ n− (1− 7

k
)n <

8

k
· n. (6.44)

That is, FS-depth(S) < β as desired.

Claim 6.3.17. PB-depth(S) ≥ 1− β.

Finally we examine the pebble depth of S. Consider the pebble-transducer

T that reads its input the following way: T reads its input in chunks of size 2

trying to find flags of uneven bits. If T reads a chunk 10 in its input, T then

scans right continuing to read its input in chunks of size two until it finds two

unequal bits. T uses the two flags and the string of the form d(x) between the

flags to print the string x|x|. That is, if T reads an input with the substring

10d(x)b1b2, with b1, b2 ∈ {0, 1}, b1 6= b2, and x ∈ {0, 1}∗, then T outputs x|x| on

that substring. If instead T reads the chunk 01, then T reads its input in chunks

of size 2, outputting a single bit from each chunk if the bits match until it sees

an unequal chunk or it reaches the end of the tape. That is, if T reads an input

with the substring 01d(x)b1b2, with b1, b2 ∈ {0, 1}, b1 6= b2, and x ∈ {0, 1}∗, or the

tape ends with 01d(x) `, then T outputs x. T enters its final state upon seeing

` if the last flag it saw was 01, i.e. T must ‘print’ at least the empty string to
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enter a final state. A full description of T is provided at the end of this proof.

Consider an arbitrary prefix S � n of S. Let j be such that Sj−1 is a prefix of

S � n but Sj is not. That is, S � n = Sj−1 · y for some y @ Sj. For each i, let xi

denote the string

xi = 10 · d(Ri) · 01 · d(1k) · 10 · d(R−1
i ).

Hence we have that

T (x1 . . . xj−101 · d(y)) = S � n.

Then, for all ε > 0, for n large it follows that

D
|T |
PB(S � n)

n
=

∑j−1
i=1 |xi|+ 2 + 2|y|
|Sj−1|+ |y|

≤ 4
∑j−1

i=1 |Ri|+ (6 + 2k)(j − 1) + 2 + 2|y|
|Sj−1|

≤ 4
∑j−1

i=1 kti + (6 + 2k)(j − 1) + 2 + 2|Sj|
|Sj−1|

≤ 4k
∑j−1

i=1 ti + (6 + 2k)(j − 1) + 2 + 2k + 4(ktj)
2

2k2
∑j−1

i=1 t
2
i

≤ 4k2
∑j−1

i=1 i

2k2
∑j−1

i=1 i
2

+
(6 + 2k)(j − 1) + 2(1 + k)

2k2
∑j−1

i=1 i
2

+
4k3j2

2k2
∑j−1

i=1 i
2

=
6

2j − 1
+

(6 + 2k)(j − 1) + 2(1 + k)

(j − 1)(j)(2j − 1)/6
+

12kj2

(j − 1)(j)(2j − 1)

≤ ε. (for j large)

Hence we have that

RPB(S) = 0. (6.45)

Therefore, by Equations (6.43) and (6.45), for all k and almost every n we
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have that

Dk
FS(S � n)−D|T |PB(S � n) ≥ (1− 7

k
)n− 1

k
n ≥ 1− β. (6.46)

That is, PB-depth(S) ≥ 1− β as desired.

For completeness, the following is a description of the pebble transducer T .

Note that some transitions are omitted if there are never seen. Let Q be the

following set of states of T :

1. the start state qs,

2. the accepting state qa,

3. the failure state qd,

4. the initial flag identifying states qis, q
0
s and q1

s ,

5. the ‘just print’ states qp, q
0
p and q1

p,

6. the ‘place pebble’ states q,rq
0
r , q

1
r ,

7. the states used to find a flag when scanning left ql, q
0
l and q1

l ,

8. the ‘print square’ states q−1
i , qi, q

0
i and q1

i ,

9. the states used to find and pop the pebble from the tape qf and q′f .

We first describe the transition function δ of T . Beginning in the start state,

T checks whether the next two bits contain 01 or 10 to indicate whether it is

entering a print or print-square zone respectively. T first moves right off of a

δ(qs,a, 0) = (qis,+1).
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In qi, T reads what is under its head and moves right to check the next bit. That

is,

δ(qis, b, c) =



(qd,+1) if b =a

(qd,−1) if b =`

(q0
s ,+1) if b = 0

(q1
s ,+1) if b = 1.

T then checks if the next bit is different from the previous bit, i.e. if a flag has

just been read. If they are the same or the end of the tape has been read, T

enters the failure state. That is,

δ(qbs, b
′, c) =


(qd,−1) if b =` or b′ = b

(qp,+1) if bb′ = 01

(qr,+1) if bb′ = 10.

If the flag read was 01, T enters the ‘just print’ states beginning with state qp.

Here, T reads its input in chunks of size two. T scans left until it sees a chunk of

two unmatching bits, that is, another flag and enters the appropriate state. If it

reaches the right end of the tape, it enters the final state. That is, beginning in

state qp, T reads the first bit of a chunk

δ(qp, b, c) =


(qbp,+1) if b ∈ {0, 1}

(qa,−1) if b =`.

Then in state qbp, if the next bit read matches b, T enters state qp again, otherwise
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it knows it has just read a flag. That is

δ(qbp, b
′, c) =



(qp,+1) if b = b′

(qp,+1) if bb′ = 01

(qr,+1) if bb′ = 10

(qa,−1) if b =`.

If T has read the flag 10, it enters the ‘print square’ zone. T must first place

its pebble on its tape. Starting in state qr, T reads its input and then moves to

the right checking if the two bits it has just read match. If they match, T places

its pebble on the tape, otherwise it knows it has just read another flag. That is

δ(qr, b, 0) =


(qd,−1) if b =`

(q0
r ,+1) if b = 0

(q1
r ,+1) if b = 1,

and

δ(qbr, b
′, 0) =



(qd,−1) if b′ =`

(ql, push) if b = b′

(qr,+1) if bb′ = 10

(qp,+1) if bb′ = 01.

Once the pebble is placed, beginning in state ql, T scans left while reading in

chunks of size two to find the last 10 flag it has read. That is,

δ(ql, b, c) = (qbl ,−1)
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and

δ(qbl , b
′, c) =


(ql,−1) if b = b′

(q−1
i ,+1) if b′b = 10

(qd,+1) otherwise.

Once the 10 flag is found, beginning in state q−1
i , T moves to the right

δ(q−1
i , b, c) = (qi,+1).

Using states qi, q
0
i and q1

i , T scans right reading in chunks of size two trying to

find the next flag. That is

δ(qi, b, c) =


(qd,−1) if b =`

(qbi ,+1) if b ∈ {0, 1},

and

δ(qbi , b
′, c) =


(qd,−1) if b =`

(qi,+1) if b = b′

(qf ,−1) if b 6= b′.

In state qf , T has just read a flag. T then scans left to find its pebble on its tape

to pop it. That is,

δ(qf , b, c) =


(qd,+1) if b =`

(qf ,−1) if c = 0

(q′f , pop) if c = 1.
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In state q′f , T moves right and re-enters state qr to place a pebble on its tape.

That is,

δ(qf , b, c) = (qr,+1).

In the failure state qd, T enters a loop and so never enters qa. That is

δ(qd, b, c) =


(qd,−1) if b =`

(qd,+1) otherwise.

T outputs nothing on all transitions except in the following two cases:

• ν(pb, b, c) = b (when in a ‘just print’ state and it sees an equal chunk)

• ν(qbi , b, c) = b (when in a ‘print square’ zone and it sees an equal block)

This completes the construction of T .

6.4 Discussion

6.4.1 Why not Compressors?

Unlike in Chapters 4 and 5 where compressors were used to define pushdown and

Lempel-Ziv depth, for pebble depth we took the minimal description decompres-

sion approach. The main reason for this is that the power of pebble-transducers

comes from their ability to compute string to string functions that other types of

transducers cannot, e.g. the pref and the powk functions.

For pebble compressors to be of interest, as opposed to ordinary two-way

finite-state compressors, one would hope that on all inputs of the form x|x| for

instance, a 1-pebble compressor exists which would output x. However, this com-

pressor would recognise the non-regular language of L = {x|x| : x ∈ {0, 1}∗}

contradicting that pebble-automata recognise only the regular languages [74].
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The main issue is as pebble-automata are two-way, each position of the in-

put can be visited multiple times which introduces a problem of defining what

compression by a pebble-compressor even means. When considering the output’s

length, one could consider the length up to the first instance of a visit to a po-

sition of the input, or the last visit of a position, or any other variation. This is

explored by Carton and Heiber in [35]. They demonstrate how for ordinary two-

way finite-state compressors (0-pebble compressors) these possible definitions are

equivalent on normal inputs. However, if an additional counter is added to the

machine, that is a stack whose stack alphabet has only one character, the defini-

tion of compressibility collapses with the counter providing unbounded memory.

A k-pebble transducer only has access to k extra bits of information at any one

time compared to a finite-state transducer. Hence its memory is bounded. How-

ever compressibility still collapses as shall be demonstrated next.

The following adapts Carton and Heiber’s approach of compressibility for 0-

pebble compressors to k-pebble compressors [35].

Definition 6.4.1. Let fn = min{j| ij = n} and ln = max{j| ij = n} be the first

and last visit of position n in the input of the accepting run of an information

lossless k-pebble compressor whose sequence of configurations is given by

r = (q0, 0,⊥k, λ)→ (q1, i1, b1, v1)→ (q2, i2, b2, v1v2)→ (q3, i3, b3, v1v2v3) · · ·

The first-hit, middle and last-hit outputs of the compressor at position n of its

input are respectively given by

∑
j≤fn

|vj+1|,
∑
ij≤n

|vj+1|, and
∑
j≤ln

|vj+1|.

Similarly for a 0-pebble compressor, where fn = min{j| ij = n} and ln =

152



6.4. Discussion

max{j| ij = n} on an accepting run whose sequence of configurations is given by

r = (q0, 0,⊥, λ)→ (q1, i1,⊥, v1)→ (q2, i2,⊥, v1v2)→ (q3, i3,⊥, v1v2v3) · · ·

Carton and Heiber then define the first-hit, middle and last-hit ratios at position

n are respectively given by

lim inf
n→∞

1

n

∑
j≤fn

|vj+1|, lim inf
n→∞

1

n

∑
ij≤n

|vj+1|, and lim inf
n→∞

1

n

∑
j≤ln

|vj+1|.

In Theorem 3.2 of [35], it is shown that these three ratios coincide on normal

inputs.

The above characterizations of the three ratios can be adapted to k-pebble

transducers also. As an input of size n’s output has size O(nk+1), the above ratios

may be adapted by dividing by 1
nk+1 instead of 1

n
. Regardless of whether 1

nk+1 or 1
n

is used, we next demonstrate these ratios are not equivalent for certain k-pebble

compressors. This is shown by the existence of a 1-pebble compressor such that

for longer prefixes of any sequence, the middle and last hit ratio tend to infinity

while the first hit ratio also tends to infinity (if we divide by 1
n
) and to 1/2 if we

divide by 1
n2 .

Consider the 1-pebble T compressor which computes the function pref. Be-

ginning on a, T moves one square to the right and places its pebble. T then scans

left to a printing nothing, and then scans right printing every bit it reads up until

(and including) it sees the square with the pebble. T then lifts the pebble and

moves it one square to the right and scans left again repeating the process. T

enters an accepting state when it reaches the right end of the tape. Since |pref(x)|

is a triangular number, |x| can be retrieved from knowing |pref(x)|. Hence T is

lossless as then x will equal the suffix of pref(x) of length |x|.

Let S ∈ {0, 1}ω. Note for all m, T (S � m) @ T (S � (m+ 1)). We examine the
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first-hit, middle and last hit ratio of character S[n− 1] (the nth bit) of S when T

is given the input S � m, where m > n.

The first time T reads S[n − 1] it has already printed out pref(S � (n − 1)).

T also prints nothing during its first time reading S[n − 1] as it only places its

pebble on the square. Hence the first hit output is simply

n−1∑
j=1

j =
(n− 1)n

2
. (6.47)

For the middle output, T prints pref(S � n) and S � n a further (m−n) times.

That is, the middle output is given by

n(m− n) +
n∑
j=1

j = n(m− n) +
n(n+ 1)

2
. (6.48)

For the last-hit output, T prints pref(S � (m− 1)) followed by S � n. That is,

the last-hit output is given by

n+
m−1∑
j=1

j = n+
(m− 1)m

2
. (6.49)

Hence as we take longer prefixes of S, position n is visited infinitely many

times resulting in m tending to infinity. Thus the middle and last hit ratios

cannot be defined. The first-hit ratio similarly cannot be defined if we divide by

1/n while if we divide by 1/n2 it tends to 1/2.

6.4.2 Why not Pebble vs Pebble?

The notion of pebble depth discussed in this chapter is based on the difference in

minimal descriptional complexity of finite-state transducers and pebble transduc-

ers. Ideally a notion solely comparing pebble transducers would be examined (as

in Chapter 3 where finite-state transducers are compared against themselves).
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One of the main obstacles to this approach is finding a result analogous to

Lemma 3.3.9. Ideally we would like something similar to being able to say that

for all strings x, y ∈ {0, 1}∗ and for all k, there exists a k′ such that

Dk
PB(xy) ≥ Dk′

PB(x) +Dk′

PB(y). (6.50)

In the finite-state approach, if there were two strings p and q and an FST T such

that T (p) = x and T (pq) = xy, we were able to build an FST T ′ identical to T

with only the start state possibly being different such that T ′(q) = y.

This approach would not work for pebble transducers. For instance, suppose

N is a pebble transducer and r ∈ {0, 1}∗ such that N(r) = xy. Consider the

split r = st where N ’s reading head is above the first character of t immediately

after it has finished outputting x. Simply building a new pebble transducer N ′

identical to N but switching the start state to be the one that N is in after

outputting x does not aid us as before since we cannot say that N ′(t) = y. Due

to the two-way nature of N , N may scan left and read suffixes of s as part of its

process of outputting y. N ′ on t would not have this information available to it.

Similarly the placement of N ’s pebbles on its tape after outputting x may play

an important role in the process of outputting y. This is a problem as N ′ would

not have any pebbles placed on its tape at the beginning of its computation of t.

This is best illustrated with the following example. Suppose k is large enough

to contain the pebble-transducer R where R(x) = xx−1 for all x. Let r be

a string such that K(r) = |r|. Therefore, K(r−1) = |r| + O(1) as rev is an

injective function. Similarly note that K(r) ≤ Dk′
PB(r) + O(k′) and K(r−1) ≤

Dk′
PB(r−1) +O(k′) for all k′. Hence, if we had a result such as in Equation (6.50)

we would have that

|r| ≥ Dk
PB(rr−1) ≥ Dk′

PB(r) +Dk′

PB(r−1) ≥ 2|r| −O(k′)
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which is a contradiction for long enough r.

However, as with other notions of depth such as Bennett’s which compare one

form of descriptional complexity against a weaker notion, we are content with the

pebble depth version we have provided.

6.5 Summary

In this chapter we presented a new notion of depth based on pebble-transducers.

We showed that PB-depth satisfies versions of the fundamental properties of

depth. Specifically, we first showed that FST-trivial and PB-incompressible se-

quences are not PB-deep in Theorem 6.3.5. We demonstrated a slow growth

type law holds in Theorem 6.3.6. We differentiated PB-depth from FS-depth by

showing the existence of a normal PB-deep sequence in Theorem 6.3.10. We also

demonstrated the existence of non-normal PB-deep sequences in Corollary 6.3.13

via Theorem 6.3.11 which, if they are LZ-deep, have low LZ-depth in Theorem

6.3.11. A preliminary comparison with pushdown depth was also performed in

Remark 6.3.14.
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Chapter 7

Prediction by Partial Matching

and Normal Sequences

Contents of this chapter were presented (virtually) at SOFSEM 2021 in Italy

during January 2021. doi: 10.1007/978-3-030-67731-2 28.

7.1 Introduction

In previous chapters we have used compression algorithms to examine the com-

plexity of sequences (pushdown compressors, finite-state compressors and the

Lempel-Ziv 78 algorithm) and have occasionally focused specifically on the com-

plexity of normal sequences (Theorems 3.3.5, 5.4.1 and 6.3.10). The following

chapter continues this line of study, away from defining new logical depth notions,

by analysing the performance of members of the Prediction by Partial Matching

(PPM) family of compressors (PPM* [46] and the original Bounded PPM algo-

rithm [45]). As discussed in Chapter 1, a common question studied about normal

sequences is whether or not they are compressible by certain families of compres-

sors. Such an analysis has not been performed previously on the PPM algorithms.

The main objective of this chapter is to show the existence of a normal sequence
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which PPM* can compress but is Lempel-Ziv 78 incompressible. We also show

that Bounded PPM cannot compress normal sequences. We briefly compare the

performance of the bounded and unbounded versions of PPM of specific inputs

also.

7.2 Description of the PPM Algorithms

The PPM family of compression algorithms was first introduced by Cleary and

Witten in 1984 [45]. PPM algorithms work by building a model of their input as

it reads each character. The model keeps track of previously seen substrings of

the input, known as contexts, and the characters that follow them. Characters

of the input are encoded based on their prediction probabilities in the relevant

contexts via arithmetic encoding [149]. After a character is read, the model is

updated by incrementing the frequency counts of the character in the relevant

contexts and, if needed, adding new contexts to the model.

Implementations of the PPM algorithm family often rely on the exclusion

principal to achieve better compression ratios. We ignore this is in our analysis

of the algorithms for simplicity as, even without this, the normal sequence we

later build achieves a compression ratio of 0 via PPM*.

7.2.1 Bounded PPM

In the original presentation of PPM, a bounded version was introduced [45]. Prior

to encoding, a value t ∈ N must be provided to the encoder which sets the maxi-

mum context length that the model can store. We refer to this version of Bounded

PPM with bound t as PPMt. By context, we mean previously seen substrings of

the input stream contained in the model. For each context, the model records

what characters have followed the context in the input stream, and the frequency

with which each character has occurred. These frequencies are used to build pre-
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diction probabilities that the encoder uses to encode the rest of the input stream.

When reading the next character of the input stream, the encoder examines the

relevant contexts and encodes the next character based on its current prediction

probabilities in these contexts. By relevant context, we mean suffixes of the input

already read by the encoder that are contained in the model. The longest relevant

context available is chosen as the first current context, as it is the one the model

uses to first encode the next character seen. Once encoded, new contexts are

added to the model if necessary, and the prediction probabilities of the relevant

contexts are updated to reflect the character that has just been read.

In some implementations of PPM algorithms (such as Moffat’s [111]), only

the prediction probabilities of the context used to encode the character read and

all longer relevant contexts are updated. For instance if the context of length two

b1b2 is used to encode the character b3, only the counts of contexts with suffix

b1b2 are updated while the contexts b2 and λ are not. This type of updating is

referred to as shallow updating or update exclusion. We do not use this method

of updating the counts and instead take the approach of Cleary and Witten’s

original approach of updating the counts of all relevant contexts.

When a character being encoded has never occurred previously in the current

context, an escape symbol (denoted by $) is transmitted and the next shortest

relevant context becomes the new current context. If the character has not been

seen before even when the current context is λ, that is, the context where none

of the previous characters are used to predict the next character, an escape is

outputted and the character is assigned the prediction probability from the order-

(−1) table. By convention, this table assigns each character equal probability.

Several different approaches exist to calculate the prediction probabilities. In

their original paper, Cleary and Witten present two approaches known as Method

A and Method B [45]. Moffat proposed Method C in 1990 [111]. Howard and

Vitter present Method D in 1992 in [79]. Åberg et al. in 1997 presented Method E
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ctxt pred cnt pb ctxt pred cnt pb ctxt pred cnt pb
Order t = 3 Order t = 2 Order t = 1

001 1 1 1
2

00 1 1 1
2

0 0 1 1
6

$ 1 1
2

$ 1 1
2

1 3 1
2

010 0 1 1
2

01 0 1 1
5

$ 2 1
3

$ 1 1
2

1 2 2
5

1 0 3 3
7

011 0 2 2
3

$ 2 2
5

1 2 2
7

$ 1 1
3

10 0 1 1
4

$ 2 2
7

100 1 1 1
2

1 1 1
4

Order t = 0

$ 1 1
2

$ 2 1
2

λ 0 5 5
12

101 1 1 1
2

11 0 2 2
3

1 5 5
12

$ 1 1
2

$ 1 1
3

$ 2 1
6

110 1 1 1
2

Order t = −1

$ 1 1
2

0 1 1
2

1 1 1
2

Table 7.1: PPM3 model for the input 0100110110 for the binary alphabet.

[18]. Steinruecken presented Method G in 2014 [140]. Witten and Bell described

Methods P and X based on Poisson processes in 1991 [148]. Bloom’s Method Z

approach uses a secondary model to calculate escape probabilities [21].

This chapter uses Method C to assign probabilities to $ in each context as it

is the approach taken by Cleary and Witten when introducing PPM*. Here, $

is given a frequency equal to the number of distinct characters predicted in the

context so far. Hence for the binary alphabet, $’s count is bounded above by 2.

For instance, in Table 7.1 the model for the string 0100110110 with bound

t = 3 is given. In the context 01, the escape symbol $ has count 2 as both 0 and

1 have followed 01, while $ in 101 has count 1 as it has only been followed by a 1.

Suppose 0 is the next character to be encoded after input stream 0100110110

by PPM3. The relevant contexts are 110, 10, 0 and λ. The longest relevant context

is 110. The encoder escapes to the shorter context 10 since 0 is not seen in context

110. The escape is encoded by the prediction probability 1/2. From context 10,

0 is encoded with probability 1/4. The frequency counts of 0 will be updated
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in contexts 10, 0 and λ. Also, 0 will be added as a prediction to context 110.

Following this, if the next character to be encoded was another 0 the model would

start in context 100 and, since 0 is not predicted here, it would transmit an escape

symbol with probability 1/2 and then examine the next longest context 00 and

proceed as necessary. If there was another bit b in the input stream after this, (as

000 would be the current suffix of the input stream but no context for 000 exists

yet as it would have never been seen before) the encoder would begin in context

00 and proceed as before, and a context for 000 would be created predicting the

character b when the model updates.

7.2.2 PPM*

Like PPMt, PPM* builds a model of contexts of its input, continuously updates

the model, and encodes each character it sees based on its frequency probability

in the current context. The key difference is that there is no upper bound on the

maximum context length stored in the model. Instead of building a context for

every substring seen, a context is only extended until it is unique. Suppose PPM*

has read the string x. For any string w with occ(w, x) ≥ 2, the context wb must

be built in the model for each b such that occ(wb, x) ≥ 1. When reading a new

character to encode, unlike PPMt, PPM* first chooses the shortest deterministic

context available to be the current context. By deterministic, we mean a context

where $ has a frequency of 1, i.e. it has only been followed by a single character

previously in the input stream. If no such context exists, the longest relevant

context is chosen. We also use the Method C approach to compute $ probabilities

for PPM*.

For instance, in Table 7.2 the model for the string s = 0100110110 is found

when restricted to the binary alphabet. Suppose the next character read is a

0. The relevant contexts are λ, 0, 10, 110 and 0110. The shortest deterministic
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ctxt pred cnt pb ctxt pred cnt pb ctxt pred cnt pb
Order t = 5 101 1 1 1

2
Order t = 1

01101 1 1 1
2

$ 1 1
2

0 0 1 1
6

$ 1 1
2

110 1 1 1
2

1 3 1
2

Order t = 4 $ 1 1
2

$ 2 1
3

0110 1 1 1
2

Order t = 2 1 0 3 3
7

$ 1 1
2

00 1 1 1
2

1 2 2
7

1101 1 1 1
2

$ 1 1
2

$ 2 2
7

$ 1 1
2

01 0 1 1
5

Order t = 0

Order t = 3 1 2 2
5

λ 0 5 5
12

010 0 1 1
2

$ 2 2
5

1 5 5
12

$ 1 1
2

10 0 1 1
4

$ 2 1
6

011 0 2 2
3

1 1 1
4

Order t = −1

$ 1 1
3

$ 2 1
2

0 1 1
2

100 1 1 1
2

11 0 2 2
3

1 1 1
2

$ 1 1
2

$ 1 1
3

Table 7.2: PPM* model for the input 0100110110 for the binary alphabet.

context is 110. It does not predict 0 so $ is transmitted with probability 1/2 and

then 0 is transmitted by context 10 with probability 1/4. The model is updated

as follows: The frequency count of 0 in contexts λ, 0 and 10 are incremented by

one. 0 is added as a prediction to 110 and 0110. Furthermore occ(00, s0) 6= 1

and occ(100, s0) 6= 1 while occ(00, s) = occ(100, s) = 1. Therefore contexts 00

and 100 must be extended to create new contexts 001 and 1001 which predict a

1. If another 0 is read after s0, since both a 0 and 1 now have been seen to follow

110 and 0110, contexts for 1100 and 01100 will be created both predicting a 0,

since a context has to be made for each branching path of 110 and 0110 (1101

and 01101 already exist).

7.2.3 Arithmetic Encoding

PPM’s output is found via arithmetic encoding. A sample of works, including

tutorials on arithmetic encoding, can be found in [15, 78, 80, 85, 149]. Beginning
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with the interval [0, 1), it is split into subintervals of lengths corresponding to

the probabilities of the current context. The subinterval corresponding to the

character or $ transmitted is carried forward to the next stage. When complete,

a number c ∈ [a, b) is transmitted, where [a, b) is the final interval. Note that c

can be encoded in −dlog(|b−a|)e characters. In particular, if p1, p2, . . . , pm is the

sequence of probabilities transmitted to encode the input, then
∏m

i=1 pi = |b− a|.

With knowledge of c and the length of the input, the input can be recovered.

For simplicity, we assume the encoder can calculate the endpoints of the in-

tervals with infinite precision. In reality, a fixed finite limit precision is used to

represent the intervals and their endpoints and a process known as renormalisa-

tion occurs to prevent intervals becoming too small to handle.

7.3 A Compressible Champernowne Sequence

Recall the Definition 2.5.5 for Champernowne sequences. These are sequences

which are broken into substrings C1C2C3 . . . such that each zone Ci is a listing of

all strings in {0, 1}i exactly once. In this section we demonstrate our main result

of the chapter in Theorem 7.3.8 which proves the existence of a Champernowne

sequence C such that R
PPM*(C) = 0. Specifically, we show that a Champernowne

sequence can be built using Pierce and Shields’ algorithm from [119] which satis-

fies this.

7.3.1 Pierce and Shields’ Construction

We now describe Pierce and Shields’ construction of Champernowne sequences

from [119] and write PSC to denote the set of sequences built using their method.

It relies heavily on de Bruijn strings which were defined in Definition 2.6.1. Recall

that a string x ∈ {0, 1}2n is a de Bruijn string of order n if for all u ∈ {0, 1}n it

holds that occ(u, x · x[0..n− 2]) = 1.
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Suppose we wished to construct substring Cn of a Champernowne sequence.

Let dn be a de Bruijn string of order n. For 0 ≤ j ≤ 2n − 1, let dn,j represent a

cyclic shift to the left of the first j bits of dn. That is, dn,j = dn[j..] · dn[0..j − 1].

We write dn instead of dn,0 when no cyclic shift occurs. Note that each n can be

written uniquely in the form n = 2st where s ≥ 0 and t ≥ 1 are non-negative

integers with t being odd. Each substring Cn is broken into further substrings

Cn = Bn,0 ·Bn,1 · · ·Bn,2s−1 where Bn,j is a concatenation of dn,j with itself t times.

That is, Bn,j = dtn,j. Bn,j is referred to as the jth block of Cn. Hence, if n is odd

then Cn = dnn and if n = 2k for k ≥ 1 then Cn = dndn,1 · · · dn,n−1.

The following lemma demonstrates that any sequence in the set PSC is a

Champernowne sequence. We re-present Pierce and Shields’ proof using our own

notation. It relies on some results from group theory of which details can be

found in Rotman’s introductory text [124].

Lemma 7.3.1 ([119]). Let C ∈ PSC. Then C is a Champernowne sequence.

Proof. Let C ∈ PSC. In order to show that C is a Champernowne sequence we

must show that for each zone Cn, for all x ∈ {0, 1}n, occb(x,Cn) = 1.

Consider substring Cn. Let G2n be the cyclic group of order 2n, i.e. G2n =

〈x |x2n = e〉, where e = x0 is the identity element and x is the generator of

the group. There exists a bijective mapping f : G2n → {0, 1}n such that for

0 ≤ a < 2n, xa is mapped to the substring of dn of length n beginning in

position a when dn is viewed cyclically. That is, f(e) = dn[0..n − 1], f(x) =

dn[1..n], . . . f(x2n−1) = dn[2n − 1] · dn[0..n− 2].

Let s ≥ 0 and t ≥ 1 where t is odd such that n = 2st. Consider the subgroup

〈xn〉 of G2n . It follows that

|〈xn〉| = 2n

gcd(n, 2n)
= 22st−s = 2n−s.
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So

〈xn〉 =
2n−s−1⋃
i=0

{xin mod 2n} = {e, xn, x2n, . . . x(2n−s−1)n mod 2n}.

Concatenating the result of applying f to each element of 〈xn〉 beginning with e

in the natural order gives the string

σ = f(e) · f(xn) · f(x2n) · · · f(x(2n−s−1)n mod 2n).

σ can be thought of as beginning with the prefix of dn of length n, cycling through

dn in blocks of size n until the block containing dn’s suffix of length n is seen. As

2n−sn
2n

= t, we have that σ = dtn = B0.

As |G2n|/|〈xn〉| = 2s, there are 2s cosets of 〈xn〉 in G2n . As cosets are disjoint,

each represents a different set of 2n−s strings of {0, 1}n. Specifically each coset

represents one of the 2s blocks of Cn, i.e. each coset represents the string Bj =

dtn,j for some j. Therefore, for each x ∈ {0, 1}n, for some j ∈ {0, . . . , 2s − 1},

occb(x,Bj) = 1 and occb(x,Bi) = 0 for each i 6= j. Thus occb(x,Cn) = 1.

7.3.2 A Sequence which satisfies Theorem 7.3.8

Henceforth, we let C ∈ PSC denote the sequence such that for each n, the

least lexicographic de Bruijn of order n was used to construct substring Cn. We

furthermore also let dn denote the least lexicographic de Bruijn of order n. We

point the reader back to Section 2.6.1 to see how to construct these strings. We

will show that C satisfies Theorem 7.3.8.

To help the reader visualise C, Figures 7.1 and 7.2 show the substrings C3, C4

and C6 of C.
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00010111 0000100110101111
00010111 0001001101011110
00010111 0010011010111100

0100110101111000

Figure 7.1: Concatenating the three rows on the left hand side produces the
substring C3 and concatenating the four rows on the right hand side produces
the substring C4 if d3 and d4 are chosen to be the least lexicographic de Bruijn
string of their order respectively.

0000001000011000101000111001001011001101001111010101110110111111
0000001000011000101000111001001011001101001111010101110110111111
0000001000011000101000111001001011001101001111010101110110111111
0000010000110001010001110010010110011010011110101011101101111110
0000010000110001010001110010010110011010011110101011101101111110
0000010000110001010001110010010110011010011110101011101101111110

Figure 7.2: Concatenating the six rows produces the substring C6 where d6 is
chosen to be the lexicographic least de Bruijn string of order 6. The first three
rows are B0 while the second three rows are B1.

Before we proceed, we make note of the following properties of dn.

Remark 7.3.2. d1 = 01, d2 = 0011, and for n ≥ 3,

1. dn[0..2n] = 0n10n−211,

2. dn[2n − n− 1..] = 1n.

The first property is clear when constructing the string. The second property

is proven by Martin when showing how his algorithm to construct the string

terminates [107].

For clarity, we write Cn to denote the prefix C1 · · ·Cn of C. Suppose the prefix

Cn−1 of C has already been read. While PPM*’s model may contain contexts of

length n, the following lemma shows it will contain all possible contexts of length

n after reading the first 2n + n characters of Cn. The idea is that in the first

2n + n− 1 bits of Cn, for each x ∈ {0, 1}n−1, x occurs at least twice, and x0 and

x1 occur once. Hence a context for each branching path of x must be created.
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Lemma 7.3.3. For n > 2, once the prefix Cn−1Cn[0..2n +n− 1] is processed, the

encoder will contain a context for all x ∈ {0, 1}n.

Proof. Consider x = Cn[0..2n + (n − 2)] = dn · 0n−1 (as dn has prefix 0n10n−211

by Remark 7.3.2). Let v ∈ {0, 1}n−1. By the definition of de Bruijn strings,

occ(v0, x) = occ(v1, x) = 1. As occ(v, x) ≥ 2 (as occ(0n−1, x) = 3), a context

for v would have been created, and as v is not unique in x, contexts for each its

branching paths have to be created, namely v0 and v1. However, one more bit is

required to finish building the context in the case where v0 = 10n−1 (the final n

bits of x) as the model cannot build a context until it can say what it predicts.

Hence |x|+ 1 = 2n + n bits are needed in total.

The following lemma bounds the maximum number of characters contributed

by any singular character to the encoding within a Cn zone.

Lemma 7.3.4. For all but finitely many n, if Cn−1 has already been read, each

character in Cn contributes at most 5 log n bits to the final encoding.

Proof. For n large, let b be the current character of Cn being encoded. Let x

be the context used to predict b. Then |x| ≥ n − 1 as all contexts of length

n− 2 and below are non-deterministic in Cn as seen in Lemma 7.3.3. Worst case

scenario, x will be deterministic but will not predict b correctly and so transmits

$. For j ≤ n − 1, occ(x,Cj · Cj+1[0..n − 3]) ≤ j, and occ(x,Cn) ≤ 2n. Thus for

n large, we can bound the maximum possible number of occurrences above by∑n−1
j=1 j+2n ≤ n2. This results in $ contributing at most dlog(n2 +1)e characters.

Next, b will be transmitted by the non-deterministic context x[1..|x| − 1] of

length at least n − 2. Using the same logic, this context will have appeared at

most j times in Cj · Cj+1[0..n − 4] for j ≤ n − 2, and a most 2(n − 1) times in

Cn−1 ·Cn[0..n−4] and at most 4n times in Cn. Thus, we can bound the maximum
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possible number of occurrences by

(
n−2∑
j=1

j) + 2(n− 1) + 4n ≤ n2

for n large. As such, for all but finitely many n, b contributes at most

dlog(n2 + 2)e+ dlog(n2 + 1)e ≤ 5 log n (7.1)

characters to the final encoding. As b was arbitrary, we have the desired result.

For each Cn, we will refer to its first 2n + 2n bits as its bad zone. This is

the section of the string where contexts often incorrectly predict bits, requiring

$ to be transmitted. Ideally after the first 2n + n bits of Cn are encoded, either

the contexts used to predict Cn[0..2n + n − 1] will have been deterministic and

will continue to correctly predict the remaining bits of Cn, or new deterministic

contexts will have been created that correctly predict the remaining bits of Cn.

This may not always occur in the succeeding n characters and often occurs if the

original contexts used straddle two previous Ci sections.

For instance, consider the substring C7[0..135] = d7 · 071. The final 1 will be

predicted by a context of length at least 7 by Lemma 7.3.3. 07 is the context

of length 7 that may be used. However 07 is not a deterministic context. Since

C4 ends with 103 and C5 begins with 051, this results in the substring 1081

straddling two zones. Specifically occ(07, 1081) = 2 with occ(070, 1081) = 1 and

occ(071, 1081) = 1. Instead 107 is a context of length 8 that may be used. We

know it exists as occ(106, C6 · C7[0..135]) = 2. It occurs once in the straddle of

C4 and C5 (103051), and again in the straddle of C6 and C7 (10071), both times

followed by 0. It does not appear anywhere else (as 07 cannot occur anywhere

else) and so it incorrectly predicts 0. Therefore $ is transmitted.
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Corollary 7.3.5. For all but finitely many n, if Cn−1 has already been read, the

bad zone of Cn contributes at most 5(2n + 2n) log n characters to the encoding of

C.

Proof. Lemma 7.3.4 tells us that each character of the bad zone contributes at

most 5 log n characters to the final encoding. As the bad zone has length (2n+2n),

the result follows.

7.3.3 Main Result

In this subsection we prove our main result in Theorem 7.3.8 that C satisfies

R
PPM*(C) = 0. Compression is achieved from the repetition of the de Bruijn

strings which lead to the repeated use of deterministic contexts which make cor-

rect predictions. When deterministic contexts are used, correct predictions are

performed with probability p/(p+1), for some p ∈ N. As p increases, the number

of characters contributed to the encoding by that prediction approaches 0.

The following lemma shows that deterministic contexts correctly predict every

character outside of the bad zone for infinitely many Cn zones.

Lemma 7.3.6. For all but finitely many n, whenever n is odd or n = 2j for some

j > 0, all bits not in the bad zone of Cn are correctly predicted by deterministic

contexts.

Proof. For odd n, the 2n + 2n + 1th bit in Sn will always be a 1 (if n is a power

of 2, a similar argument holds but we look at the 2n + 2nth bit). This is because

dn · dn[0..2n] = dn · 0n10n−211 by Remark 7.3.2. The context used to predict this

1 will always be a suffix of the context 010n−21. This context exists as we have

that occ(010n−21, Cn[0..2n + 2n]) = 2.

First we show 010n−21 is deterministic by showing it never occurs as a sub-

string in Cn−1, i.e. that occ(010n−21, Cn−1) = 0. The only place the string 10n−2
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occurs is in Cn−1 where it would be preceded by 1n−2 and not a 0, in Cn−2 where

it would be preceded by 1n−3 and not a 0, or along a straddle between two prior

Ci’s for i ≤ n − 1, but again, it would be preceded by a 1, and not a 0. Hence,

010n−21 first appears in Cn[0..2n − 1] = dn where it is followed by a 1. Thus

010n−21 is deterministic.

As the context 010n−21 is deterministic, all extensions of this context (those of

the form 010n−21y for the appropriate y ∈ {0, 1}∗) that are built while reading Cn,

must be deterministic also. They remain deterministic throughout the reading of

Cn since due its construction, any substring of Cn of length at least n is always

followed by the same bit. Thus, every bit not in the bad zone of Cn is predicted

by a deterministic context which is a suffix of an extension of the deterministic

context 010n−21.

For n-even but not of the form 2j for some j, Lemma 7.3.6 does not hold.

While most bits are predicted by deterministic contexts, the shifts of the de

Bruijn strings in the construction of Cn between blocks Bn,0 and Bn,1 mean that

some contexts which may have originally been deterministic in Bn,0, soon see the

opposite bit due to the shift of de Bruijn strings used to construct the different

blocks.

For example, consider context 1605. We have that occ(1605, C5) = 0, but it

does occur in C6 multiple times. The first two times it occurs it sees a 0 (as

d6[26 − 6..26 − 1] · d6[0..5] = 1606) by Remark 7.3.2). The third time it sees a 1

due to the shift in B6,1 (as d6[26 − 6..26 − 1] · d6,1[0..5] = 16051). Hence, 1605 is

no longer deterministic. This can be seen in Figure 7.2.

The following result bounds the number of characters each Cn zone contributes

to the encoding. Here |PPM*(Cn |Cn−1)| represents the number of bits con-

tributed to the output by Cn if the encoder has already processed Cn−1.
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Lemma 7.3.7. For all but finitely many n, |PPM*(Cn |Cn−1)| ≤ 13(2n log n).

Proof. By Lemma 7.3.6, every character outside the bad zone is predicted cor-

rectly by a deterministic context when n is odd or when n = 2j for some j > 0.

This is not true for the remaining n as mentioned in the discussion preceding this

lemma. As such, the output contributed by the case where n is even but not a

power of 2 acts as an upper bound for all n.

In this case, n = 2st for some s ≥ 1 and t ≥ 3 where t is odd. Recall that

Cn = B0 ·B1 · · ·B2s−1 where Bi = dtn,i. Let bn = 2s, the number of blocks in Cn.

After processing the bad zone, a 1 is deterministically correctly predicted by

the context 010n−21 with probability at least 1/2 by the same argument as in

Lemma 7.3.6. Following this, the next 2n − n − 2 bits are also predicted by

deterministic contexts as these contexts are suffixes of extensions of 010n−21 and

see the same bits within Cn. The next time 010n−21 is seen it predicts a 1 with

probability at least 2/3 and so on. When 010n−21 is seen for the nth time, there

are only 2n − 2n + bn − 1 bits left to encode as the encoder has ‘fallen behind’

by bn − 1 bits due to the bn − 1 shifts that occur. These bits are encoded with

probability at least (n− 1)/n.

Excluding the bad zone and using that bn < 2n, the characters we have ac-

counted for (of which there are (2n−n− 2)(n− 2) + 2n− 2n+ bn− 1) contribute

at most

⌈
− log

(
(
n− 1

n
)d

n−1∏
i=2

(
i− 1

i
)c
)⌉
<
⌈

log
(
(n− 1)nn2n+1)⌉

< 3(2n log n) (7.2)

bits where c = 2n − n − 1 and d = 2n − 2n + bn − 1. To help visualise this,

Table 7.3 shows the bits of C6 which will be correctly predicted by deterministic

contexts that we use in our calculations.

Things differ with the encoding of the remaining characters to account for as

they may be impacted by the shifts that occur between blocks. The number of
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such characters is bounded above by n2 − n− 1− bn < n2.

Then by Equation (7.2), Lemma 7.3.4, Corollary 7.3.5 and that 2n+2n+n2 <

2(2n) for n large, we have that

|PPM*(Cn |Cn−1)| ≤ 5(2(2n) log n) + 3(2n log n) = 13(2n log n). (7.3)

0000001000011000101000111001001011001101001111010101110110111111
0000001000011000101000111001001011001101001111010101110110111111
0000001000011000101000111001001011001101001111010101110110111111
0000010000110001010001110010010110011010011110101011101101111110
0000010000110001010001110010010110011010011110101011101101111110
0000010000110001010001110010010110011010011110101011101101111110

Table 7.3: The bits of C6 shaded in blue above are those which we know will be
correctly predicted by deterministic contexts.

We now can prove the main result of this chapter.

Theorem 7.3.8. R
PPM*(C) = 0.

Proof. Note that the worst compression of prefixes of C is achieved if the input

ends with a complete bad zone, i.e. prefixes of the form C∗n = Cn−1Cn[0..2n +

2n− 1].

Let j be such that Lemma 7.3.7 holds for all zones Ci with i ≥ j. The

prefix Ci−1 will always contribute O(1) bits. Using Lemma 7.3.7 to bound the

contribution to the output by Cj · · ·Cn−1 and Lemma 7.3.4 to bound Cn[0..2n +

2n− 1]’s contribution to the output by 5(2n + 2n) log n characters, we have that

|PPM*(C∗n)| ≤
n−1∑
i=j

(13(2i log(i)) + 5(2n + 2n) log n+O(1). (7.4)

As |C∗n| = 2n(n− 1) + 2n+ 2, it follows that R
PPM*(Ck) = 0.
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7.3.4 Bounded PPM on Normal Sequences

In this section we prove that for any t, no normal sequence can be compressed

by PPMt.

Theorem 7.3.9. Let S ∈ {0, 1}ω be normal. Then for all t, ρPPMt(S) = 1.

Proof. Let S and t be as above. Let x ∈ {0, 1}t and ε > 0. As S is normal, for

almost every n and for b ∈ {0, 1},

n(2−(t+1) − ε) < occ(xb, S[0..n− 1]) < n(2−(t+1) + ε). (7.5)

Thus, for almost every n, each time x is used to predict the next character it has

prediction probability p such that

p ≤ n(2−t−1 + ε)

2n(2−t−1 − ε) + 2
≤ (2−t−1 + ε)

2(2−t−1 − ε)
.

That is, p ≤ 1/2 + βε for all but finitely many n where βε > 0 and can be

made arbitrarily small by choosing ε small. Hence, almost every time x makes

a prediction, it contributes at least − log(1/2 + βε) bits to the encoding. This

value gets arbitrarily close to 1 as βε is chosen to be closer to zero. As x was an

arbitrary context, it follows that ρPPMt(S) = 1.

We do not explore a notion of PPM-depth in this thesis. However, with a

bounded and unbounded version of the algorithm, the most intuitive definition

would be that a sequence S is PPM-deep if

(∃α > 0)(∀t ∈ N)(∀∞n ∈ N) |PPMt(S � n)| − |PPM*(S � n)| ≥ αn.

The existence of such a PPM-deep sequence would then easily follow from The-

orems 7.3.8 and 7.3.9.
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Whether or not this definition of PPM-depth is meaningful, in the sense that

‘easy’ and ‘random’ are not deep and that a slow growth law holds, remains open.

Remark 7.3.10. As an aside, as C is a Champernowne sequence, it holds that

ρLZ(C) = 1 and so C is not LZ-deep by Theorem 5.3.3. However, in Chapter 5

we discussed how similar versions of LZ-depth could be defined based on other

members of the Lempel-Ziv family of algorithms. For instance, Pierce and Shields

show that RULZ(C) = 0 [119] where ULZ is a variation of the Lempel-Ziv 77

algorithm. It then follows easily that C would be an example of an ULZ-deep

sequence.

7.4 Bounded versus Unbounded

The main question that must be asked when choosing between Bounded PPM

and PPM* is what bound of context length should be used: finite or infinite?

Choosing a length too small may mean the encoder cannot spot patterns that

may lead to compression. On the other hand, setting the upper bound for length

to be large means that while the contexts may have a greater chance of being

deterministic, they may not get to be used frequently enough to achieve compres-

sion. In practical terms, another aspect to consider is that larger upperbounds

require more memory. We do not consider memory needs in our analysis.

Cleary and Witten explored this problem in their original paper, compressing

various files ranging from English text to binary data, and found that the optimal

context length for many of their experiments was around four [45]. Moffat found

similar results in his experiments [111].

This leads to the question as to whether there exists a sequence S such that for

all bounds t, ρ
PPM*(S) > RPPMt(S)? To our knowledge, all comparisons between

the performances of the PPM family of algorithms have been experimental in

nature and no examples have been proven to be mathematically different.
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We partially explore this question by showing that for every t ≥ 1, there exists

a sequence St such that

lim
n→∞

|PPMt(S
t � n)|

|PPM*(St � n)|
=

1

t
.

In each case, St is a rather simple sequence where it holds that R
PPM*(St) =

RPPMt(S
t) = 0. Thus, while the St is both PPM*-trivial and PPMt-trivial, PPMt

compresses much ‘faster’ than PPM*.

Fix a bound t ∈ N. We construct the sequence St in blocks Bt,1 · Bt,2 · · ·

where for each i, Bt,i = 0it1. For instance, S3 = 0001 · 0000001 · 0000000001 . . . .

For all i, we write Bt,i to denote the prefix Bt,1 · · ·Bt,i of St.

The number of occurrences of 0t will be important to us in this section. A

simple counting exercise shows that

occ(0t, Bt,n−1) =
n−1∑
j=1

(t(j − 1) + 1) =
n− 1

2
(tn− 2t+ 2). (7.6)

We henceforth use kt,n−1 to denote occ(0t, Bt,n−1).

7.4.1 PPMt’s Performance on St

We first examine the output of PPMt on prefixes of the form Bt,n.

Lemma 7.4.1. For all t ∈ N, we have that

|PPMt(Bt,n)| ≤ t log(n− 1) + (n+ 2) log(t(n+ 1)2)− log((n− 1)!) +O(1).

Proof. Once Bt,1 and Bt,2 have been read by PPMt, the t+ 1 contexts 0l10m and

0t with 0 ≤ l,m ≤ t− 1 where l +m = t− 1 are used to predict every bit of the

remainder of St.

Beginning with block Bt,3, the first t 0s are each predicted using one of the t
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contexts containing a 1 with prediction probability 1/2 as it will be the first time

they are used and have only seen 0 in Bt,1 ·Bt,2. The remaining 2t 0s are predicted

by the context 0t. As occ(0t, Bt,1Bt,2) = t + 2, where t times it is followed by

a 0 and twice followed by a 1, the first time 0t predicts a 0 in Bt,3 will be with

probability t/(t + 4). The prediction probabilities of the next 2t − 1 0s is easily

found by incrementing the numerator and denominator of t/(t + 4) by one for

each 0. This means that when the final 1 of Bt,3 is read, it is predicted with

probability 2/((t+ 4) + 2t).

Next, the bits of Bt,4 are read. The first t are predicted by contexts involving

1s with probabilities now 2/3. The prediction probability of the first 0 predicted

by 0t is found by incrementing the numerator by one of the prediction probability

used the last time the 0t predicted a 0 and incrementing the denominator by one

of the prediction probability used the last time 0t predicted 1, i.e. with probability

(t+ 2t)/((t+ 4) + 2t+ 1).

This can easily be generalised to any block Bt,n as follows: The first t 0s are

predicted each with probability (n − 2)/(n − 1). Using Formula (7.6), we have

that the first 0 in Bt,n predicted by 0t is done so with probability

kt,n−1 − (n− 1)

kt,n−1 + 2
. (7.7)

Note the numerator is decremented by n− 1 to account for n− 1 instances when

0t is followed by a 1. Thus, every instance 0 is predicted by 0t in Bt,n, it is done

so with a probability of the form

kt,n−1 − (n− 1) + j

kt,n−1 + 2 + j
(7.8)
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n Prediction Probabilities of B3,3 · · ·B3,6

3 1
2

1
2

1
2

3
7

4
8

5
9

6
10

7
11

8
12

2
13

4 2
3

2
3

2
3

9
14

10
15

11
16

12
17

13
18

14
19

15
20

16
21

17
22

3
23

5 3
4

3
4

3
4

18
24

19
25

20
26

21
27

22
28

23
29

24
30

25
31

26
32

27
33

28
34

29
35

4
36

6 4
5

4
5

4
5

30
37

31
38

32
39

33
40

34
41

35
42

36
43

37
44

38
45

39
46

40
47

41
48

42
49

43
50

44
51

5
52

Table 7.4: The prediction probabilities used for B3,3 · · ·B3,6 by PPM3.

where 0 ≤ j ≤ t(n− 1)− 1. Similarly, the 1 in Bt,n is predicted with probability

n− 1

kt,n−1 + t(n− 1) + 2
. (7.9)

In summary, this means that Bt,n contributes the following probabilities to

the final encoding:

(n− 2

n− 1

)t
︸ ︷︷ ︸
The first t 0s

·
( t(n−1)−1∏

j=0

kt,n−1 − (n− 1) + j

kt,n−1 + 2 + j

)
︸ ︷︷ ︸

0t predicting a 0

·
( n− 1

kt,n−1 + t(n− 1) + 2

)
︸ ︷︷ ︸

0t predicting a 1

. (7.10)

To help visualise this, Table 7.4 contains the probabilities for the substring

B3,3 · · ·B3,6 of S3.

Let

at,n =
(n− 2

n− 1

)t
,

bt,n =
( t(n−1)−1∏

j=0

kt,n−1 − (n− 1) + j

kt,n−1 + 2 + j

)
,

and

ct,n =
( n− 1

kt,n−1 + t(n− 1) + 2

)
.
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Multiplying the prediction probabilities together and simplifying gives us that

n∏
i=3

at,i · bt,i · ct,i =
((n− 1)!

(n− 1)t

)((t+ 3)!

(t− 1)!

)((kt,n−1 − (n− 1) + t(n− 1)− 1)!

(kt,n−1 + t(n− 1) + 2)!

)
=

(n− 1)!(t+ 3)(t+ 2)(t+ 1)(t)

(n− 1)t(
∏n+1

l=0 (kt,n−1 + t(n− 1) + 2− l))
. (7.11)

Noting that for n ≥ 1

kt,n−1 + t(n− 1) + 2 =
n− 1

2
(t(n+ 1)− 2t+ 2) + t(n− 1) + 2 ≤ t(n+ 1)2

2
,

the denominator of Equation (7.11) can be bounded above by

(t(n+ 1)2

2

)n+2

.

Hence, since |PPMt(Bt,n)| = log((
∏n

i=3 at,i ·bt,i ·ct,i)−1)+O(1), by Equation (7.11)

we have that

|PPMt(Bt,n)| ≤ log((n− 1)t) + log((
t(n+ 1)2

2
)n+2)− log((n− 1)!) +O(1)

≤ t log(n− 1) + (n+ 2) log(t(n+ 1)2)− log((n− 1)!) +O(1).

(7.12)

This proves the lemma.

Next we show that St is compressible by PPMt.

Proposition 7.4.2. RPPMt(S
t) = 0.

Proof. Note that PPMt performs the worst on prefixes of St of the form Bt,n as

these are the prefixes where the final character encoded is always a 1, i.e. the

characters which contribute the most to the output.
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Hence, by Lemma 7.4.1 we have that

lim
n→∞

|PPMt(Bt,n)|
|Bt,n|

≤ lim
n→∞

t log(n− 1) + (n+ 2) log(t(n+ 1)2)− log((n− 1)!)
n
2
(tn+ t+ 2)

= 0. (7.13)

Thus RPPMt(S
t) = 0.

7.4.2 PPM*’s Performance on St

We now examine the output of PPM* on prefixes of the form Bt,n.

Lemma 7.4.3. For all t ≥ 1, we have that

|PPM*(Bt,n)| ≤ (n− 2) log(p−1
t ) + t log(n− 1) + t log((n− 1)!) +O(1),

where pt = 1/(20(t− 1)(t)(t+ 3)) if t > 1 and pt = 1/24 if t = 1.

Proof. Assume the encoder has read Bt,1 · Bt,2. Beginning with block Bt,3, the

first 2t 0s are encoded with the contexts 1, 10, . . . , 102t−1. These contexts exist

as they are seen straddling Bt,1 and Bt,2, and just before the current bit being

predicted is read. They each deterministically predict a 0 with probability 1/2.

Only the suffix 0t1 is left to encode in Bt,3. The next bit seen is a 0 where the

context 02t is used to predict it. It exists as it occurs in Bt,2 and has just been

read in the previous 2t bits. However it has only seen a 1 so far and so an escape

is transmitted with probability 1/2. Then, 02t−1 predicts a 0 with probability

2/5 (it has occurred 3 times previously: once followed by 1 and twice by 0). The

next 0 is encoded by 02t (02t+1 does not exist yet as a context). It predicts a

0 with probability 1/4 (it has occurred twice previously, once followed by 1 and

0). The remaining t− 2 zeroes are predicted by the context 02t+1 which has just
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been created. It deterministically predicts a 0 and so the first 0 is predicted with

probability 1/2 and the t − 2th 0 with probability (t − 2)/(t − 1). For the 1, an

escape is transmitted by 02t+1 with probability 1/t and then transmitted by 02t

with probability 1/(t + 3) (as it has been seen t + 1 times where it has been

followed by a 1 once at the end of Bt,2).

Next we examine Bt,4. The first 2t 0s are encoded by the contexts 10i for

0 ≤ i ≤ 2t− 1 as before, but this time with probability 2/3. The next 0 (whose

equivalent positioned 0 in Bt,3 required an escape) is now deterministically pre-

dicted by the context 0t+1102t with probability 1/2. The next t−1 0s are predicted

deterministically by the just created contexts 102t+1, 102t+2, . . . , 103t−1 with prob-

ability 1/2.

The final t + 1 bits (0t1) are predicted as follows: The next bit seen is a 0

where the context 03t is used to predict it. It exists as it occurs in Bt,3 and has

just been read in the previous 3t bits. However, it has only seen a 1 so far and

so an escape is transmitted with probability 1/2. Then, 03t−1 predicts a 0 with

probability 2/5 (it has occurred 3 times previously: once followed by 1 and twice

by 0). The next 0 is encoded by 03t (03t+1 does not exist as a context). It predicts

a 0 with probability 1/4 (it has occurred twice previously, once followed by 1 and

0). The remaining t − 2 zeros are predicted by the context 03t+1 which has just

been created. It deterministically predicts a 0 and so the first 0 is predicted with

probability 1/2 and the t − 2th 0 with probability (t − 2)/(t − 1). For the 1, an

escape is transmitted by 03t+1 with probability 1/t and then transmitted by 03t

with probability 1/(t + 3) (as it has been seen t + 1 times where it has been

followed by a 1 once at the end of Bt,3).

We can generalise this to any block Bt,j as follows: The first 2t 0s are predicted

by contexts 1, 10, . . . , 102t−1 with probability (j − 2)/(j − 1). The next (j − 3)t
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bits are split into (j − 3) windows of size t, i.e.

Bt,j = 02t · 0t · 0t · · · 0t · 0t︸ ︷︷ ︸
j − 3 copies of 0t

·0t1.

These windows are numbered 1 to j−3 in order of appearance. For window i, the

first 0 is predicted by context 0it+110(2+(i−1))t with probability (j−2−i)/(j−1−i).

The next t−1 0s are predicted by contexts 10(2+(i−1))t+1, . . . , 10(2+(i−1))t+t−1 with

probability (j − 2 − i)/(j − 1 − i) also. The suffix of 0t1 is encoded as follows.

First suppose t 6= 1. The context

0(2+(j−3)−1))t+t = 0(j−2)t+t = 0(j−1)t

is used to predict the first 0. However it has only seen a one so far (in Bt,j−1)

and so an escape is transmitted with probability 1/2. 0(j−1)t−1 then predicts the

0 with probability 2/5. The next 0 is encoded by 0(j−1)t (0(j−1)t+1 does not exist

as a context yet). It predicts a 0 with probability 1/4 (it has occurred twice

previously, once followed by 1 and 0). The remaining t − 2 zeroes are predicted

by the context 0(j−1)t+1 which has just been created. It deterministically predicts

a 0 and so the first 0 is predicted with probability 1/2 and the t − 2th 0 with

probability (t − 2)/(t − 1). For the 1, an escape is transmitted by 0(j−1)t+1 with

probability 1/t and then transmitted by 0(j−1)t with probability 1/(t + 3) (as it

has been seen t + 1 times where it has been followed by a 1 once at the end of

Bt,j−1).

Otherwise if t = 1, the suffix 01 is encoded as follows. Firstly the context

0j−1 is used to predict the 0. However it has only been followed by a 1 so far (in

B1,j−1) and so an escape is transmitted with probability 1/2. 0j−2 then predicts

the 0 with probability 1/3 as it has been followed by a 0 twice (once in B1,j and

B1,j−1) and a 1 twice (once in B1,j−1 and B1,j−2). The 1 is then predicted by the
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n Prediction Probabilities of B3,3 · · ·B3,6

3 1
2

1
2

1
2

1
2

1
2

1
2

1
2

2
5

1
4

1
2

1
3

1
6

4 2
3

2
3

2
3

2
3

2
3

2
3

1
2

1
2

1
2

1
2

2
5

1
4

1
2

1
3

1
6

5 3
4

3
4

3
4

3
4

3
4

3
4

2
3

2
3

2
3

1
2

1
2

1
2

1
2

2
5

1
4

1
2

1
3

1
6

6 4
5

4
5

4
5

4
5

4
5

4
5

3
4

3
4

3
4

2
3

2
3

2
3

1
2

1
2

1
2

1
2

2
5

1
4

1
2

1
3

1
6

Table 7.5: The prediction probabilities used in B3,3 · · ·B3,6 by PPM*.

context 0j−1 with probability 1/4 as it has now been followed by both a 0 and a

1 once.

Hence, setting

pt =


1
24

if t = 1

1
20(t−1)(t)(t+3)

if t 6= 1,

(7.14)

to represent the bits contributed by the suffix 0t1, Bt,j contributes

(j − 2

j − 1

)2t

︸ ︷︷ ︸
prefix 02t

·
j−2∏
l=2

( l − 1

l

)t
︸ ︷︷ ︸
j−3 windows of 0t

· pt︸︷︷︸
suffix 0t1

(7.15)

bits to the encoding. Note that the 1/(20(t−1)(t)(t+3)) term in Equation (7.14)

comes from the fact that when t 6= 1, the formula for pt is as follows:

pt =
1

2
· 2

5
· 1

4
· 1

t
· 1

t+ 3
·
t−1∏
j=2

j − 1

j
=

1

20(t− 1)(t)(t+ 3)
. (7.16)

Note that statement (7.15) can be simplified to

(j − 2)t

(j − 1)2t
· pt. (7.17)

To help visualise this, Table 7.5 contains the prediction probabilities PPM*

uses on B3,3 · · ·B3,6.
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In total, zones Bt,3 · · ·Bt,n contribute the following number of bits to the

output:

pn−2
t ·

n∏
j=3

(j − 2)t

(j − 1)2t
=

pn−2
t

(n− 1)2t
·
n−2∏
j=1

1

jt
=

pn−2
t

(n− 1)t((n− 1)!)t
. (7.18)

Therefore we have that

|PPM*(Bt,n)| = (n− 2) log(p−1
t ) + t log(n− 1) + t log((n− 1)!) +O(1). (7.19)

This proves the lemma.

Next we show that St is compressible by PPM*.

Proposition 7.4.4. R
PPM*(St) = 0.

Proof. Note that PPM* performs the worst on prefixes of St of the form Bt,n as

these are the prefixes where the final character is encoded is always a 1, i.e. the

characters which contribute the most to the output.

Hence, by Lemma 7.4.3 we have that

lim
n→∞

|PPM*(Bt,n)|
|Bt,n|

= lim
n→∞

(n− 2) log(p−1
t ) + t log(n− 1) + t log((n− 1)!)

n
2
(tn+ t+ 2)

≤ lim
n→∞

(n− 2) log(p−1
t ) + t log(n− 1) + t(n− 1) log((n− 1))

n
2
(tn+ t+ 2)

= 0. (7.20)

Thus ρ
PPM*(S) = 0.
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7.4.3 Comparing the Two

Above we saw that (unsurprisingly) both PPMt and PPM* compress St with a

compression ratio of 0. We now prove the main theorem of this section.

Theorem 7.4.5. Let t ≥ 1. It holds that

lim
m→∞

|PPMt(S
t � m)|

|PPM*(St � m)|
=

1

t
.

Proof. For each m, let nm denote the least non-negative integer such that S �

m v Bt,nm . That is S � m is a prefix of Bt,nm but not Bt,nm−1. Note that for all

m it holds that

|PPMt(Bt,nm−1)|
|PPM*(Bt,nm)|

≤ |PPMt(S
t � m)|

|PPM*(St � m)|
≤ |PPMt(Bt,nm)|
|PPM*(Bt,nm−1)|

. (7.21)

We will use this inequality to prove the theorem.

Firstly, we shall examine

|PPMt(Bt,nm)|
|PPM*(Bt,nm−1)|

.

From Equation (7.19) we have that

|PPM*(Bt,nm−1)| = (nm − 3) log(p−1
t ) + t log(nm − 2) + t log((nm − 2)!) +O(1)

where pt = 1
(t−1)(t)(t+3)

if t > 1 and t = 1/24 otherwise. From Equation (7.12) we

have that

|PPMt(Bt,nm)| ≤ t log(nm− 1) + (nm + 2) log(t(nm + 1)2)− log((nm− 1)!) +O(1).
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It follows that

lim
m→∞

t log(nm − 1) + (nm + 2) log(t(nm + 1)2)− log((nm − 1)!) +O(1)

(nm − 3) log(p−1
t ) + t log(nm − 2) + t log((nm − 2)!) +O(1)

=
1

t
.

(7.22)

Hence

lim
m→∞

|PPMt(Bt,nm)|
|PPM*(Bt,nm−1)|

≤ 1

t
. (7.23)

Next we examine

|PPMt(Bt,nm−1)|
|PPM*(Bt,nm)|

.

Again from Equation (7.19) we have that

|PPM*(Bt,nm)| = (nm − 2) log(p−1
t ) + t log(nm − 1) + t log((nm − 1)!) +O(1).

Recall that from Equation (7.11), rearranging we find that

|PPMt(Bt,nm−1)| =t log(nm − 2) + log(
nm∏
l=0

(kt,nm−2 + t(nm − 2) + 2− l)

− log((nm − 2)!) +O(1).

Noting that

kt,nm−2 + t(nm − 2) + 2− nm ≥
(nm − 2)

2

(
t(nm − 1)− 2t+ 2

)
− nm

≥ (nm − 2)

2

(
t(nm − 1)− 2t

)
− nm

≥ nm
2

(tnm − 5t− 2),
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we have that

(|Bt,nm−1)| ≥t log(nm − 2) + (nm + 1) log(
nm
2

(tnm − 5t− 2))

− log((nm − 2)!) +O(1). (7.24)

It follows that

lim
m→∞

t log(nm − 2) + (nm + 1) log(nm

2
(tnm − 5t− 2))− log((nm − 2)!)

(nm − 2) log(p−1
t ) + t log(nm − 1) + t log((nm − 1)!)

=
1

t
.

(7.25)

That is,

lim
m→∞

|PPMt(Bt,nm−1)|
|PPM*(Bt,nm)|

≥ 1

t
. (7.26)

Hence by Equations (7.21), (7.23) and (7.26), it follows that

lim
m→∞

|PPMt(S
t � m)|

|PPM*(St � m)|
=

1

t
.

7.5 Summary

In this chapter we performed the first analysis of PPM* on normal sequences.

By using a construction of Pierce and Shields, we demonstrated that there exists

a Champernowne sequence C such that R
PPM*(C) = 0 in Theorem 7.3.8. This

construction method will be explored again in Chapter 8. We furthermore showed

that regardless of the bound of context length chosen, Bounded PPM cannot

compress normal sequences in Theorem 7.3.9.

In Section 7.4, we conducted a small investigation into whether a maximum

context length can be cleverly chosen such that Bounded PPM can beat PPM*.
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7.5. Summary

From a chosen bound t, we showed in Theorem 7.4.5 that one can construct a

simple sequence St such that PPM*’s output on prefixes of St is t times longer

than PPMt’s output.
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Chapter 8

Automatic Complexity of Normal

Sequences

Contents of this chapter were presented (virtually) at FSTTCS 2021 in India

during December 2021. doi: 10.4230/LIPIcs.FSTTCS.2021.47.

8.1 Introduction

The following chapter examines the complexity of finite strings and sequences

via the complexity measure based on deterministic finite-state automata (DFA)

introduced by Shallit and Wang known as automatic complexity [130]. As such,

this chapter can be viewed as a cousin of Chapter 3 which similarly used finite-

state automata with outputs to examine strings and sequences. Being a finite-

state based complexity, we are interested whether normal sequences must have

maximal automatic complexity. To answer this, we demonstrate the existence of

normal sequences whose prefixes have an automatic complexity ratio of between

0 and 1/2. We furthermore show that prefixes of the Champernowne sequences

constructed in Chapter 7 (Section 7.3.1) have an automatic complexity ratio

bounded above by 2/3.
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8.1. Introduction

8.1.1 Motivation

In Chapter 3 we examined one method of calculating the complexity of strings

and sequences via finite-state transducers and their minimal descriptions. Recall

that the complexity of a string x was related to the length of the smallest string

y such that a transducer on input y would output x. The longer y must be, the

more complex x is as it requires more bits to be described. This approach of

defining finite-state complexity has been taken in many places [31, 34, 56, 57].

Instead of being based on outputting the string x, one may define the com-

plexity to be the amount of computing power required to distinguish x from all

other strings of length |x|. As described in Definition 2.2.10, Sipser was the first

to introduce this idea of a Distinguishing Complexity [134]. For a string x, Shallit

and Wang define its automatic complexity A(x) to be the minimum number of

states required by a deterministic finite-state automaton such that x is the only

string of length |x| it accepts. A non-deterministic variation was first examined

by Hyde [83]. A similar complexity notion based on finding the size of the small-

est context-free grammar such that x is the only string of length |x| the grammar

generates was explored in [41].

In their original paper, Shallit and Wang proved upper and lower bounds of

automatic complexity for various sets of strings and of prefixes of the infinite

Thue-Morse [19] sequence. Expanding on this line of research, Kjos-Hanssen has

recently studied the automatic complexity of Fibonacci and Tribonacci sequences

[87].

Depending on how finite-state complexity is measured, normal sequences may

have high or low complexity. As previously discussed, if complexity is defined as

compressibility by lossless finite-state compressors, normal sequences have maxi-

mum complexity (see previously mentioned [11, 14, 35, 49, 128]). For the minimal

description approach, if the size of the transducers are restricted when examining
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all prefixes of the sequence, normal sequences have maximal complexity, as seen

in Theorem 3.2.8. If not, normal sequences can have arbitrarily low complexity,

as seen in Theorem 3.2.10. A survey of old and new results can be found in [95].

As automatic complexity is more of a ‘combinatorial’ rather than an ‘infor-

mation content’ measurement1, this leads to the question as to how low can the

automatic complexity of normal sequences be? As the number of DFAs with n

states exceeds the number of strings of length n, one would expect that most

strings would have an automatic complexity value which is smaller than their

length. In fact, Shallit and Wang demonstrate in Theorem 6 of [130] that almost

every string x satisfies

A(x) ≤ 3|x|
4

+ log |x|
√
|x|
8
. (8.1)

In terms of lower bounds, in Theorem 8 of [130] Shallit and Wang show that for

almost every string x it holds that

A(x) ≥ |x|
13
. (8.2)

They also state that the 13 term above can be replaced with 7 after personal

communication with Petersen. Kjos-Hanssen has recently shown that 13 can be

replaced with 2 + ε for all ε > 0 [89]. For completeness of both Equations (8.1)

and (8.2), a set S ⊆ {0, 1}∗ contains ‘almost every’ string means that

lim
n→∞

|S
⋂
{0, 1}n|
2n

= 1.

Previously, the automatic complexity of finite strings produced by linear feed-

back shift registers which have a maximal number of distinct substrings (otherwise

1In an information content measurement, we would like there to be roughly 2n objects with
a complexity of n. For automatic complexity, it holds that all strings of the form 0n and 1n

have an automatic complexity of 2.
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known as m-sequences) [88] along with sequences and finite strings which do not

contain k-powers, i.e. substrings of the form xk, have been studied [84, 87, 130].

Normal sequences by definition contain xk as a substring infinitely often for every

possible pair (x, k). Is there a trade-off between the randomness of normal se-

quences resulting in high complexity, in the sense that they contain every string

as a substring infinitely often, and does the fact that some of those substrings

have the form xk result in low automatic complexity? We explore this question

in this chapter.

8.1.2 Automatic Complexity Definitions

Recall Definition 3.2.1 of a finite-state transducer. The definition for finite-state

automata is similar.

Definition 8.1.1. A deterministic finite-state automaton (DFA) M is defined by

a 4-tuple M = (Q, q0, δ, F ), where

• Q is a non-empty, finite set of states,

• q0 ∈ Q is the initial state,

• δ : Q× {0, 1} → Q is the transition function,

• F ⊆ Q is the set of final or accepting states.

The transition function and extended transition function of a DFA for strings

is defined recursively the same way as for an FST. We say a DFA accepts the

string x if δ(q0, x) ∈ F . The language of a DFA M , denoted by L(M), is the

set of strings that M accepts. That is, L(M) = {x : δ(q0, x) ∈ F}. Shallit and

Wang define automatic complexity as follows.

Definition 8.1.2 ([130]). Let x ∈ {0, 1}∗. The automatic complexity of x, de-

noted by A(x), is the minimal number of states required by a deterministic finite

automaton M such that L(M)
⋂
{0, 1}|x| = {x}.
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Definition 8.1.3. A DFA M uniquely accepts a string x if L(M)
⋂
{0, 1}|x| =

{x}.

Shallit and Wang compute the following two ratios to examine the automatic

complexity of sequences.

Definition 8.1.4. The lower and upper bounds for the automatic complexity

ratio of a sequence T ∈ {0, 1}ω are respectively given by

I(T ) = lim inf
m→∞

A(T � m)

m
and, S(T ) = lim sup

m→∞

A(T � m)

m
.

8.2 Normal Sequences with a Low Automatic

Complexity Ratio

We require the use of de Bruijn strings during constructions in this chapter. We

point towards Definition 2.6.1 for a refresher.

In our first result we construct a normal sequence T such that I(T ) = 0, that

is, infinitely many prefixes have minimal automatic complexity. We furthermore

show that S(T ) ≤ 1/2, indicating that the sequence does not have high complex-

ity. We first require the following theorem of Nandakumar and Vangapelli.

Theorem 8.2.1 ([116]). Let f : N→ N be increasing such that for all n, f(n) ≥

nn. Then every sequence of the form T = d
f(1)
1 d

f(2)
2 d

f(3)
3 · · · where dn is a de

Bruijn string of order n, is normal 2.

2Nandakumar and Vangapelli’s original result was for when f(n) = nn. However, their
argument easily carries over for f(n) ≥ nn also and this fact has been used by other authors
such as in [33, 34].
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8.2. Normal Sequences with a Low Automatic Complexity Ratio

Theorem 8.2.2. There is a normal sequence T such that I(T ) = 0 and S(T ) ≤

1/2.

Proof. We recursively define the sequence T = T1T2 . . . and the function f : N→

N as follows. For all j ≥ 1, let dj be a de Bruijn string of order j such that

if j is odd, dj begins with a 1 and if j is even, dj begins with a 0. We set

f(1) = 2 and T1 = d
f(1)
1 = d2

1. For j ≥ 2, we define f(j) = |T1 . . . Tj−1||T1...Tj−1|

and Tj = d
f(j)
j . Note that f(1) > 1 and for all j ≥ 2, f(j) ≥ |Tj−1||Tj−1| and that

|Tj−1| = 2j−1f(j − 1) ≥ j. Hence by Theorem 8.2.1, T is normal. For simplicity,

we write Tj for the prefix T1 · · ·Tj of T .

We first show that I(T ) = 0. Consider a prefix of the form Tn. Tn is uniquely

accepted by the DFA M1 which has a state for each bit of Tn−1 and then has

a loop of length 2n for the string dn which can be seen in Figure 8.1. M1 has

|Tn−1|+ 2n + 1 states. Thus we have that

A(Tn)

|Tn|
≤ |Tn−1|+ 2n + 1

|Tn|+ |Tn−1|
=
|Tn−1|+ 2n + 1

2nf(n) + |Tn−1|

≤ max
{ |Tn−1|

2n|Tn−1||Tn−1|
,
2n + 1

|Tn−1|

}
≤ max

{ 1

2n
,

2n + 1

(n− 1)n−1

}
. (8.3)

Hence it follows that I(T ) = 0.

Next consider an arbitrary prefix T � m of T . Let n be largest such that Tn

is a prefix of T � m but Tn+1 is not. Thus T � m = Tn ·w for some w @ Tn+1 and

is uniquely accepted by the DFA M2 in Figure 8.1. M2 has |Tn−1|+ 2n + |w|+ 1

states.

Consider when 1 ≤ |w| ≤ 2n(f(n)− 1) + 2n+1. Note that

|Tn+1| = 2n+1f(n+ 1) = 2n+1(f(n+ 1)− 1) + 2n+1 > 2n(f(n)− 1) + 2n+1
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so w can be this length. Hence for such w we have that

A(T � m)

m
≤ |Tn−1|+ 2n + |w|+ 1

|Tn|+ |w|

≤ |Tn−1|+ 2n + 2n(f(n)− 1) + 2n+1 + 1

|Tn|+ 2n(f(n)− 1) + 2n+1

=
|Tn−1|+ |Tn|+ 2n+1 + 1

|Tn−1|+ 2|Tn|+ 2n

=
|Tn−1|+ 2n(|Tn−1||Tn−1| + 2) + 1

|Tn−1|+ 2(2n|Tn−1||Tn−1|) + 2n

≤ max
{1 + 2n(|Tn−1||Tn−1|−1 + 2|Tn−1|−1)

1 + 2(2n|Tn−1||Tn−1|−1)
,

1

2n

}
. (8.4)

Note, for all ε > 0, Equation (8.4) is bounded above by 1/2 + ε as n increases.

Furthermore consider when 2n(f(n) − 1) + 2n+1 < |w| ≤ |Tn+1|. Instead of

looping on dn, it becomes more beneficial to loop on dn+1 via a DFA similar to

M1 in Figure 8.1 where the accepting state is a single state in the loop depending

on the length of w. Thus for such prefixes A(Tn ·w) ≤ |Tn|+ 2n+1 + 1, i.e. it does

not depend on w. Hence the ratio A(T � m)/m decreases and approaches I(T )

for such w.

Therefore by Equation (8.4), S(T ) ≤ 1/2.

start
Tn−1

dn

start
Tn−1

dn

w

Figure 8.1: DFA M1 (left) and M2 (right) from Theorem 8.2.2. The error state
(the state traversed to if the bit seen is not the expected bit) and arrows to it are
not included. By the construction of T , dn[0] 6= w[0] to ensure determinism.
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8.3 Automatic Complexity of a Champernowne

Sequence

Recall the subset of normal sequences known as Champernowne sequences intro-

duced in Chapter 2 which were formed by listing all strings of length 1 followed

by all strings of length 2 and so on. With this restrictive property on their

construction, one may wonder if such sequences must have maximal automatic

complexity. We answer this in the following section by demonstrating the exis-

tence of a Champernowne sequence C such that S(C) ≤ 2/3. We specifically

examine sequences built using Pierce and Shields’ construction [119] of Cham-

pernowne sequences discussed in Section 7.3.1 of Chapter 7 involving successive

concatenations of de Bruijn strings. Recall that the set of sequences constructed

using their method was denoted by PSC.

Before examining the main result of this section, we require the following

result from number theory.

Theorem 8.3.1. For a, b, c ∈ Z, consider the Diophantine equation ax+ by = c.

If there exists a solution to the equation (x0, y0) where x0, y0 ∈ Z, then all other

solutions (x′, y′) such that x′, y′ ∈ Z are of the form x′ = x0 + (b/g)d and y′ =

y0 − (a/g)d where d ∈ Z is arbitrary and g = gcd(a, b).

Theorem 8.3.2. There exists a Champernowne sequence C ∈ PSC such that

S(C) ≤ 2/3.

Proof. For each n, let dn be a de Bruijn string of order n with prefix 0n. Let

C ∈ PSC be a Champernowne sequence constructed using Pierce and Shields’

method where for each substring Cn, dn is the de Bruijn string used to construct it.

Recall, for example, the construction of zone Cn of C. n can be uniquely written

in the form n = 2st for s ≥ 0 and t ≥ 1 where t is odd. Then Cn = Bn,0 · · ·Bn,2s−1

where Bn,j = dtn,j such that dn,j = dn[j..2n − 1] · dn[0..j − 1]. Recall then if n is
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odd that Cn = dnn and if n is a power of 2 (i.e. t = 1) that Cn = dn ·dn,1 · · · dn,n−1.

Again, we use Cn to denote the prefix C1C2 · · ·Cn of C.

Consider an arbitrary prefix C � m of C. Let n be largest such that Cn+1 is

a prefix of C � m, but Cn+2 is not. To examine A(C � m) we build automata

which make use of two loops which exploit the repetitions of the de Bruijn strings

in Cn and Cn+1. The automata have one accepting state which depends on the

length of the prefix being examined. There are four cases to consider which are

dependent on the value of n, and the four automata can be seen in Figure 8.4.

• Case 1: n is a power of 2,

• Case 2: n+ 1 is a power of 2,

• Case 3: n is even but not a power of 2,

• Case 4: n+ 1 is even but not a power of 2.

Notation wise, we let vn be the string such that dn = 0n1vn. Note that

dn[n] = 1 as otherwise the string 0n would appear twice as a substring of dn.

Also not that the final bit of dn must be a 1 also.

Suppose we are in Case 3 where n = 2st where s ≥ 1 and t ≥ 3 where t is odd.

Let pn+2 denote the prefix of Cn+2 such that C � m = Cn+1pn+2. The automaton

for Case 3 in Figure 8.4 accepts C � m by reading the prefix Cn−1 · 0n state by

state, then traversing the first loop 2s times, then reading 02s+1, then traversing

the second loop fully n times and then up to reading 1vn+1 on the n+1th traversal

of it. Then, depending on the length of pn+2, we read the final 0n+1 of the second

loop and exit it to read the remainder of Cn+2[n + 1..] as needed. That is, if

|pn+2| ≤ n+ 1 then the final state is contained in the last n+ 1 states (including

the root state) of the second loop of the DFA, else once finishing the loop, we

traverse through |pn+2| − (n+ 1) extra states to the accepting state.
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To help the reader visualise these loops, Figures 8.2 and 8.3 are provided to

show which bits of zones C3, C4 and C6 are read on a single traversal of a loop

when the lexicographic least de Bruijn strings of order 3, 4 and 6 are used.

To see that C � m is accepted by the DFA, note that the traversal through

the DFA described above can be factored as Cn−1xpn+2 where

x = 0n(1vnd
t−1
n 0n−1)2s02s+1(1vn+10n+1)n(1vn+1).

00010111 0000100110101111
00010111 0001001101011110
00010111 0010011010111100

0100110101111000

Figure 8.2: The bits shaded in blue indicate which bits are read on a single
traversal of the loops used when reading C3 (left) and C4 (right) respectively.

0000001000011000101000111001001011001101001111010101110110111111
0000001000011000101000111001001011001101001111010101110110111111
0000001000011000101000111001001011001101001111010101110110111111
0000010000110001010001110010010110011010011110101011101101111110
0000010000110001010001110010010110011010011110101011101101111110
0000010000110001010001110010010110011010011110101011101101111110

Figure 8.3: The bits shaded in blue indicate which bits are read on a single
traversal of the loop used when reading C6.
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Note that x = CnCn+1 since

x = 0n(1vnd
t−1
n 0n−1)2s02s+1(1vn+10n+1)n(1vn+1)

= (0n1vnd
t−1
n )0n−1(1vnd

t−1
n 0n−1)2s−102s+1(1vn+10n+1)n(1vn+1)

= B0(0n−11vnd
t−1
n 0)0n−2(1vnd

t−1
n 0n−1)2s−102s+1(1vn+10n+1)n(1vn+1)

= B0B1(0n−21vnd
t−1
n 02)0n−3(1vnd

t−1
n 0n−1)2s−202s+1(1vn+10n+1)n(1vn+1)

... (Keep repeating this process of sectioning into the 2s blocks)

= B0B1 · · ·B2s−10n−2s02s+1(1vn+10n+1)n(1vn+1)

= Cn(0n+11vn+1)n+1 = CnCn+1.

Next we show that the DFA uniquely accepts C � m. Note that all strings

accepted have length

|Cn−1|+ n+ (2nt− 1)a+ 2s + 1 + 2n+1b+ |pn+2| − (n+ 1)

where a, b ≥ 0 are positive integers. As stated (a, b) = (2s, n+ 1) is a solution to

the Diophantine equation

|Cn−1|+ n+ (2nt− 1)a+ 2s + 1 + 2n+1b+ |pn+2| − (n+ 1) = |C � m|. (8.5)

By Theorem 8.3.1, as the first loop has odd length and the second has even

length, all integer solutions to Equation (8.5) take the form

(2s + 2n+1c, n+ 1− (2nt− 1)c)

where c ∈ Z. As 2s = n/t and t ≥ 3, we have that (n+ 1)− (2nt− 1)c < 0 when

c > 0 and 2s + 2n+1c < 0 when c < 0, it follows that c = 0 is the only possibility

that gives non-negative integer solutions, i.e. C � m is uniquely accepted by the
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DFA.

The number of states of the automaton is bounded above by

|Cn−1|+ n+ 2nt+ 2s + 2n+1 + |pn+2|.

As 2s ≤ n/3, we then have that

A(C � m)

m
≤
|Cn−1|+ 2nt+ 4n

3
+ 2n+1 + |pn+2|

|Cn+1|+ |pn+2|
. (8.6)

Hence for |pn+2| ≤ 2n(n− t)− n
3

+ 1 + 2n+2(n+2
2

) we find that

A(C � m)

m
≤
|Cn−1|+ 2nt+ 4n

3
+ 2n+1 + |pn+2|

|Cn+1|+ |pn+2|

≤
|Cn−1|+ |Cn|+ n+ 2n+1 + 1 + 2n+2(n+2

2
)

|Cn+1| − n
3

+ 1 + 2n+2(n+2
2

)

=
|Cn|+ n+ 2n+1 + 1 + 2n+2(n+2

2
)

|Cn+1| − n
3

+ 1 + 2n+2(n+2
2

)
. (8.7)

For all ε > 0, we note that Equation (8.7) is bounded above by 2/3 + ε as n

increases.

However as |pn+2| increases, it becomes more advantageous to use a loop for

the repetitions in Cn+2 as opposed to the loop for Cn (similar to the proof of

Theorem 8.2.2). In the worst case scenario, n + 2 has the form 2s
′
t′ for s′ ≥ 1

and t′ ≥ 3 where t′ is odd. This results in an automaton of Case 4, as shown in

Figure 8.4, where the accepting state is one of that states of the second loop. One

can show that the prefix is uniquely accepted as before with a similar argument.

Such an automaton requires at most |Cn| + 2n+1 + n + 1 + 2n+2(n+2
2

) states (as

t′ ≤ (n+ 2)/2).

Hence for j ≥ 1 such that 2n(n− t)− n
3

+ 1 + 2n+2(n+2
2

) ≤ |pn+2|+ j < |Cn+2|
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we use the automaton from Case 4 and find that

A(C � m)

m
≤
|Cn|+ n+ 2n+1 + 1 + 2n+2(n+2

2
)

|Cn+1| − n
3

+ 1 + 2n+2(n+2
2

) + j
. (8.8)

One can see that for such pn+2, the number of states of the automaton used

to calculate (8.8) remains constant and the ratio decreases as j increases.

Similar calculations for the other three cases show that none achieve an upper

bound greater than 2/3 + ε resulting in S(C) ≤ 2/3. As the calculations are

similar, for completeness and readability purposes, these are presented in Section

8.3.2 at the end of this chapter.
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1start

Cn−10n

1

vn0n−1

0n+1

1

vn+10n+1Cn+2[n+ 1..]

3start

0n−1

Cn−1

0n

1

vn

dt−1
n

02s+1

1

vn+10n+1Cn+2[n+ 1..]

2start

Cn−10n

1

vn0n

0

1

vn+10nCn+2

4start

0n

Cn−10n

1

vn0n

0

1

vn+1

dt
′−1
n+1

02s
′
+1Cn+2[n+ 2..]

Figure 8.4: Automata for Case 1 (top left), Case 2 (top right), Case 3 (bottom
left) and Case 4 (bottom right) for Theorem 8.3.2. The dashed arrows represent
the missing states belonging to their labels. The error states and arrows to it are
not included.
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8.3.1 Lower Bounds for Champernowne Sequences

Let C ∈ PSC satisfy Theorem 8.2.2. As part of Theorem 8.2.2, we do not

provide any insight into the value of I(C). Currently many of the techniques

for calculating lower bounds rely on the absence of k-powers (such as proofs in

[87, 130]). In particular, Shallit and Wang show that for every x without k-powers,

x satisfies A(x) ≥ (|x|+ 1)/k. However, as C is a Champernowne sequence, long

enough prefixes will contain k-powers, i.e. there eventually is a substring x such

that x = uk for some string u.

However, one can easily identify an upper bound for I(C) as follows. Consider

prefixes of the form Cn+1 where n is a power of 2, i.e. we are in Case 1. The au-

tomaton in Figure 8.4 for Case 1, where the final state is contained appropriately

in the second loop, will uniquely accept the prefix and simple calculations give

us that I(C) ≤ 1/4.

One prefix x of C such that A(x)/|x| < 1/4 which is in Case 1 is C65. The

automaton for Case 1 in Figure 8.4 which uniquely accepts C65 has n1 = |C63|+

264 + 265 + 128 states. However, the number of states can be reduced further by

using two more loops for zones C62 and C63 instead of having a state for each of

their bits. Consider the DFA M̂ shown in Figure 8.5:

M̂ reads the prefix C61 · 062. It then traverses a loop for 1v62(d62)30061. It

then reads 03 and enters a loop for the string (1v63063)21. Following this it reads

01v64063 and then enters a loop for the string (1v64063)7. It then reads 065 and

enters a loop for the string (1v65065)5, with the final state being that state of this

loop after reading (1v65065)4 · 1v65. M̂ can be thought of as combining the DFAs

from Figure 8.4, but altering the length of the loops for the zones. Strings of

length |C65| that M̂ accepts satisfy the equation

|C61|+(262 ·31−1)a+(21 ·263)b+(7 ·(264−1))c+(5 ·265)d+65+264 = |C65| (8.9)
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where it must hold d ≥ 1 so the final loop is traversed to reach the accepting

state. a = 2, b = 3, c = 9 and d = 13 is the only non-negative integer solution to

Equation (8.9) and so M̂ uniquely accepts C65. M̂ has

n2 = |C61|+ 31 · 262 + 7 · 263 + 8 · 264 + 5 · 265 + 120

states which is less than n1. Hence M̂ gives us that A(C65)/|C65| < 0.173 < 1/4.

start
C61 · 062

(1v62(d62)30061)

03

(1v63063)21

01v64063

(1v64063)7

065

(1v65065)41v65065

Figure 8.5: Automaton M̂ for C65. The dashed arrows represent the missing
states belonging to their labels. The error state (the state traversed to if the bit
seen is not the expected bit) and arrows to it are not included.

While the above demonstrates that more than two loops can be used, the size

of the loops are limited in each case. The following remark examines the potential

lengths of the possible loops that can be used in an arbitrary Cn zone.

Remark 8.3.3. Let n ∈ N and s ≥ 0 and t ≥ 1 where t is odd such that n = 2st.

Let x ∈ {0, 1}∗ such that |x| ≥ n. If occ(xx,Cn) ≥ 1, then the possibilities for

the length of x include:

1. |x| = 2na, where 1 ≤ a ≤ b t
2
c,

2. |x| = 2nb− 1, where 1 ≤ b ≤ t,

3. |x| = (2nt− 1)c, where 1 ≤ c ≤ 2s−1.

Proof. Recall that Cn = B0 · · ·B2s−1, where for each i, Bi = dtn,i. So |Bi| = 2nt.

In the following we will write di instead of dn,i for notational clarity as we are
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exclusively examining zone Cn.

1. First suppose that occ(xx,Bi) ≥ 1 for some i, i.e. xx is contained in a full

block Bi. Assume n ≤ |x| < 2n. Then x can be factored into x = yz where

|y| = n and |z| < 2n − n. Thus yzy is a substring of Bi which has length

at most 2n + n − 1. By the construction of Bi, yzy is therefore a prefix of

σ = di[k..] · di[0..k + n − 2] for some k. For all τ ∈ {0, 1}n, occ(τ, σ) = 1,

however occ(y, σ) = 2, which is a contradiction.

Next suppose 2na < |x| < 2n(a + 1). If a > b t
2
c, then |xx| > |Bi| which

contradicts occ(xx,Bi) ≥ 1. Hence a ≤ b t
2
c. x can be factored into sub-

strings x = yz where |y| = 2na and |z| < 2n. Hence, yzy is a substring of

Bi. We therefore have that

yzy = (di[k..2
n − 1] · di[0..k − 1])a · z · (di[k..] · di[0..k − 1])a

for some k. This forces

z = (di[k..] · di[0..k − 1])c

for some c ≥ 1 or z = λ, both of which contradict the possible lengths of

z. Hence we must have that |x| = 2na, where 1 ≤ a ≤ b t
2
c establishing the

first case.

2. Next consider the case where xx is a substring of Cn such that the first x

is a suffix of block Bi and the second is a prefix of block Bi+1. This forces

x to be of the form di[1..] · (di)b where b < t, as otherwise, x is not a prefix

of Bi+1. Noting that for all i,

di[1..2
n − 1] · 0 = di+1 and di = 0 · di+1[0..2n − 2],
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we see that xx is a substring of Cn as

di[1..2
n − 1] · dbi = di[1..2

n − 1] · 0 · di[1..2n − 1] · db−1
i

= di+1 · di[1..2n − 1] · 0 · di[1..2n − 1] · db−2
i

= d2
i+1 · di[1..2n − 1] · db−2

i

...

= db−1
i+1 · di[1..2n − 1]

= db−1
i+1 · di+1[0..2n − 2].

As di[1..2
n − 1] · dbi is a suffix of Bi and db−1

i+1 · di+1[0..2n − 2] is a prefix of

Bi+1, this establishes the second case.

3. Next suppose xx is a substring of Cn where x can be factored into substrings

x = ywz such that y is a suffix of Bi, z is a prefix of Bi+c, and w =

Bi+1 · · ·Bi+c−1. This forces x to be of the form

x = di[k..] · dpi ·Bi+1 · · ·Bi+c−1 · dt−p−1
i+c · di+c[0..k − 1− c]

where p < t and c ≤ 2s−1. Note that |x| = (2nt−1)c. We have the previous

restriction on p and c as if p ≥ t then di[k..] · dpi is not a suffix of Bi and if

c > 2s−1 then |xx| > |Cn|.

To see this, we consider the simpler case of

x = di[k..] · dpi ·Bi+1 · dt−p−1
i+2 · di+2[0..k − 3]

and show that x can be parsed into the string

x = di+2[k − 1..] · dpi+2 ·Bi+3 · dt−p−1
i+4 · di+4[0..k − 5].
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We have that

di[k..] · dpi ·Bi+1 · dt−p−1
i+2 · di+2[0..k − 3]

= di[k..] · 0 · di[1..] · dp−1
i ·Bi+1 · dt−p−1

i+2 · di+2[0..k − 3]

= di+1[k − 1..] · di+1 · di[1..] · dp−2
i ·Bi+1 · dt−p−1

i+2 · di+2[0..k − 3]

...

= di+1[k − 1..] · dp−1
i+1 · di+1[1..] · dti+1 · d

t−p−1
i+2 · di+2[0..k − 3]

= di+1[k − 1..] · dpi+1 · di+1[1..] · dt−1
i+1 · d

t−p−1
i+2 · di+2[0..k − 3]

= di+1[k − 1..] · dpi+1 · di+2 · di+1[1..] · dt−2
i+1 · d

t−p−1
i+2 · di+2[0..k − 3]

...

= di+1[k − 1..] · dpi+1 · dt−1
i+2 · di+1[1..] · 0 · dt−p−2

i+2 [1..] · dt−p−2
i+2 · di+2[0..k − 3]

= di+1[k − 1..] · dpi+1 · dti+2 · di+2[1..] · dt−p−2
i+2 · di+2[0..k − 3]

= di+1[k − 1..] · dpi+1 ·Bi+2 · di+3 · di+2[1..] · dt−p−3
i+2 · di+2[0..k − 3]

...

= di+1[k − 1..] · dpi+1 ·Bi+2 · dt−p−2
i+3 · di+2[1..] · ·di+2[0..k − 3]

= di+1[k − 1..] · dpi+1 ·Bi+2 · dt−p−2
i+3 · di+2[1..] · 0 · di+2[1..k − 3]

= di+1[k − 1..] · dpi+1 ·Bi+2 · dt−p−1
i+3 · di+3[0..k − 4].

To see that xx is a substring of Cn, note then that x can be further parsed

again as above to get that

x = di+2[k − 2..] · dpi+2 ·Bi+3 · dt−p−1
i+4 · di+4[0..k − 5].
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Hence it follows that

xx = di[k..] · dpi ·Bi+1 · dt−p−1
i+2 · di+2[0..k − 3]︸ ︷︷ ︸
x

· di+2[k − 2..] · dpi+2 ·Bi+3 · dt−p−1
i+4 · di+4[0..k − 5]︸ ︷︷ ︸

x

= di[k..] · dpi ·Bi+1 · dti+2 ·Bi+3 · dt−p−1
i+4 · di+4[0..k − 5]

= di[k..] · dpi ·Bi+1 ·Bi+1 ·Bi+3 · dt−p−1
i+4 · di+4[0..k − 5]

which is a substring of Cn.

The case where w contains more than one full block Bi follows from this

case.

8.3.2 Remaining Calculations for Theorem 8.3.2

The following is the reasoning why Equation (8.7) from the proof of Theorem

8.3.2 gives us the upper bound of S(C). We perform similar calculations as in

the proof for Cases 1, 2 and 4 to see this.

Case 1: n is a power of 2.

Suppose we are in Case 1. Let pn+2 be such that C � m = Cn+1pn+2. We have

an automaton as in Case 1. It requires at most |Cn−1|+1+2n+2n+2n+1 + |pn+2|

states. Thus

A(C � m)

m
≤ |Cn−1|+ 1 + 2n+ 2n + 2n+1 + |pn+2|

|Cn+1|+ |pn+2|
.

For |pn+2| long enough, it is more beneficial to loop in Cn+2 instead of Cn and

use an automaton in the style of Case 4 since in the worst case scenario, n+2 has

the form 2s
′
t′. Such an automaton has at most |Cn| + 1 + n + 2n+1 + 2n+2(n+2

2
)
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states.

So for |pn+2| ≤ 2n(n− 1)− n+ 2n+2(n+2
2

), it holds that

A(C � m)

m
≤ |Cn−1|+ 1 + 2n+ 2n + 2n+1 + |pn+2|

|Cn+1|+ |pn+2|

≤
|Cn−1|+ 1 + 2n− n+ 2n + 2n(n− 1) + 2n+1 + 2n+2(n+2

2
)

|Cn+1| − n+ 2n(n− 1) + 2n+2(n+2
2

)

=
|Cn|+ 1 + n+ 2n+1 + 2n+2(n+2

2
)

|Cn+1| − n+ 2n(n− 1) + 2n+2(n+2
2

)
.

For j ≥ 1 such that 2n(n− 1)− n + 2n+2(n+2
2

) ≤ |pn+2| + j < |Cn+2|, we use

an automaton from Case 4 and have that

A(C � m)

m
≤

|Cn|+ 1 + n+ 2n+1 + 2n+2(n+2
2

)

|Cn+1| − n+ 2n(n− 1) + 2n+2(n+2
2

) + j
,

i.e. the number of states required remains constant. Furthermore

lim
n→∞

|Cn|+ 1 + n+ 2n+1 + 2n+2(n+2
2

)

|Cn+1| − n+ 2n(n− 1) + 2n+2(n+2
2

)
=

4

7
<

2

3
.

Case 2: n+ 1 is a power of 2

Suppose we are in Case 2. Let pn+2 be such that C � m = Cn+1pn+2. We have

an automaton as in Case 2. It requires at most |Cn−1| + n + 2n + 2n+1 + |pn+2|

states. Thus

A(C � m)

m
≤ |Cn−1|+ n+ 2n + 2n+1 + |pn+2|

|Cn+1|+ |pn+2|
.

For |pn+2| long enough, it is more beneficial to loop in Cn+2 instead of Cn and

use an automaton in the style of Case 1 as n + 2 is odd and n + 1 is a power

of 2. As the final state will be contained in the second loop, such an automaton

requires |Cn|+ 2 + 2n+ 2n+1 + 2n+2 states.
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Thus for |pn+2| ≤ 2 + n+ 2n(n− 1) + 2n+2, it holds that

A(C � m)

m
≤ |Cn−1|+ n+ 2n + 2n+1 + |pn+2|

|Cn+1|+ |pn+2|

≤ |Cn−1|+ 2 + n+ n+ 2n + 2n(n− 1) + 2n+1 + 2n+2

|Cn+1|+ 2 + n+ 2n(n− 1) + 2n+2

=
|Cn|+ 2 + 2n+ 2n+1 + 2n+2

|Cn+1|+ 2 + n+ 2n(n− 1) + 2n+2
.

For j ≥ 1 such that 2 + n+ 2n(n− 1) + 2n+2 ≤ |pn+2|+ j < |Cn+2|, we use an

automaton from Case 1 and have that

A(C � m)

m
≤ |Cn|+ 2 + 2n+ 2n+1 + 2n+2

|Cn+1|+ 2 + n+ 2n(n− 1) + 2n+2 + j
,

i.e. the number of states required remains constant. Furthermore

lim
n→∞

|Cn|+ 2 + 2n+ 2n+1 + 2n+2

|Cn+1|+ 2 + n+ 2n(n− 1) + 2n+2
=

2

5
<

2

3
.

Case 4: n+ 1 is even but not a power of 2

Suppose we are in Case 4, i.e. n+ 1 = 2st for some s ≥ 1 and t ≥ 3 odd. Let

pn+2 be such that C � m = Cn+1pn+2. We have an automaton as in Case 4. It

requires at most |Cn−1|+ n+ 2n + 2n+1t+ |pn+2| states.

Thus

A(C � m)

m
≤ |Cn−1|+ n+ 2n + 2n+1t+ |pn+2|

|Cn+1|+ |pn+2|
.

For |pn+2| long enough, it is more beneficial to loop in Cn+2 instead of Cn and

use an automaton in the style of Case 3 as n + 2 is odd and n + 1 is even but

not power of 2. As the final state will be contained in the second loop, such an

automaton requires |Cn|+n+2n+1t+2s+2n+2 states. As 2s ≤ n/3, we have that

the number of states required is bounded above by |Cn|+ 4n/3 + 2n+1t+ 2n+2.
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So for |pn+2| ≤ n/3 + 2n(n− 1) + 2n+2, it follows that

A(C � m)

m
≤ |Cn−1|+ n+ 2n + 2n+1t+ |pn+2|

|Cn+1|+ |pn+2|

≤
|Cn−1|+ n+ n

3
+ 2n + 2n(n− 1) + 2n+1t+ 2n+2

|Cn+1|+ n
3

+ 2n(n− 1) + 2n+2

=
|Cn|+ 4n

3
+ 2n+1t+ 2n+2

|Cn+1|+ n
3

+ 2n(n− 1) + 2n+2

For j ≥ 1 such that n/3 + 2n(n− 1) + 2n+2 ≤ |pn+2| + j < |Cn+2|, we use an

automaton from Case 3 and have that

A(C � m)

m
≤

|Cn|+ 4n
3

+ 2n+1t+ 2n+2

|Cn+1|+ n
3

+ 2n(n− 1) + 2n+2 + j
,

i.e. the number of states required remains constant. Furthermore

lim
n→∞

|Cn|+ 4n
3

+ 2n+1t+ 2n+2

|Cn+1|+ n
3

+ 2n(n− 1) + 2n+2
≤ lim

n→∞

|Cn|+ 4n
3

+ 2n+1 (n+1)
2

+ 2n+2

|Cn+1|+ n
3

+ 2n(n− 1) + 2n+2

=
3

5
<

2

3
.

8.4 Summary

In this chapter we explored whether normal sequences must have maximal au-

tomatic complexity. We answered this first in Theorem 8.2.2 by constructing a

normal sequence T such that S(T ) ≤ 1/2. This separates automatic complexity

from other finite-state based complexities where normal sequences have maximal

complexity. We furthermore showed that I(T ) = 0 which demonstrates that

longer prefixes of T have arbitrarily small automatic complexity.

We further demonstrated the existence of a Champernowne sequence C and

showed that S(C) ≤ 2/3 in Theorem 8.3.2. This shows that even amongst a
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restricted class of normal sequences in terms of how they must be constructed,

normal sequences with non-maximal automatic complexity exist. We further

showed that the size of the loops used in DFAs which uniquely accept C are

restricted. Is there a limit to the number of beneficial loops we can use to ensure

prefixes of C are uniquely accepted? We leave open the question of finding a

lower bound for the value of I(C).
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Chapter 9

Concluding Remarks

In this thesis we offered new insights into the study of the complexity of se-

quences in various settings involving finite-state automata and transducers, along

with popular compression algorithms. This was done to avoid the uncomputabil-

ity of Kolmogorov complexity. This research had two main goals. Firstly, we

aimed to develop new feasible notions of Bennett’s Logical Depth and to exam-

ine their properties. Secondly, to identify whether normal sequences must have

maximal complexity in certain compression-based and finite automata settings.

We summarise below the core contributions of each chapter before discussing and

identifying some of the limitations of this research and potential future areas of

work.

To achieve our first goal, using Moser’s framework for depth, four new notions

of depth were studied. This began in Chapter 3 where we expanded upon Doty

and Moser’s infinitely often finite-state depth to develop an almost everywhere

finite-state depth notion. This brings the study of finite-state depth more in

line with Bennett’s original version which is an almost everywhere notion. Like

Doty and Moser’s, our notion was based on the minimal length of an input string

required by finite-state transducers to output a desired string. We demonstrated

that normal sequences, that is FS-incompressible sequences, are not deep in our
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notion and that a slow growth law applies, thus showing that our notion satisfies

two of the fundamental laws of depth. By cleverly using repeated blocks of

repetitions of finite-state random strings, we constructed an almost everywhere

finite-state deep sequence. We furthermore showed that our notion differs from

Doty and Moser’s by constructing a sequence which is deep in their notion but

not in ours.

In Chapter 4 we followed up by developing a notion of depth based on in-

formation lossless pushdown compressors. We showed that our pushdown depth

satisfied all the fundamental properties of depth: ILUPDC-trivial and ILPDC-

incompressible sequences are not deep and that a slow growth law holds. We also

differentiated our pushdown depth from Doty and Moser’s finite-state depth as

follows. We first constructed a sequence which is deep in their finite-state depth

notion and showed it is not pushdown deep. We then proved the existence of

a sequence which is pushdown deep, and if it is deep in their finite-state depth

notion, it must have a low finite-state depth level.

In Chapter 5, a depth notion based on the Lempel-Ziv 78 algorithm was pre-

sented. This was based on the difference in compression of the Lempel-Ziv 78

algorithm against all lossless finite-state compressors. We showed that sequences

with a finite-state strong dimension of 0 and which are Lempel-Ziv 78 incompress-

ible are not LZ-deep. With regards to normal sequences, we showed that there

exists normal sequences which are LZ-deep. This automatically differentiates LZ

depth from both version of finite-state depth studied in this thesis. We success-

fully separated LZ-depth from pushdown depth by presenting the existence of a

sequence which is LZ-deep but not pushdown deep. We also showed that there

exists sequences which are pushdown deep, and if they are LZ-deep, have a low

LZ depth level.

The final new depth notion we developed was presented in Chapter 6. It

was based on the difference between the minimal length of inputs required by
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a finite-state transducer and by a pebble transducer to output the same string.

We demonstrated that a slow growth law held, sequences which do not have

a finite-state strong dimension of 0 are not deep and sequences which are PB-

incompressible are not deep. By utilising the ability of certain pebble transduc-

ers to compute the pref function, we demonstrated the existence of a normal

sequence which is pebble deep, thus differentiating it from both versions of finite-

state depth. Similarly, by utilising the two-way nature of pebble transducers, we

showed that there exists a sequence which is pebble deep, and if it is LZ-deep,

has a low depth level. A preliminary investigation into comparing pebble depth

with pushdown depth was also conducted, but a full separation was not achieved.

In Chapter 7 we performed the first analysis of the Prediction by Partial

Matching family of compressor algorithms on normal sequences. The main result

of this chapter was showing that there exists a Champernowne sequence C which

can be fully compressed by the PPM* algorithm, that is, R
PPM*(C) = 0. We

furthermore showed that regardless of what upper bound of context length is used,

normal sequences cannot be compressed by Bounded PPM. We also conducted a

preliminary investigation into comparing Bounded PPM and PPM*. We showed

that for every bound t, there exists a sequence St such that on long enough

prefixes of St, PPM*’s output’s length is roughly t times longer than PPMt’s.

We concluded in Chapter 8 by exploring whether normal sequences must have

maximal automatic complexity. Being a finite automata based complexity ap-

proach, as with many other finite-state based complexities, one might assume

they must. Our investigation shows that the answer is no. We first showed that

there exists a normal sequence which has infinitely many prefixes whose auto-

matic complexity can get arbitrarily close to 0. We also showed that for the

same sequence, the automatic complexity of its prefixes never goes above 1/2

for long enough prefixes. We furthermore studied the automatic complexity of a

specific Champernowne sequence and showed that the automatic complexity of
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its prefixes never goes above 2/3 for long enough prefixes. This illustrates that

even amongst a restricted class of normal sequences in terms of how they must

be constructed, normal sequences with non-maximal automatic complexity exist.

9.1 Limitations and Potential Future Work

As discussed in Section 2.3.1, many of the choices made when developing new

notions of depth can seem arbitrary. In an effort to create a meaningful notion, i.e.

one which satisfies all of or most of the fundamental properties of depth, sacrifices

are made in terms of the succinctness of the notion to achieve this goal. In this

section we shall identify some of the limitations of the depth notions developed in

this thesis and identify areas where future research could be performed to improve

them. We also identify some open questions which remain in this thesis.

For the depth notions developed, we tried to show that they satisfy a subset

of the fundamental properties of Bennett’s depth: deep sequences exist, random

sequences are not deep, trivial sequences are not deep, and that a slow growth

law holds. There is one other property of Bennett’s depth we did not study:

the property of deep sequences being useful. For each notion developed, can

analogous results to Theorem 2.3.12 be found (which states that every Bennett

deep sequence is weakly useful in the sense of Definition 2.3.11)? Other feasible

depth notions previously studied satisfy analogous properties such as Doty and

Moser’s polynomial-time depth [57].

Weakly useful sequences are related to Turing reductions. Hence to explore

the question, we must develop approaches to performing reductions in each of our

settings. Similar ideas have been explored by Becher et al. in [12] (and further

explored in [4]) in which a notion of finite-state independence is developed. Here,

two sequences are independent if neither sequence aids in the compression of the

other via finite-state compressors when provided as a secondary input. Hence,
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one potential avenue for developing a finite-state usefulness notion would be to

find two sequences which are not FS-deep but when the secondary sequence is

provided as an auxiliary input, they become FS-deep in this altered setting. Here,

both sequences could be considered ‘useful’ in helping to find minimal descriptions

for prefixes of the other.

In Chapter 3, our almost everywhere finite-state depth notion has one clear

potential area of improvement. For instance, one limitation we had was the need

to switch the order of quantifiers in Definition 3.3.2 of a.e. FS-depth in contrast

to the original i.o. notion’s Definition 3.3.1. Ideally we would have a definition

where the depth-level achieved would be the same for each k as opposed to varying

based on the value of k being examined, i.e. a single α as opposed to differing

αk’s. That is, we would like a notion where a sequence S is a.e. FS-deep if

(∃α > 0)(∀k ∈ N)(∃k′ ∈ N)(∀∞n ∈ N)Dk
FS(S � n)−Dk′

FS(S � n) ≥ αn.

This above limitation led to a second limitation for our notion of having to hard-

code the property of FS-trivial sequences not being deep into the definition. The

development of a such an almost everywhere notion is left open.

As discussed in Section 3.2.1, the finite-state dimension of sequences has been

widely studied. We showed in Theorem 3.3.5 that sequences with a finite-state

dimension of 1 are not deep. A question that could be explored in the future is

whether for all 0 < s < 1, does there exist a FS-deep sequence (in either our a.e.

notion or Doty and Moser’s i.o. notion) which has a finite-state dimension of s?

In Chapter 4, our pushdown depth was based on the difference between

ILUPDCs and ILPDCs. While it mirrors Bennett’s idea of comparing H t against

H, ILUPDCs are much more restricted than ordinary ILPDCs. Can a pushdown

notion of depth be developed which compares ILPDCs against ILPDCs? Fur-

thermore, the version of depth presented in this chapter is based on compressors.
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An open question is whether or not a worthwhile notion can be developed which

takes on the minimal description approach of Bennett’s depth and the finite-state

versions in Chapter 3. One obstacle to this currently is finding analogous results

to Lemmas 3.3.9 and 3.3.12. While in the finite-state setting, if xy is a description

for vw and x is a description for v via some FST, y can become a description for

w by simply altering the start state in the FST. This is not as straightforward

for pushdown transducers as the stack contents after reading x may play a vital

role in the outputting of w while reading y.

With regards to Theorem 4.4.3, the factor of 1/2 may be a fundamental con-

stant in demonstrating a difference between the notions. In essence, an ILPDC

must act similarly to an ILFST when pushing characters onto its stack or when

it is not altering it, as in such cases the ILPDC has only one extra bit of infor-

mation (the top of its stack) compared to an ILFST. The ILPDC only gains an

advantage when it is popping bits from its stack to compare against its input.

As the ILPDC can only pop as many characters from its stack that it pushed

on, this gives rise to the 1/2 term. As such, we leave open as to whether there

exists a sequence S such that for 0 < β < 1/2, PD-depth(S) > 1/2 while i.o.

FS-depth(S) < β.

Other questions exist also. For instance, does there exist a pushdown deep

normal sequence? Results from [11] show that normal sequences are not com-

pressible by any ILUPDC. As such, based on our current definition of PD-depth,

the existence of a PD-deep normal sequences hinges on whether or not there ex-

ists a normal sequence which is compressible by some ILPDC. This is currently

an open question.

With regards to pebble depth in Chapter 6, depth was defined based on com-

paring finite-state transducers against pebble transducers. As discussed in Sec-

tion 6.4, can a meaningful notion of depth be developed which compares the

descriptional complexity of pebble transducers against other pebble transducers
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as opposed to against finite-state transducers? A full comparison with PD-depth

is also not performed. Both Theorems 5.5.2 and 6.3.11 and Remark 6.3.14 present

sequences which are both PB-deep and PD-deep. Neither makes use of the ability

of pebble transducers to compute the pref function. Perhaps this is the approach

to take to identify a sequence which is PB-deep but not PD-deep? Similarly, does

there exist a sequence which is LZ-deep but not PB-deep?

In this thesis, knowing that PB-incompressible sequences exist was sufficient

for our desired results. Based on this, a result which could also potentially be

expanded upon is Lemma 6.3.4 in which we showed that ML-random sequences

are PB-incompressible. Just as it is known that a sequence is FS-incompressible if

and only if the sequence is normal, a similar result which classifies what sequences

are PB-incompressible is welcome.

Away from depth, potential avenues of research are evident Chapter 7. As

discussed previously in the Chapter 1 and Section 3.2.2, normal sequences and

incompressible sequences are equivalent in many variations of finite-state com-

pressibility [11, 14, 35]. Similarly, it is known that for any sequence S which

satisfies ρLZ(S) = 1, S is normal [97]. While in Theorem 7.3.8 it was shown

that there exists a normal sequence C such that R
PPM*(C) = 0, a similar re-

sult which answers the question as to whether or not for for any sequence C ′

which satisfies ρ
PPM*(C ′) ≥ 1, must C ′ be normal is open. Is it possible to take

a non-normal sequence and add in ‘adversarial’ bits periodically in a way which

maintains non-normality but results in the sequence being PPM*-incompressible?

In Section 7.4 we showed that one can construct a simple sequence St such

that PPM*’s output on prefixes of St is t times longer than PPMt’s output.

However, R
PPM*(St) = R

PPM*(St) = 0, meaning that St is highly compressible

by both compressors. For a fixed t, does there in fact exist a sequence S ′ such that

RPPMt(S
′) < ρ

PPM*(S ′), meaning that PPMt compresses S ′ better than PPM*?

Furthermore, does there exist a sequence S ′′ such that for all t, RPPMt(S
′′) <
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ρ
PPM*(S ′′)? In this case, S ′′ must be cleverly constructed such that regardless of

the maximum context length chosen, Bounded PPM always performs better than

PPM*. A comparison between PPM and other compression algorithms, such as in

the vein of Mayordomo, Moser and Perifel’s work in [109] can still be undertaken.

For instance, Theorem 7.3.8 demonstrates the existence of a sequence C such

that R
PPM*(C) = 0 but ρLZ(C) = 1. Does there exist a sequence such that the

converse holds? The question of separating PPM from pushdown compression is

also open.

In Chapter 8, we asked the question as to whether or not there exists a normal

sequence T such that its upper automatic complexity ratio satisfies S(T ) < 1.

We answer this question positively in Theorems 8.2.2 and 8.3.2. However, this

question may be redundant in the sense that it is currently unknown as to whether

or not the set {T ∈ {0, 1}ω |S(T ) = 1} is non-empty. The answer to this is not

obvious since it holds that for almost every string x, A(x) ≤ 3/4+O(
√
|x| log |x|)

as stated in Equation 8.1.

Alternatively, we could consider the non-deterministic approach as first in-

troduced by Hyde [83] (denoted by AN). In this setting, it is known that every

string x satisfies AN(x) ≤
⌊ |x|

2

⌋
+ 1 [83, 84]. It is also known that this bound is

tight [84]. Similarly, it is known that for all ε > 0, for almost every string x it

holds that AN(x) ≥ |x|/(2 + ε) [89]. This means that almost every string x has a

non-deterministic automatic complexity close to 1/2. While we were able to show

that there exists a normal sequence T such that S(T ) ≤ 1/2 in Theorem 8.2.2, we

would be interested in knowing whether there exists a normal sequence T ′ such

that S(T ′) < 1/2, i.e. its automatic complexity, and hence its non-deterministic

automatic complexity, lies outside of this ‘close to 1/2’ range.

219



Bibliography

[1] Pilar Albert, Elvira Mayordomo, and Philippe Moser. Bounded pushdown

dimension vs Lempel Ziv information density. In Adam R. Day, Michael R.

Fellows, Noam Greenberg, Bakhadyr Khoussainov, Alexander G. Melnikov,

and Frances A. Rosamond, editors, Computability and Complexity - Essays

Dedicated to Rodney G. Downey on the Occasion of His 60th Birthday, vol-

ume 10010 of Lecture Notes in Computer Science, pages 95–114. Springer,

2017. doi:10.1007/978-3-319-50062-1\_7.

[2] Pilar Albert, Elvira Mayordomo, Philippe Moser, and Sylvain Perifel. Push-

down compression. In Susanne Albers and Pascal Weil, editors, STACS

2008, 25th Annual Symposium on Theoretical Aspects of Computer Sci-

ence, Bordeaux, France, February 21-23, 2008, Proceedings, volume 1 of

LIPIcs, pages 39–48. Schloss Dagstuhl - Leibniz-Zentrum für Informatik,

2008. doi:10.4230/LIPIcs.STACS.2008.1332.

[3] Eric Allender, Harry Buhrman, Michal Koucký, Dieter van Melkebeek,
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