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Abstract— This paper investigates string stability issues in
homogeneous strings of strictly proper feedback control systems
with unidirectional nearest neighbour communications, using
only linear systems with two integrators in the loop. We show
under which conditions the inducedL2-norm of the disturbance
to error transfer function is bounded independently of the string
length and derive a formula for the infimal time headway to
guarantee string stability.

I. I NTRODUCTION

One control objective in the field of coordinated systems
is formation control. In formation control a group of vehicles
should follow a given group trajectory and in addition every
vehicle needs to maintain a prescribed distance to the sur-
rounding vehicles. Increasing commercial and private vehicle
traffic motivates a growing interest in the one dimensional
version of this problem which is often called ‘platooning’.In
this case we focus on a linear string of automobiles driving
in a column.

In its simplest form platoon control requires a constant
distance between the vehicles and the lead vehicle follows
a given trajectory, e.g. [1]–[5]. To simplify communication
requirements we consider the case where the automobiles are
equipped with a local controller based on sensing the distance
to the preceding vehicle. We call the stringhomogeneousif
the dynamics of the vehicle and controller are independent
of location in the string.

If every controller only uses the information of the
separation to its predecessor the system structure will be
triangular. Hence, studying the stability of the system is
relatively easy. In other words, for a fixed string length,
and appropriately designed local controllers, asymptoticand
input-output stability can be guaranteed. Unfortunately,in
some cases, these forms of stability are not uniform with
respect to string length, and as the string length grows, the
disturbance response may grow without bound. This effect
is referred to as ‘string instability’.

In the past, different definitions of string stability have
been utilised. While most researchers work with input-output
formulations, definitions involving the initial conditions and
state space formulations can also be found, [6]. Due to easier
handling working with the Euclidean norm, [7], [8], is often
preferred to the use of the maximum norm, [9].
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It has been shown that it is not possible to achieve string
stability in a homogeneous string of strictly proper feed-
back control systems with nearest neighbour communications
when using only linear systems with two integrators in the
open loop and constant inter-vehicle spacing, [3]. This result
is independent of the particular linear controller design,[7],
[10]. The problem was also studied using partial differential
equations, [11], [12] from the perspective of the slowest
closed loop eigenvalue for problems with bidirectional con-
trol. However, string stability can be guaranteed with a
speed dependent inter-vehicle spacing policy (also called
‘time headway policy’), [13]. Other research was done on
heterogeneous strings, i.e. the particular controller depends
on the position within the string, [8], [14] and on nonlinear
spacing policies, [15].

We would like to present a precise discussion of string
stability of a homogeneous system with two integrators in
the open loop of the subsystem and unidirectional nearest
neighbour communication. First we will clarify the notation
used and derive the disturbance-to-error-transfer function in
Section II. Thereafter we will show that string instability
can be avoided using a time headway policy only if the
time headway is sufficiently large. In particular, we derivea
formula for the infimal time headway to guaranteeL2-string
stability in Section III. In Section IV string stability in theL2

sense will be proved using a sufficiently large time headway.
Examples in Section V illustrate the results.

II. PRELIMINARIES

We wish to discuss the stability of a simple chain of
N vehicles where all but the first should keep a fixed
distancexd to their predecessor. The first car follows a
given trajectory. We will choose the same vehicle model with
transfer functionP (s) and the same linear controllerC(s)
for every subsystem, i.e. every car. The open loop transfer
function L(s) has exactly two poles at the origin,L(s) =
P (s)C(s) = 1

s2 L̃(s) with L̃(0) 6= 0. The position of theith
vehicle xi depends on the disturbancedi and the actuator
signal of theith controllerui. The local control objective is
to force the separation errorei to zero. Measurement noise
is neglected for simplicity.

xi = P (s) (ui + di) (1)

ui = C(s)ei (2)

ei = xi−1 − xi − xd (3)
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Fig. 1: Block diagram of the linear system with time headway

with the vector of error signalse(t) =
(
e1 e2 · · · eN

)T
and

the disturbancesd(t) =
(
d1 d2 · · · dN

)T
. It is known that

the absolute value of the complementary sensitivity function
of a single subsystem,T (s) = L(s)

1+L(s) , is greater than one
for a range of frequenciesω ∈ (ω−,ω+), and that the
system therefore will be ‘string unstable’ for constant spacing
(xd = const), [3], [7].

We consider the following definition ofL2-string stability:
Definition 1 (L2-String Stability): Consider a string ofN

dynamic systems with the local error signalei and the distur-
bancedi. The error signalse(t) depend on the disturbances
d(t) in the following manner:

e(t) = He,d(s) ∗ d(t) (4)

wheree, d ∈ R
N , N ∈ N and He,d(s) : RN → R

N . The
system (4) isL2-string stable if given anyǫ > 0 there exists
a δ > 0 such that

||d(·)||i2 < δ ⇒ ||e(·)||i2 < ǫ

whereδ is independent of the string lengthN . •
Since using a constant spacing policy the system is string

unstable, a linear time headwayh is incorporated in the feed-
back path. In addition to a fixed vehicle separation, a velocity
vi dependent distance is required between the vehicles,xd =
xd0

+hvi. To simplify the following derivations and because
we are interested in the disturbance to error behaviour we
shall setxd0

= 0 below. The complementary sensitivity
function of the new subsystem (shown in Fig. 1) isΓ(s) =

P (s)Ch(s)
1+P (s)Ch(s)Q(s) = 1

Q(s)
P (s)C(s)

1+P (s)C(s) with Ch(s) = C(s)
Q(s) and

Q(s) = hs + 1.
Since the output of the(i−1)th subsystem (positionxi−1)

is the reference signal for theith system with the outputxi,
we can write the transfer functionHxi,xi−1

(s) = Γ(s).
Consider a disturbancedi(s) that enters theith sub-

system between the controllerCh(s) and the plant
P (s). It affects the output of theith subsystem with
Hxi,di

(s) = C−1
h (s)Γ(s).

xi(s) = Γ(s)xi−1(s) + C−1
h (s)Γ(s)di(s) (5)

The error signalei for 2 ≤ i ≤ N can be expressed as

ei(s) = xi−1(s) − Q(s)xi(s)

= Γ(s) (xi−2(s) − Q(s)xi−1(s))

+ Γ(s)C−1
h (s) (di−1(s) − Q(s)di(s))

= Γ(s)ei−1(s)

+ Γ(s)C−1
h (s) (di−1(s) − Q(s)di(s)) (6)

In vector form, we can write

e =








0 0
Γ(s) 0

. . .
. . .

0 Γ(s) 0








e

+








−Q(s) 0
1 −Q(s)

. . .
. . .

0 1 −Q(s)








Γ(s)C−1
h (s)d

=








1 0
−Γ(s) 1

. . .
. . .

0 −Γ(s) 1








︸ ︷︷ ︸

Γ̃

−1

·








−1 0
Q−1(s) −1

. . .
. . .

0 Q−1(s) −1








︸ ︷︷ ︸

Q̃

Γ(s)C−1(s)d (7)

with He,d = Γ̃−1Q̃Γ(s)C−1(s).
We wish to discus string stability according to Defi-

nition 1. That is, we requireL2 bounded error signals
independent of the string lengthN for any vector ofL2

bounded disturbances. Thus, the inducedL2-norm of the
operatorHe,d must be bounded independently ofN .

The inducedL2-norm of a matrix operatorA(jω) is the
supremum over frequency of its largest singular value,σmax:

||A(jω)||i2 = ess sup
ω∈R

σmax(A(jω)) = ess sup
ω∈R

√

λmax(A∗A)

(8)

WhereĀ is the complex conjugate ofA andA∗ its Hermitian
adjoint with (A∗)i,j =

(
Ā
)

j,i
.

III. I NDUCED NORM OFHe,d FOR ||Γ|| > 1

Lemma 1 (String instability for||Γ|| > 1): Suppose the
disturbance to error performance of an interconnected system
is described by (7), whereΓ(s) = 1

Q(s)
P (s)C(s)

1+P (s)C(s) and
Q(s) = hs + 1 and the controllerC(s) internally stabilises
the plantP (s). Suppose also that there exists a frequency
ω0 such that|Γ(jω0)| > 1, then there exists aτ0 > 0 such
that ||He,d||i2 = ||Γ̃−1Q̃Γ(s)C−1(s)||i2 ≥ |Γ(jω0)|N τ0.

Proof: The over all disturbance-to-error-transfer func-
tion He,d is

He,d = Γ̃−1Q̃ΓC−1

=










−1 0
Q−1 − Γ −1

Γ(Q−1 − Γ) Q−1 − Γ −1
...

...
. . .

ΓN−2(Q−1 − Γ) ΓN−3(Q−1 − Γ) · · · −1










ΓC−1



Note that

||He,d||i2 = ess sup
ω∈R

||He,d(jω)||i2

≥ ess sup
ω∈R

max
i,j

∣
∣
∣(He,d)ij

∣
∣
∣

≥ ess sup
ω∈R

∣
∣ΓN−2(Q−1 − Γ)ΓC−1

∣
∣

= ess sup
ω∈R

|Γ|N−1 ∣∣(Q−1 − Γ)
∣
∣
∣
∣C−1

∣
∣ (9)

The last equality holds becauseΓ, Q andC are scalar transfer
functions. Under the assumption that there exists a non zero1

frequencyω0 for which |Γ(jω0)| > 1, [6], [9], the absolute
value of (Q−1 − Γ) and C−1 cannot be zero atω0 as we
now demonstrate. First, supposeC−1(jω0) = 0. So C(s)
has two poles ats = ±jω0. Since a marginally stable pole
zero cancellation would contradict internal stability of the
loop P (jω0) cannot be zero. Hence,

Γ(jω0) =
1

Q(jω0)

P (jω0)C(jω0)

1 + P (jω0)C(jω0)

=
1

Q(jω0)

1
C−1(jω0)
P (jω0) + 1

=
1

Q(jω0)
(10)

and thus|Γ(jω0)| = |Q−1(jω0)| < 1 which contradicts the
first assumption that|Γ(jω0)| > 1. Also, the magnitude of
Q−1(jω0) − Γ(jω0) cannot be zero because|Q−1| < 1 for
all frequencies greater than zero and|Γ(jω0)| > 1.

Therefore the inducedL2-norm of He,d will grow expo-
nentially with the string lengthN and the system will be
string unstable withτ0 = |C−1(jω0)||Q−1(jω0) − Γ(jω0)|.

Thus, one necessary condition for string stability is that
|Γ(jω)| ≤ 1 for all ω. Note that

|Γ(jω)|2 =
1

1 + ω2h2

∣
∣
∣
∣

L(jω)

1 + L(jω)

∣
∣
∣
∣

2

≤ 1 ∀ω (11)

Hence the infimal time headway essential to permit string
stability (since otherwise||Γ||i2 > 1) is h0

h0 :=

√
√
√
√
√
√max

ω






∣
∣
∣

L(jω)
1+L(jω)

∣
∣
∣

2

− 1

ω2




 (12)

Since the maximum in (12) can be attained atω = 0 or at
at least oneω0 6= 0, we will distinguish between two cases:

(a) The maximum in (12) is attained atω = 0
only. Using L’Hôpital’s Rule and the fact that
L̃(0) = ¯̃L(0) =

∣
∣
∣L̃(0)

∣
∣
∣ condition (12) becomes

h0 = lim
ω→0

√
√
√
√

∣
∣
∣

L(jω)
1+L(jω)

∣
∣
∣

2

− 1

ω2
=
√

2
/∣
∣L̃(0)

∣
∣ (13)

1SinceΓ(0) = 1, ω0 6= 0.

Hence, choosingh =
√

2
/∣
∣L̃(0)

∣
∣ guarantees that

|Γ| ≤ 1 and |Γ| = 1 only at ω = 0. In fact, this
condition has a simple geometric interpretation. For

h =
√

2
/∣
∣L̃(0)

∣
∣ the second derivative of|Γ| atω = 0 is

zero, d2

dω2 |Γ(ω)|
∣
∣
∣
ω=0

= 0. Since|Γ| is equal to 1 at the
origin, it would be greater than 1 for some frequency
ω′ > 0 if its second derivative at the origin would be
greater or equal to zero.

(b) The maximum in (12) is attained at at least oneω0 6= 0.
In that case|Γ| ≤ 1 and |Γ| = 1 only at ω = 0 and
ω = ω0. Condition (12) becomes

h0 =

√
∣
∣
∣

L(jω0)
1+L(jω0)

∣
∣
∣

2

− 1

ω0
(14)

IV. I NDUCED NORM OFHe,d FOR |Γ| ≤ 1

As we have seen that string stability cannot be achieved
for a system with a time headway less thanh0 we will now
choose a time headway ofh > h0.

Lemma 2 (String stability forh > h0): Suppose the dis-
turbance to error performance of an interconnected system
is described by (7), whereΓ(s) = 1

Q(s)
P (s)C(s)

1+P (s)C(s) and
Q(s) = hs + 1. Suppose the time headwayh is strictly
greater thanh0 as defined in (12) and the controllerC(s)
internally stabilises the plantP (s). Then there exists aτ0

such that||He,d||i2 = ||Γ̃−1Q̃Γ(s)C−1(s)||i2 ≤ τ0.
Proof: Using the structure of̃Γ and Q̃ we can write

He,d as

He,d = Γ̃−1Q̃ΓC−1

=







−I + Γ̃−1

(
Q−1 − Γ

)








0 0
1 0
. . .

. . .
0 1 0















ΓC−1 (15)

Using the triangle inequality we can bound the inducedL2-
norm of He,d as

||He,d||i2 ≤
(

1 +
∣
∣
∣

∣
∣
∣Γ̃−1

(
Q−1 − Γ

)
∣
∣
∣

∣
∣
∣
i2

)

|Γ|i2
∣
∣C−1

∣
∣
i2

(16)
Since the norms ofΓ andC−1 do not depend on the string
length, the norm of̃Γ−1

(
Q−1 − Γ

)
can be used to bound

||He,d||i2 .

∣
∣
∣

∣
∣
∣Γ̃−1(Q−1 − Γ)

∣
∣
∣

∣
∣
∣
i2

= ess sup
ω∈R

((

σmin

(

Γ̃
))−1∣

∣Q−1 − Γ
∣
∣

)

(17)
Using the Gersgorin-Theorem (see e.g. [16]), we can esti-
mate the minimal Eigenvalue of a matrix.

λmin(A) ≥ max






min

i



aii −
n∑

j=1,j 6=i

|aij |



 ,

min
j



ajj −
n∑

i=1,i6=j

|aij |










(18)



For Γ̃∗Γ̃ we obtain

λmin

(

Γ̃∗Γ̃
)

≥ min
{
1 + |Γ|2 − |Γ|, 1 + |Γ|2 − 2|Γ|, 1 − |Γ|

}

= 1 + |Γ|2 − 2|Γ| = (1 − |Γ|)2 (19)

Thus, the inducedL2-norm ofΓ̃−1(Q−1−Γ) can be bounded
as
∣
∣
∣

∣
∣
∣Γ̃−1(Q−1 − Γ)

∣
∣
∣

∣
∣
∣
i2

≤ ess sup
ω∈R

|Q−1 − Γ|
1 − |Γ|

= ess sup
ω∈R

|Q−1| 1
|1+L|

1 − |Q−1| |L|
|1+L|

= ess sup
ω∈R

1

|Q||1 + L| − |L| (20)

and from (16)

||He,d||i2 ≤
(

1 + ess sup
ω∈R

1

|Q||1 + L| − |L|

)

· ess sup
ω∈R

|Γ|ess sup
ω∈R

∣
∣C−1

∣
∣ (21)

since|Γ| and
∣
∣C−1

∣
∣ are bounded independently of the string

length N . However, we need to have a closer look at (21)
for ω = 0, where|Γ(0)| = 1.

lim
ω→0

1

|Q||1 + L| − |L|

= lim
ω→0

1

√
h2ω2 + 1

√

1 − 1
ω2

(

L̃ + ¯̃L
)

+ 1
ω4

∣
∣
∣L̃
∣
∣
∣

2

− 1
ω2

∣
∣
∣L̃
∣
∣
∣

= lim
ω→0

ω2

√
h2ω2 + 1

√

ω4 − ω2
(

L̃ + ¯̃L
)

+
∣
∣
∣L̃
∣
∣
∣

2

−
∣
∣
∣L̃
∣
∣
∣

(22)

Using L’Hôpital’s Rule, (22) becomes

lim
ω→0

1

|Q||1 + L| − |L|

= lim
ω→0

(

1

2

h2

√
h2ω2 + 1

√

ω4 − ω2
(

L̃ + ¯̃L
)

+
∣
∣
∣L̃
∣
∣
∣

2

+
√

h2ω2 + 1

· 1

2

2ω2 −
(

L̃ + ¯̃L
)

− ω2 d
dω2

(

L̃ + ¯̃L
)

+ 2
∣
∣
∣L̃
∣
∣
∣

d
dω2

∣
∣
∣L̃
∣
∣
∣

√

ω4 − ω2
(

L̃ + ¯̃L
)

+
∣
∣
∣L̃
∣
∣
∣

2

− d

dω2

∣
∣
∣L̃
∣
∣
∣

)−1

=
1

1
2h2

∣
∣
∣L̃(0)

∣
∣
∣− 1

2
L̃(0)+¯̃L(0)

|L̃(0)|
(23)

At zero frequencỹL(0) = ¯̃L(0) =
∣
∣L̃(0)

∣
∣. Sinceh is strictly

greater thanh0 and therefore greater than
√

2
/∣
∣L̃(0)

∣
∣,

limω→0

(
|Q||1 + L| − |L|

)−1
is bounded. Hence,‖He,d‖i2

is bounded independently ofN and the system is string stable
according to Definition 1.

We have proven string stability forh > h0, and string
instability for h < h0. It remains therefore to consider the
case whereh = h0. We will show that the inducedL2-norm
of He,d will grow at least as fast as the square root of the
string lengthN .

First, we will analyse case (b) whereh0 is chosen ac-
cording to (14) and|Γ(jω0)| = 1. Since the first element of
H∗

e,dHe,d is

(
H∗

e,dHe,d

)

1,1
=

(

1 +

N−2∑

i=0

|Γ|2i ∣
∣Q−1 − Γ

∣
∣
2

)

|Γ|2
∣
∣C−1

∣
∣
2
,

(24)
∣
∣Q−1(jω0) − Γ(jω0)

∣
∣ 6= 0, andC−1(jω0) 6= 0 the norm of

(

H∗
e,dHe,d

)

1,1
will grow with the string lengthN . Hence

the largest Eigenvalue ofH∗
e,dHe,d and therefore the square

of the inducedL2-norm of He,d will grow with the string
lengthN .

The proof for case (a) is given in the appendix.

V. EXAMPLES

Frequencyω

q

˛ ˛

T
(j

ω
)˛ ˛

2
−

1
.

ω

T1

T2
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0.5
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0.9

1.1

1.3

1.5

(a)
q

˛
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˛

2
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‖
H

e
,
d
‖
i
2
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(b) InducedL2-norm ofHe,d for different time headways h

Example 1 (Infimal Time Headwayh0): In order to find
the infimal time headwayh0, the maximum over all fre-
quencies of

(

|T (jω)|2 − 1
)

/ω2 must be evaluated. For

T1(s) = s+1
s2+s+1 the maximum is achieved atω = 0 and



h0 =
√

2 is chosen according to (13). ForT2(s) = 2s+1
s2+2s+1

it is achieved atω = ω0 ≈ 0.5. Thus,h0 ≈ 1.47 is chosen
according to (14). In Fig. 2a both cases are illustrated.

Example 2 (InducedL2-Norm ofHe,d): Fig. 2b shows
||He,d||i2 for different time headwaysh and string lengthsN .
For time headways less thanh0 (dashed line) the inducedL2-
norm ofHe,d grows exponentially with the string lengthN .
However, if the time headway is sufficiently large,h > h0,
||He,d||i2 converges as the string length increases.

VI. CONCLUSIONS ANDFUTURE DIRECTIONS

In this paper we have discussed string stability for a ho-
mogeneous string of strictly proper feedback control systems
with nearest neighbour communications when using only
linear systems with two integrators in the open loop. We have
shown how the inducedL2-norm of the disturbance to error
transfer functionHe,d grows as the string length increases
if no or a small time headway is used. A formula for the
infimal time headway has been derived. We proved that using
a sufficiently large time headway bounds the inducedL2-
norm of He,d independently of the string length.

As for future directions, it would be interesting to extend
the results presented to more general cases. That could
be analyzing heterogeneous systems, bidirectional controller
designs, or using theL∞-norm.

APPENDIX

We will prove that an interconnected system where the
maximum of (12) is achieved atω = 0 is string unstable
if the time headwayh is equalh0 in (13). More precisely,
we will show that there exists aτ > 0 and ac such that
‖He,d‖2

i2
≥ τ(N + c).

We assume that there exist aω0 ∈ (0,1], a lmin and

a lmax such that0 < lmin ≤
∣
∣
∣L̃(jω)

∣
∣
∣ ≤ lmax for all

ω ∈ [0,ω0). Then there existα andβ such that|Γ|2 ≥ 1
1+αω4

and
∣
∣Q−1 − Γ

∣
∣
2 ≥ ω4

β are satisfied for all frequencies
|ω| < ω0. Later, these inequalities will be used to prove string
instability.

First, we will analyse|Γ|2 for this special case.

|Γ|2 =
1

h2ω2 + 1

1
ω4

∣
∣
∣L̃
∣
∣
∣

2

1 − 1
ω2

(

L̃ + ¯̃L
)

+ 1
ω4

∣
∣
∣L̃
∣
∣
∣

2

=
1

2

|L̃(0)|ω
2 + 1

∣
∣
∣L̃
∣
∣
∣

2

ω4 − ω2
(

L̃ + ¯̃L
)

+
∣
∣
∣L̃
∣
∣
∣

2

=






2
∣
∣
∣L̃(0)

∣
∣
∣

∣
∣
∣L̃
∣
∣
∣

2 ω6 +
ω4

∣
∣
∣L̃
∣
∣
∣

2 − 2
∣
∣
∣L̃(0)

∣
∣
∣

L̃ + ¯̃L
∣
∣
∣L̃
∣
∣
∣

2 ω4

− L̃ + ¯̃L
∣
∣
∣L̃
∣
∣
∣

2 ω2 +
2

∣
∣
∣L̃(0)

∣
∣
∣

ω2 + 1






−1

(25)

We want to find anα such that|Γ|2 ≥ 1
1+αω4 for small

frequencies|ω| < ω0. Hence,α must satisfy

α ≥ sup
|ω|<ω0






2
∣
∣
∣L̃(0)

∣
∣
∣

∣
∣
∣L̃
∣
∣
∣

2 ω2 +
1
∣
∣
∣L̃
∣
∣
∣

2 − 2
∣
∣
∣L̃(0)

∣
∣
∣

L̃ + ¯̃L
∣
∣
∣L̃
∣
∣
∣

2

+

− L̃+¯̃L

|L̃|2 + 2

|L̃(0)|
ω2




 (26)

For all fixed frequencies0 < |ω| < ω0, there exists aα
which satisfies (26). However, it also must be bounded for
ω → 0.

α ≥ lim
ω→0






2
∣
∣
∣L̃(0)

∣
∣
∣

∣
∣
∣L̃
∣
∣
∣

2 ω2 +
1
∣
∣
∣L̃
∣
∣
∣

2 − 2
∣
∣
∣L̃(0)

∣
∣
∣

L̃ + ¯̃L
∣
∣
∣L̃
∣
∣
∣

2

+

− L̃+¯̃L

|L̃|2 + 2

|L̃(0)|
ω2




 (27)

To evaluate the last term in (27), we make use of the
following facts:

L̃(ω) =a(ω) + b(ω)j (28)

a(ω) =a0 + a2ω
2 + a4ω

4 + . . . (29)

b(ω) =b1ω + b3ω
3 + b5ω

5 + . . . (30)

and L’Hôpital’s Rule:

lim
ω→0

− L̃+¯̃L

|L̃|2 + 2

|L̃(0)|
ω2

= lim
ω→0

−
(

L̃ + ¯̃L
)

+ 2

|L̃(0)|
∣
∣
∣L̃
∣
∣
∣

2

∣
∣
∣L̃
∣
∣
∣

2

ω2

= lim
ω→0

− d
dω

(

L̃ + ¯̃L
)

+ 2

|L̃(0)|
d
dω

(∣
∣
∣L̃
∣
∣
∣

2
)

d
dω

(∣
∣
∣L̃
∣
∣
∣

2
)

ω2 + 2
∣
∣
∣L̃
∣
∣
∣

2

ω

= lim
ω→0

− d2

dω2

(

L̃ + ¯̃L
)

+ 2

|L̃(0)|
d2

dω2

(∣
∣
∣L̃
∣
∣
∣

2
)

d2

dω2

(∣
∣
∣L̃
∣
∣
∣

2
)

ω2 + 4 d
dω

(∣
∣
∣L̃
∣
∣
∣

2
)

ω + 2
∣
∣
∣L̃
∣
∣
∣

2

=
−4a2 + 2

|a0|

(
4a0a2 + 2b2

1

)

2a2
0

(31)

SinceL̃(0) = a0 6= 0, the limit in (31) exists. Therefore (27)
is bounded, and there exists anα that satisfies (26) for all
frequencies|ω| < ω0 and

|Γ|2 ≥ 1

1 + αω4
∀|ω| < ω0 (32)



We will now show that there exists aβ satisfying
∣
∣Q−1 − Γ

∣
∣
2 ≥ ω4

β .

∣
∣Q−1 − Γ

∣
∣
2

=
1

h2ω2 + 1

ω4

ω4 − ω2
(

L̃ + ¯̃L
)

+
∣
∣
∣L̃
∣
∣
∣

2 (33)

For small frequencies|ω| < ω0, there exists aβ′ such that

h2ω2 + 1 ≤ h2 + 1 = β′ ∀|ω| < ω0 (34)

Furthermore, there exists aβ′′ satisfying

ω4 − ω2
(

L̃ + ¯̃L
)

+
∣
∣
∣L̃
∣
∣
∣

2

≤ β′′ ∀|ω| < ω0 (35)

such that

β′′ = 1 + sup
|ω|<ω0

(∣
∣
∣L̃ + ¯̃L

∣
∣
∣+
∣
∣
∣L̃
∣
∣
∣

2
)

(36)

Hence,

∣
∣Q−1 − Γ

∣
∣
2 ≥ ω4

β′β′′
=

ω4

β
∀|ω| < ω0 (37)

Using the special structure ofHe,d, we can bound its
inducedL2-norm as follows:

‖He,d‖2
i2

+
∥
∥ΓC−1

∥
∥

2

i2
≥
∥
∥He,d + INΓC−1

∥
∥

2

i2

= sup
‖v‖=1

∥
∥
(
He,d + INΓC−1

)
v
∥
∥

2

i2

≥
∥
∥
(
He,d + INΓC−1

)
v′
∥
∥

2

i2
(38)

with a vectorv′ of length1

v′ =
1√
N

(

1 Γ
‖Γ‖

Γ2

‖Γ‖2 · · · ΓN−1

‖Γ‖N−1

)T

(39)

Using |Γ| ≤ 1 ∀ω, (32), (37) and (39), inequality (38)
becomes

‖He,d‖2
i2

+
∥
∥ΓC−1

∥
∥

2

i2

≥ ess sup
ω∈R

|Q−1 − Γ|2|Γ|2|C−1|2
N

(

1+(1+|Γ|)2+· · ·

· · · +
(
1 + |Γ| + |Γ|2 + · · · + |Γ|N−2

)2
)

≥ ess sup
|ω|<ω0

|C−1|2
N

ω4

β

(

|Γ|2N +
(
|Γ|N +|Γ|N

)2
+· · ·

· · · +
(
|Γ|N + |Γ|N + |Γ|N + · · · + |Γ|N

)2
)

≥ ess sup
|ω|<ω0

|C−1|2
N

ω4

β
|Γ|2N

·
(

12 + 22 + · · · (N − 1)2
)

≥ ess sup
|ω|<ω0

|C−1|2
N

ω4

β

1

(1 + αω4)N

· (N − 1)N(2N − 1)

6
(40)

For any string lengthN , the maximum over all frequencies
in (40) must be greater or equal to that obtained by choosing
ω = N−1/4:

‖He,d‖2
i2

+
∥
∥ΓC−1

∥
∥

2

i2

≥ |C−1|2
6β

(

1 +
α

N

)−N (N − 1)N(2N − 1)

N2
(41)

for sufficiently large strings,N > ω−4
0 .

Since
(
1 + α

N

)−N ≥ e−α, (41) can be bounded by

‖He,d‖2
i2

+
∥
∥ΓC−1

∥
∥

2

i2

≥ |C−1|2
6β

e−2α (N − 1)N(2N − 1)

6
(42)

≥ |C−1|2
3β

e−2α (N − 2) ∀N ≥ 1 (43)

Thus, the inducedL2-norm of He,d grows at least as far as
the square root of the string lengthN and the system is not
string stable according to Definition 1.
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