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I. INTRODUCTION

AUDIO encryption has become an important research issue to guarantee the privacy of users [1], and is at the core of almost all mobile devices and multimedia technologies. Among the several techniques applied to audio encryption, chaotic systems have received great attention. Transmitting speech or audio files usually requires an encryption process, which is essential for protecting files against unauthorized reading or modifying the signals [2].

Among the numerous techniques applied to encrypt audio, chaotic systems have recently attracted considerable attention [1], [3]–[5]. According to [1], some advantages of chaotic systems relies on the fact these systems present initial value sensitivity, no periodicity, pseudo-randomness, and ergodicity of chaotic sequences. These systems are also more effectively applied to practical applications. Nevertheless, in these recent works less attention has been given to some disadvantages of chaotic systems, particularly related to degradation of its chaotic behavior due to finite precision of digital devices [6].

This paper exploits finite error derived from the computation of chaotic systems to encrypt audio signals. Using two interval extensions, the cipher is built on the lower bound error [7]–[9]. The result is efficient, enabling even low computational capacity, such as embedded devices, to use the encryption of audio streams or recordings. Successful tests have been made on audio files recorded at 44100 Hz.

This paper was divided into parts. In the introduction, we made a brief contextualization of the problem and latest work and in the key preparation section, we explained the whole process in order to obtain the key from a chaotic system model. The audio encryption section details the source files characteristics, as well as how the obtained key was applied to encode the information. In the results section, we present our findings about our new method, while comparing some indicators with other works, followed by a conclusion that summarizes our research.

II. PROBLEM FORMULATION

The paper has investigated the encryption of audio signals. Three samples were used to demonstrate the encryption method downloaded from a free online audio library1. The audios are encoded in 16-bit signed integers in flac format, with a sampling frequency of 44100 Hz. Such a sampling frequency is widely used and presents a challenge, since there is a need for processing speed when dealing with encryption of real-time audio transmission. Thus, selective encryption schemes emerge as a method to increase the process speed [10]–[12]. Our method instead, focuses on simplicity in order to accelerate the encrypting of all parts of the data, while facilitating implementation and maintaining cryptanalysis and attacks infeasible.

The audio signal is encrypted with a key in the same data format, which allows for each bit of the audio to be operated by a respective bit of the key by means of binary exclusive-or operation, denoted by the symbol “⊕”. The 16-bit groups of the data are each operated, using XOR, with one or more groups of the same size from the key. The number of each 16-bit number is operated bit-by-bit with one or multiple 16-bit numbers of the key. The number of operations is dictated by the number of rounds the user defined.

Since there is a distribution bias on the key values evidenced by Figure 2, we used multiple rounds of encryption in order to shuffle the key. We do this in a way that no significant additional iterations of the chaotic systems are required. Each key value will be used multiple times, by applying rounds of encryption. Using multiple rounds drastically decreased correlation between the original and encrypted file, while adding insignificant delay to the process. We found heuristically a minimum of \( R = 20 \) rounds of encryption, but it should

1https://freesound.org/
be noted that the user can change this value to best fit each application, as long as the key remains statistically random. Also, by reusing values from the key, this process allows for live data transmission to be entirely encrypted. In fact, every type of data transmission could make use of this method, since digital data is always represented by binary digits.

A. Decryption process

The decryption process follows exactly the same algorithm as the encryption phase. The only change that the receiver has to make is to use the encrypted audio as the input to the algorithm. In possession of some information such as which chaotic system was used, and what were the initial conditions and parameters, the receiver is able to repeat the process. Since the exclusive-or operation is reversible, the output on the receiver side will be the original human-readable file.

III. KEY PREPARATION

Previous works have used stream ciphers to encrypt an image. RC4 is a well-known scheme that uses an insecure pseudo-random algorithm to encrypt data [13], [14]. Other famous and more recent stream ciphers are Salsa20 and ChaCha20 [15], [16], which are an attempt to make stream ciphers more secure. In order to solve the RC4 key generation problem and propose a simpler method for stream ciphers, we based on previous works [7], [8] to develop a new scheme for obtaining a strong encryption key suitable for audio encryption.

In this section, we describe in detail the process of obtaining a strong stream cipher key. Chaos-based encryption relies on simulating a mathematical description of a chaotic system. Lorenz describes chaotic systems as having complex dynamics and deterministic behavior [17]. By simulating a chaotic system, a pseudo-random sequence is obtained and could be reproduced taking advantage of the deterministic property, given the same initial conditions as inputs to the system.

Encrypting data is an effort to keep third parties unable to read the information concealed, by altering it in a manner that only the sender and the recipient knows how to undo. The deterministic property of chaotic systems presents a great tool to generate encryption keys to alter the data, as in order to obtain the same pseudo-random sequence, one must only know the mathematical description of the system used and the set of initial conditions.

In this work, the well-known chaotic logistic map is used. This map was used as a demographic model by May [18], and is written as follows:

\[ x_{n+1} = rx_n (1 - x_n) \],

where \( x_n \) is a sequence of results obtained from the chaotic model, with \( x_n \in (0; 1) \), and \( r = 3.6 \) to guarantee chaotic behavior. \( x_1 \) assumes values of a list \( M \):

\[ M = [m_1 \ m_2 \ m_3 \ m_4 \ m_5], \]

where \( m_i \in [0; 1] \) are the perturbation values used to generate one fifth of the key. Choosing a list of values as the perturbation conditions drastically increases the key space, as evidenced by Nepomuceno et al. [19].

A. On the finite precision of computers

Although chaotic systems can be used for encryption, some remarks have been made about the accuracy on which that computer simulates it [20], [21]. Finite precision is an inherent characteristic of any computing device. In fact, computers often are unable to store an exact value of a number, e.g., binary repeating decimals. Thus, various methods of approximation are standardized by IEEE 754 standard for floating point arithmetic [22].

As a means to model the uncertainty of results, R. E. Moore [23] defines interval extensions, as follows.

**Definition 1.** An interval extension of \( f \) is an interval valued function \( F \) of an interval variable \( X \), with the property

\[ F(x_1, \ldots, x_n) = f(x_1, \ldots, x_n), \]

where an interval means a closed set of real numbers such that \( X = [\underline{X}, \overline{X}] = \{x: \underline{X} \leq x \leq \overline{X}\} \) with \( x \in R \).

Thus, by simulating an interval extension of a chaotic map, it is possible to obtain two pseudo-orbits that represent an interval in which the exact solution is contained. An unique chaotic sequence is computed by interval extension from the logistic map. The pseudo-orbits were obtained by synthesizing two mathematically equivalent equations 4 and 5. Such equations, although equivalent, yield different results as the order of operations matter when dealing with floating-point arithmetic. [9].

\[ x_{a,n+1} = rx_{a,n} \times (1 - x_{a,n}) \]

\[ x_{b,n+1} = rx_{b,n} - rx_{b,n}x_{b,n} \]

where \( x_{a,n} \) denotes the sequence obtained from the first equivalent equation, and \( x_{b,n} \) represents the results obtained from the second equivalent model.

In our work, interval extensions are used to estimate the Largest Lyapunov Exponent (LLE), in order to indicate that the system is chaotic. The LLE quantifies the system’s sensitivity to initial conditions, and can be evaluated by observing the size of each iteration interval, as described in [24], using the following formula:

\[ \delta_n = \frac{|\hat{x}_{a,n} - \hat{x}_{b,n}|}{2}, \]

where \( \hat{x}_{a,n} \) and \( \hat{x}_{b,n} \) are pseudo-orbits and \( \delta_n \) is the lower bound error of a map \( f(x) \). The LLE also means the loss of information, which allows the use of multiple perturbation and an increase of key-space for the proposed encryption scheme.
B. Key requisites

In order to obtain a successful secure data transference, the sender and the receiver computers must obtain the same key. Some mandatory characteristics of the key for this method to work are:

- In order to apply our method, the key has to be at least the same size of bits of the data, since we are using symmetric key encryption;
- As we are using symmetric key encryption, both the sender and receiver must obtain the same key in order to achieve a successful data transfer;

IV. Results

In this section, we present the tests applied to verify the viability, security and effectiveness of our method. We compare the results with other works presented in the literature.

A. Key obtaining and scaling

After simulating an interval extension of the logistic map, we calculated the lower bound error between both pseudo-orbits using Eq. 6. Figure 1 shows a logarithmic plot of this vector for the first 1000 iterations. After that, the sequence obtained from the lower bound error vector to compose the key, instead of the values from one pseudo-orbit. This choice presents several security improvements, as these values have dissociated themselves from the original initial conditions of the map, and also from the map itself. Some dynamic systems, such as Lorenz’s system [17], have well known behavior. By observing only the lower bound error of such a system, one would not be able to identify which system generated the data.

Also, calculating the LBE makes it possible to easily estimate the LLE, confirming that the simulated system is chaotic.

In order to encrypt information, the key should have a range of values that match the original data domain. Our prerecorded audio is represented by binary 16-bit signed integers, which means that it assumes decimal values from 0 to 255. In order to distribute and normalize these values over the domain of the data, we used the following formula:

\[
K_n = \text{fix}\left(\frac{255 \times \delta_{\alpha,n}}{\max(\delta_{\alpha,n})}\right),
\]

where \(\text{fix()}\) rounds the elements to the nearest integers towards zero. This generates integer values between 0 to 255, which are represented by 16-bit signed integers.

In order to analyze the value distribution of the key vector, Figure 2 shows the frequency of values in the set. It can be seen that a bias is present towards smaller values on the set. This poses a problem, as an encryption key ideally should be equally distributed to avoid cryptanalysis and has been successfully mitigated by multiple application of the cipher into the signal on 20 rounds of XOR, as shown in Figure 3.

B. Waveform plotting

The waveform of the audio is a way to visualize the plot of audio data into values versus time. In Figure 4, a plot of an excerpt of the audio is shown. One should note that in the encrypted audio, the data is not lost, but concealed by our method in a manner that third parties are not able to read.

C. Speed requisites

Since there is a great concern about the capacity of the computers to handle real-time audio encryption, we propose a simple rule to determine whether our method can be applied. In our example, the sampling rate of the audio was 44100
Fig. 3: Probability distribution of the key after 20 rounds of XOR. Now it is possible to note that the values are distributed more evenly, eliminating the security concerns caused by the bias towards small numbers of the original key.

Hz. So, in order to apply this method, we propose using the following formula:

$$T_{\delta a,n} + T_{\delta b,n} + T_{\delta a,n \rightarrow Key} + T_{Key \oplus Data} \times R < \frac{1}{f_s},$$  (8)

where $$T_{\delta a,n}$$ and $$T_{\delta b,n}$$ is the time to simulate one iteration of the pseudo-orbit, $$T_{\delta a,n \rightarrow Key}$$ is the time needed to calculate the lower bound error between one iteration of the pseudo-orbits, $$T_{Key \oplus Data} \times R$$ is the time needed to perform the exclusive-or operation between one position of the key and one position of the data, multiplied by $$R$$ rounds of encryption, and $$f_s$$ is the sampling frequency of the audio.

Equation 8 summarizes the entire process. It states that the sum of the time needed by each operation should not exceed the time taken for new data to be collected, which is dictated by the sampling frequency. In fact, our results show that not only does our method meet these requirements, but takes far less time than the minimum needed to complete the entire operation. The time needed to encrypt a byte of the data is 8.4577e-07s, much smaller than the interval for the next sample of the data to be encrypted 2.2676e-05s. This allows for the computer to store more iterations of the chaotic system while waiting for more data input.

D. Histogram and spectrogram analysis

The histograms are a tool that allows to visualize the probability distribution of values on data. When applied to audio files, it allows the measurement of the quantity of each value present in the audio file.

Figure 5 shows spectrograms and histograms of each audio file, in its encrypted and decrypted versions. It can be seen that, in the original files, the values are concentrated at middle values, while in the encrypted file, our method was able to distribute that expressive bias towards central values throughout the whole range, avoiding any third party to access the content of the data.

E. Correlation analysis

The correlation coefficient is a measure of relationship between two data sets. This coefficient can assume values in range [-1,1], and values closer to 0 are considered weak or no correlation. Such an indicator can provide a measure of how much the encrypted data is similar to the original data.

The correlation coefficient can be calculated as follows:

$$\rho_{X,Y} = \frac{cov(X,Y)}{\sigma_X \sigma_Y},$$  (9)

in which $$cov(x,y)$$ is the covariance between both files, $$\sigma_X$$ is the standard deviation of the original file and $$\sigma_Y$$ is the standard deviation of the encrypted file.

Other studies also have calculated the correlation coefficient in order to evaluate their method. Although the sample audio was not the same, Table I shows that our value is close to
what is present in literature, and also very close to 0. Another encryption was made with 32 rounds, in order to illustrate that the correlation coefficient is affected by the number of rounds we use in the encryption process.

In order to further investigate the key randomness, we evaluated the autocorrelation, shown by Figure 6. The results indicate that one is unable to infer the next value of the key stream based on past values.

![Fig. 6: Autocorrelation for the key obtained after 20 rounds of XOR. It can be seen that, except for lag 0, which is always 1 by definition, the autocorrelation has its values within the 99% confidence limit. On the right, a zoom of the first plot.](image)

### V. Conclusion

In this paper, we presented a novel method to encrypt audio. The method is feasible for recorded media and live streams without much computational cost. We were able to provide the user with some control of how scrambled the encrypted data must be, by changing the number of encryption rounds. One should note that changing the number of rounds has little influence in the computational time, because of the efficiency of our method. Although stream ciphers are generally more difficult to implement correctly, we were able to describe the guidelines which should lead to successful encryption. Future works will aim at validating some keystream requisites to ensure security. By applying well known indicators, we were able to ensure our technique was effective for the purpose.

<table>
<thead>
<tr>
<th>Work</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work (R=20)</td>
<td>-0.0091, -0.0122, -0.01425</td>
</tr>
<tr>
<td>This work (R=32)</td>
<td>-0.0014, -0.0005, -0.0109</td>
</tr>
<tr>
<td>Kordov [4]</td>
<td>-0.00038781</td>
</tr>
<tr>
<td>Kordov [4]</td>
<td>0.0263</td>
</tr>
<tr>
<td>Naskar et al. [12]</td>
<td>-0.00208</td>
</tr>
<tr>
<td>Naskar et al. [12]</td>
<td>-0.00230</td>
</tr>
<tr>
<td>Kalpana et al. [25]</td>
<td>0.00037789</td>
</tr>
</tbody>
</table>

![Fig. 5: Histogram and spectrograms of the three audio files. The amount of data in both files remains the same, but the values are spread over the interval, making the content of the encrypted data unrecognizable.](image)
in question. By exploiting the computational error we have mitigated problems with chaos degradation. Further works will aim at developing a communication software using the proposed encryption scheme presented in this work.
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