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Abstract

Multiple-input multiple-output (MIMO) technology will continue to play a vital

role in next-generation wireless systems, e.g., the fifth-generation wireless networks

(5G). Large-scale antenna arrays (also called massive MIMO) seem to be the most

promising physical layer solution for meeting the ever-growing demand for high

spectral efficiency. Large-scale MIMO arrays are typically deployed with high

integration and using low-cost components. Hence, they are prone to different

hardware impairments such as crosstalk between the transmit antennas and power

amplifier (PA) nonlinearities, which distort the transmitted signal. To avert the

performance degradation due to these impairments, it is essential to have mechanisms

for predicting the output of the MIMO arrays. Such prediction mechanisms are

mandatory for performance evaluation and, more importantly, for the adoption of

proper compensation techniques such as digital predistortion (DPD) schemes. This

has stirred a considerable amount of interest among researchers to develop new

hardware and signal processing solutions to address the requirements of large-scale

MIMO systems.

In the context of MIMO systems, one particular problem is that the hardware

cost and complexity scale up with the increase of the size of the MIMO system.

As a result, the MIMO systems tend to be implemented on a chip and are very

compact. Reduction of the cost by reducing the bill of material is possible when

several components are eliminated. The reuse of already existing hardware is an

alternative solution. As a result, such systems are prone to excessive sources of

distortion, such as crosstalk. Accordingly, crosstalk in MIMO systems in its simplest

form can affect the DPD coefficient estimation scheme. In this thesis, the effect of



crosstalk on two main DPD estimation techniques, know as direct learning algorithm

(DLA) and indirect learning algorithm (ILA), is studied.

The PA behavioral modeling and DPD scheme face several challenges that seek

cost-efficient and flexible solutions too. These techniques require constant capture

of the PA output feedback signal, which ultimately requires the implementation

of a complete transmitter observation receiver (TOR) chain for the individual

transmit path. In this thesis, a technique to reuse the receiver path of the MIMO

TDD transceiver as a TOR is developed, which is based on over-the-air (OTA)

measurements. With these techniques, individual PA behavioral modeling and DPD

can be done by utilizing a few receivers of the MIMO TDD system. To use OTA

measurements, an on-site antenna calibration scheme is developed to individually

estimate the coupling between the transmitter and the receiver antennas.

Furthermore, a digital predistortion technique for compensating the nonlinearity

of several PAs in phased arrays is presented. The phased array can be a subset of

massive MIMO systems, and it uses several antennas to steer the transmitted signal

in a particular direction by appropriately assigning the magnitude and the phase

of the transmitted signal from each antenna. The particular structure of phased

arrays requires the linearization of several PAs with a single DPD. By increasing the

number of RF branches and consequently increasing the number of PAs in the phased

array, the linearization task becomes challenging. The DPD must be optimized to

results in the best overall linear performance of the phased array in the field. The

problem of optimized DPD for phased array has not been addressed appropriately in

the literature.

In this thesis, a DPD technique is developed based on an optimization problem

to address the linearization of PAs with high variations. The technique continuously

optimizes the DPD coefficients through several iterations considering the effect of

each PA simultaneously. Therefore, it results in the best optimized DPD performance

for several PAs.

Extensive analysis, simulations, and measurement evaluation is carried out as

a proof of concept. The different proposed techniques are compared with conven-
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tional approaches, and the results are presented. The techniques proposed in this

thesis enable cost-efficient and flexible signal processing approaches to facilitate the

development of future wireless communication systems.
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Chapter 1

Introduction

Today’s modern society has become highly reliant upon the development of wireless

communication systems to facilitate different forms of communication and encourage

different applications of these systems. As a result, it is easy to envision the emergence

of an ever-growing demand for higher data rates and the need for increased capacity

of wireless communication systems. Therefore, a more efficient use of the limited

spectrum is necessary [1]. High-order digital modulation schemes such as quadrature

amplitude modulation (QAM) allows a higher number of bits to be transmitted for

each modulation symbol and increases the spectral efficiency. In wideband digital

communication, the encoding technique of orthogonal frequency division multiplexing

(OFDM) utilizes several orthogonal overlapping carrier frequencies, thereby improving

the limited spectrum resource at the cost of increased the peak rate. Other advanced

wireless communication techniques to improve the spectral efficiency are wideband

code division multiple access (WCDMA) and long term evolution (LTE) standard

with envelope varying signals. The signals in these techniques are characterized by

not only wide bandwidth but also a large peak-to-average power ratio (PAPR). The

modern communication signals with high PAPR are more susceptible to distortion

due to the transmitter imperfection.

Other approaches to improve the efficiency of wireless networks are made as,

deploying small cells, increased spectrum and increased spectral efficiency. Improve
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of spectral efficiency means conveying more bits of information per units of frequency

band in a second. The use of multiple-input multiple-output (MIMO) systems have

emerged as the most favorable physical-layer solution for achieving high data rates,

connection reliability, and high spectral efficiency in 5G and beyond communication

systems [2]. The directive beam pattern achieved by deploying an array of antenna

in MIMO systems, allow for use of millimeter wave (mm-Wave) bands. Different

categories of MIMO systems are: point-to-point MIMO, multiuser MIMO, massive

MIMO. The point-to point MIMO consists of a radio base station with an antenna

array and a user equipment with an antenna array. In this scheme, only the receiver

must acquire the channel state information (CSI). In point-to-pint MIMO, the link

spectral efficiency can be improved by utilizing large arrays as transmitter and

receiver. Nonetheless, this scheme is limited by the increasing hardware complexity

of the transmitters. Each antenna must be equipped with a separate RF chain.

Furthermore, complex signal processing techniques must be employ to separate

different data streams. Another limitation of point-to-point MIMO is due to the

propagation environment which must support number of data streams as large as

the number of antennas. This is particularly difficult for higher frequencies where

the antenna arrays become more compact. furthermore, at the edge of the cells, the

improvement of spectral efficiency is somewhat limited as the signal-to-noise ratio

(SNR) is low [3].

The idea of multiuser MIMO is developed, simply, by splitting the users antenna

array into several separate user equipment. In its conventional form the users have a

single antennas. As a result, the user hardware is less complex. Unlike, pint-to-point

MIMO, the multiuser MIMO requires the knowledge of CSI for bot transmitter and

the receiver. On the contrary, the multiuser MIMO is less sensitive to the propagation

conditions compared to the point-to-point MIMO. However, the multiuser MIMO

system requires complex signal processing resources at both transmitter and the

receiver [3].

Massive MIMO is a scalable version of multiuser MIMO transmitter with some

distinctions. In massive MIMO, only the base station knows the CSI and, typically,
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the number of antennas at the base station is much larger than the number of user

antennas. Moreover, only a simple linear signal processing is used both the the

transmitter and the receiver. The base station aims to create a narrow beam for each

user terminals, under line-of-sight (LoS) propagation assumption. By increasing the

number of the antennas the beam becomes narrower and the power is concentrated

at one point. As a result the CSI must be known accurately by the base station. In

time-division-duplex (TDD) mode, the base station exploits the reciprocity of the

channel and receive the pilots transmitted by the users to estimate the CSI. This

makes TDD an attractive option for massive MIMO implementation.

The MIMO communication system requires a transceiver (TRx) employing several

independent RF chains to stimulate an antenna array; for individual RF transmitters,

each contains a power amplifier (PA) that drives a distinct antenna element. A PA is

an indispensable constituent of radio frequency (RF) transmitter. This power-hungry

component of the RF transmitter is the most significant source of energy dissipation.

To achieve high efficiency, it has been suggested to drive the PAs in their peak

power. The nonlinear behavior of the PAs is the most detrimental aspect of the

wireless transmitter when signals with high PAPR are transmitted. An amplifier that

compresses its input or has a nonlinear input/output relationship causes the output

signal to splatter onto adjacent radio frequency bands and introduce interference

with neighboring RF equipment [4, 5]. It also causes in-band distortion, which can

damage the signal integrity and results in communication failure. The interference

and distortion introduced by amplifiers can violated the regulations set by the

authorities. Such regulations are set by 3rd Generation Partnership Project (3GPP)

and they requirement must be met by the operators [6].

The conventional solution to tackle the nonlinearity is to operate the PA with

back-off from the peak power point [7]. The backed-off PA operates in its linear

region but compromises the power efficiency. Despite the linearity provided by

this approach, the back-off solution is not very attractive as it results in a bulky

and inefficient power design of power amplifiers operating with low power signals.
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Therefore, there is always a linearity/efficiency trade-off in the PA operation point if

no other solution is adopted.

In order to maintain PA power efficiency while reserving the PA linearity, two

categories of solutions have been developed. One category focuses on the PA circuit

design modification, and the other category focuses on the signal level modification

to achieve an overall linear response of the transmitter.

For PA design alternatives exist, such as Doherty PAs that increases the efficiency

by load modulation when it combines the output of two or more linear PAs at

back-off [8–11], envelope tracking PA by applying amplitude modulation of the drain

voltage at linear operation of the PA [12–14], and outphasing PA by converting the

amplitude modulated signal into a pair of phase modulated signals with constant

amplitudes and feed them to a linear PA or a switched-mode PA [15, 16]. However,

these techniques are costly, resulting in bulky PAs, and for wideband signals, the

linearity of PAs is not sufficient.

Alternatively, signal processing approaches for linearization became very attractive

for their cost and power efficiency and flexibility. In these techniques, PA is operating

efficiently near saturation and its nonlinearity is improved by approaches such as

feedback [17–19] , feed-forward [20–23] and digital predistortion (DPD) [24–29].

Among the proposed linearization techniques, DPD offers higher efficiency and

flexibility and an improved degree of linearization while being cost-efficient. It is

approximated that the power consumption of the DPD implemented in the field-

programmable gate arrays (FPGAs) does not exceed 1 W considering the fact that

the DPD is active only when the signal is transmitted [30]. These margins are

acceptable considering the fact that the radio base stations (RBSs) are typically

consuming 1.5 kW power [31] and that the PA distortion is mitigated by utilizing

DPD. Therefore, DPD has become the most popular linearization approach and plays

an essential role today and in the next generation of wireless communication systems,

i.e., fifth-generation (5G). DPD mechanism incorporates a nonlinear block that

predistorts the input signal to the PA in such a manner that the overall performance

of the system becomes linear. There are mainly two different structures of DPD,
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closed-loop, or direct learning algorithm (DLA)and indirect learning algorithm (ILA)

[32]. In both approaches, DPD incorporates a nonlinear dynamic function estimated

based on the behavioral model of the PA. Accordingly, PA behavioral modeling is an

essential step in the DPD linearization process.

In massive MIMO systems, the physical size and the cost of the transceiver and

array scale up as the number of transceiver paths increases. Therefore, simplified

hardware is desired, where the removal of hardware components reduces the cost and

complexity. Furthermore, to reduce the size of the system, it is favorable to have

highly integrated RF transceivers. As a result, such systems are prone to new sources

of distortion, such as crosstalk and antenna mismatch. Consequently, new hardware

architectures, together with more sophisticated signal processing approaches, must

be adopted to address the new challenges and reduce distortion.

1.1 Major Contributions

In this thesis, several novel MIMO system linearization techniques are presented. Im-

plementation of conventional DPD techniques in MIMO systems quickly experiences

limitations as the number of parallel paths increase.

Since the implementation of DPD in physical hardware is a complicated technique,

the effectiveness of conventional DPD techniques in MIMO systems that suffer from

crosstalk is studied. Furthermore, a novel compensation technique is developed by

using preexisting MIMO TDD systems with reduced hardware complexity. The

technique is based on the over-the-air (OTA) measurement technique, which reuses

few transceivers in a MIMO TDD system as an OTA receiver. To enable the OTA

based MIMO DPD, the channels between the transmitter and the receiver antennas

must be identified. Failure to estimate the channels results in linearization, which is

only valid at the position of the receiver antennas.

In this thesis, we developed a technique where the channels between antenna

elements in an array are identified in a TDD MIMO system via consecutive intra-

array transmission. Furthermore, we enable modeling and linearization of individual
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PAs in a MIMO transmitter by utilizing the estimated channels. We follow a model-

based linearization approach where, through a few iterations, the PA models can be

identified and used to perform the linearization. Measurement results are provided

to experimentally validate the proposed channel estimation and linearization of the

MIMO system with OTA measurements.

Hybrid beamforming as an inevitable part of future massive MIMO implemen-

tation added more challenges in the linearization of MIMO systems. In this thesis,

we looked at state of the art in phased array linearization. Such systems require

the linearization of several PAs with only a few DPDs. When the PA behaviors are

similar, the linearization can be performed by considering an average nonlinear model

of the array. However, the technical gap in the linearization of large phased-arrays is

manifested when the PA behaviors across the array are diverse.

In this thesis, state of the art in phased array linearization has been explored

and examined. We introduced a novel DPD technique for phased arrays based on an

optimization technique. The results show that the proposed technique is superior to

those of existing techniques when the PAs Characteristics across the array are divers.

1.2 Thesis Outline

The remainder of this thesis is organized as follows: Chapter 2 serves as an introduc-

tion to PA RF distortion and linearization. The chapter begins with RF transmitter

basic building blocks. Then, different sources of distortions due to hardware im-

perfection, mainly in RF PAs, are discussed. In this regard, alternative PA classes

are introduced, and their efficiency and linearity are explained. Conventional PA

behavioral modeling and DPD as a linearization technique are explained. Chapter 3

describes the challenges in MIMO transceivers, including the increased complexity

of the linearization technique in large MIMO systems. A litreture review present

preexisting alternative solutions to reduce the complexity of DPD systems are visited

to give a clear view of the contribution of the work proposed in this thesis. Chapter 4

is dedicated to the study of two different DPD learning algorithms when the MIMO
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system suffers from antenna crosstalk while the isolators protect the DPD output. In

Chapter 5, a framework for intra-array coupling estimation, is introduced to enable

the OTA linearization with reduced hardware complexity. The proposed coupling

estimation technique is used in Chapter 6 to develop a PA modeling technique with

OTA measurements. This technique provides individual PA model identification,

which enables linearization per transmit branch. In Chapter 7, the linearization

problem in phased arrays is visited as a sub-block of hybrid MIMO systems. A

new technique is presented to improve the linearization of several PAs in phased

arrays by incorporating only one DPD, where the PA behaviors can vary drastically

across the array. Finally, Chapter 8 concludes the work by giving a summary of the

contributions of this thesis and provides possible avenue for future works.

1.3 Publications record

The following publications relate directly to this thesis:

1.3.1 Peer-Reviewed Journal Papers

1. S. Hesami, P. Ramabadran, S. Rezaei Aghdam, K. Hausmair, C. Fager, T.

Eriksson, R. Farrell, J. Dooley, “OTA-based MIMO Transceiver Modeling

and Linearization using Effective Coupling Estimation,” Submitted to IEEE

Transaction on Microwave Theory and Techniques, March 2020

1.3.2 Papers in Refereed Conference Proceedings

1. S. Hesami, S. Rezaei Aghdam, J. Dooley,T. Eriksson, C. Fager “Amplitude

Varying Phased Array Linearization,” European Microwave Conference, Jaar-

beurs Utrecht, Netherlands, 2020

2. S. Hesami, S. Rezaei Aghdam, C. Fager, T. Eriksson, R. Farrell, J. Dooley,

“Intra-Array Coupling Estimation for MIMO Transceivers Utilizing Blind Over-
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The-Air Measurements,” IEEE MTT International Microwave Symposium,

Boston, MA, USA, 2019

3. S. Hesami, S. Rezaei Aghdam, C. Fager, T. Eriksson, R. Farrell, J. Dooley,

“Single Digital Predistortion Technique for Phased Array Linearization,” IEEE

International Symposium on circuits and Systems, Sapporro, Japan, 2019

4. S. Hesami, Z. Wang, J. Dooley, R. Farrell, “Digital predistorter in crosstalk

compensation of MIMO transmitters,” Irish Signals and Systems Conference,

Londonderry, UK, 2016
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Chapter 2

Background

Wireless radios are an essential part of the wireless communication systems. Fig. 2.1

shows a general wireless radio system. The main building blocks of the wireless radio

system are the transmitter, the receiver, and the channel between the transmitter

and the receiver that the transmitted signal experience it by traveling through the

air.

The receiver building blocks are as follows:

• The main receiver’s sub-blocks starts with the antenna that receives the

transmitted signal.

• A band-selective filter is implemented to reject signals at unwanted frequencies

in adjacent channels and harmonics.

• The filtered signal goes through a low-noise amplifier (LNA) to amplify the

received signal with very low power and maintain the signal-to-noise ratio

(SNR) for demodulation.

• The amplified signal, which is still at RF frequency, then goes through a mixer,

which brings the signal of interest into a fixed intermediate frequency (IF).

• The next component, which is the demodulator, can be optimized to operate at

the fixed frequency independent of the RF frequency that the signal is captured

at.
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Fig. 2.1 Block diagram of an RF wireless system.

• By mixing the signal with the local oscillator (LO) provided frequency, the RF

signal can be split into in-phase (I) and quadrature-phase (Q) baseband signals.

In this step, the signal is sampled by an analog-to-digital converter (ADC). In

the final stage, the signal goes through the baseband processing for detection.

The transmitter building blocks are in the reverse order compared to the receiver

chain.

• The main sub-blocks of the transmitter start with baseband processing.

• Afterward, the signal goes through the digital-to-analog converter (DAC).

• Next, the modulator combines the I and Q data by an up-converter, which is

tuned at the carrier frequency (fc). The up-converter again performed by mixers,

which are fed by LO at the carrier frequency. The signal to be transmitted

must meet the requirements in terms of its power level to be qualified for
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transmission through the air. This is due to the inherent properties of the

medium in which the signal is transmitted through it, such as air. The inherent

property of radio waves results in the expansion of the wave in the space. As a

result, the transmitted signal will be attenuated and cannot reach the receiver

antenna, which is typically placed in the far-field of the transmitting antennas.

This phenomenon is called propagation loss.

• In the next step, the signal will be amplified by passing through the power

amplifiers operating at RF frequency. The signal will be amplified up to a

certain level, which is specified by regulations.

• The amplified signal is filtered.

• Finally the filtered signal is fed to the transmitting antenna.

The transmitters regularly introduce distortions that, if not mitigated correctly,

can violate spectrum regulations. Power amplifiers are a major source of distortions

and are the most power-hungry component of the transmitters. In order to increase

the efficiency of the amplifiers, it is desired to operate the amplifiers close to saturation

[33], where the amplifier behavior is nonlinear. A general amplifier response is shown

in Fig.2.2 . As can be seen, the maximum efficiency is achieved at the highest

nonlinear response of the power amplifier. As a result, the response of the power
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amplifier can introduce intermodulation distortion [5]. The signal integrity can be

affected as a result of passing the signal through a nonlinear power amplifier.

This is due to the inherent nonlinearity of the power amplifiers, which can result

in inband and out-of-band distortion. Therefore, there is a trade-off between power

amplifier linearity and efficiency. In order to analyze a power amplifier, the linearity

and efficiency of the amplifier are evaluated. Other factors which are contributing to

the performance of power amplifiers are the operational bandwidth and the power

gain of the amplifier. In this thesis, our focus is on the linearity of the power amplifier,

and two other factors of operational bandwidth and the power gain are visited briefly.

2.1 Power Amplifier Efficiency

The efficiency of the power amplifier is characterized as the ratio of the input power

consumed to generate an output power of the RF signal. The consumed input power

can be provided from DC and RF sources. Often this ratio is presented in the form

of a percentage. There are two different figure of merits to present the efficiency of

power amplifier:

• Drain Efficiency (DE): This figure represents the amount of DC drain power,

which is consumed to generate an RF signal with a certain amount of power.

The formula in (2.1) represents the calculation of DE.

η = 100 × Pout

PDC

(2.1)

where Pout represents the total RF signal output power, and PDC is the DC

power contributed to the drain of the amplifier. The measure of DE can reveal

the efficiency of the amplifier at its final stage as well as the precision in load

matching at the output of the amplifier.

• Power Added Efficiency (PAE): Unlike the drain efficiency, for power added

efficiency, the RF signal input power to the amplifier is subtracted from the
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RF signal output power. The equation for PAE is presented in (2.2)

PAE = Pout − Pin

PDC

= η
(

1 − 1
G

)
(2.2)

where Pin represents the RF input power of the amplifier, and G is the gain

of the amplifier. Therefore, this figure takes into account the gain of the

amplifier. For amplifiers with larger gins, PAE is similar to the DE. However,

for small gain amplifiers, the amount of input power which is needed to drive

the amplifier must be taken into account.

In Fig. 2.2 the DE and gain of the power amplifier are presented versus the input

power of the amplifier. In the same figure, the efficiency of the amplifier is plotted

in red. As the input power back-off increases, the amplifier shows a more linear

response. However, the efficiency is close to 0%. By increasing the efficiency of the

amplifier, i.e., the high input power region, the output signal gain shifts from the

linear gain of the amplifier [33].

2.2 Power Amplifier Linearity

One of the significant sources of distortion in wireless transmitters occurs at the

RF front end, due to the nonlinear characteristics of amplifiers. However, not all

amplifiers show the same level of nonlinearity. Therefore, the topology and class of

the amplifier have a significant role in the degree of nonlinearity introduced by them.

The nonlinear relation of PA input/output can results in inband and out-of-band

distortion. As a result, the signal fidelity may be effected with inband distortion by

introducing the bit error rate and limits the data rate. As for out-of-band distortion,

the spectrum of the transmitted signal may growth and therefore can violate the

3GPP regulations [34].

The response of the PA can be categorized to a linear region and nonlinear region.

For an ideal linear PA response, the output is mapped linearly to the input signal as
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it is depicted in Fig. 2.2. However, for a typical PA, the response can be divided to

pseudo-linear and nonlinear regions (See Fig. 2.2).

One way to illustrate such response is in the form of high-order polynomial

y =
inf∑

p=1
αpx

p, (2.3)

where nonlinearity orders of p are associated with coefficients αp. In frequency

domain, this high orders introduces harmonics above and bellow the fundamental

frequencies. For largely enough coefficients of αp, those harmonics can greatly results

in spectral regrowth.

2.3 Power Amplifier Operational Bandwidth

Any power amplifier has a bandwidth that is adjusted to a span of frequencies of

signals to be amplified. It the specifications of the amplifier’s bandwidth are not

met, the amplifiers output signal can lose some of its frequencies, or it can generate

signals with the unwanted frequency range. Within the operational bandwidth, the

power amplifier must have a flat frequency response and a sharp roll of outside its

operational bandwidth.

The operational bandwidth are set by 3GPP for each designated communication

standards. For LTE, the operational bandwidth can vary in the range of 5 −

200 MHz [35]. In the fifth generation wireless technology (5G), the frequency

spectrum is divided into low-band, mid-band and millimeter-waves, where the

operational bandwidth can range up to 2 GHz. As the operational bandwidth

increases, challenging side effects are introduced by the power amplifier, which result

in distortions. Memory effects are well known to be introduced in wideband power

amplifiers, where the amplifiers does not behave in similar manner to the different

frequencies of the input signal [36].
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Fig. 2.3 Illustration of 1 dB compression point and dynamic range of a power amplifier.

2.4 Power Amplifier Dynamic Range

For an ideal power amplifier, the output signal is linearly mapped to the input. The

plot from this ideal response can be shown as a straight line as it is depicted in

Fig. However, as we discussed already, the real response of the power amplifier is

distorted for some of the input signal power range. In Fig. 2.3, the linear response

of an ideal amplifier is presented, where the linear gain is constant. The real output

of the amplifier follows the linear gain for the input power. However, the gain

gradually deviate from the linear gain of the amplifier and eventually goes to the

saturation region. This phenomena is known as compression. The point where the

real output of amplifier deviates from its linear gain for 1 dB, the amplifier is in its

1-dB compression point.

The lower delectable power of amplifier output is restricted by the input noise

and it is usually measured at 3 dB above the noise level and it is noted by Po.min

(See Fig. 2.3). The dynamic range of the amplifier is defined as

dR = P1-dB − Po.min, (2.4)
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where the dynamic range identifies the region where the amplifier has a linear gain.

In dynamic range, the amplifier preserve the signals gain and phase balance. Hence,

for the signals with varying amplitude it is important to operate the amplifier in

its dynamic range. Such signal schemes which depends on the amplifier constant

gain are QAM,QPSK and OFDM signals. For signals with constant envelope scheme

such as CW, FSK and GSM, there is no requirement to operate the PA within its

dynamic range.

2.5 Power Amplifier Classes

Amplifiers are classified into two major groups. First group are the classical classes

of amplifiers based on the conduction angle 2θ of the drain current or controlled

conduction angle amplifiers such that the output stage transistor is between the region

of ON and OFF. The amplifiers in this group are mainly linear mode amplifiers. The

second group, is the classes of switch mode amplifiers, operating in either saturation

or cut-off region.

2.5.1 Continuous Mode Amplifiers

Amplifiers with different linear classes of operation belong to this category and they

can be categorized as:

• Class A: The mostly linear classes of amplifiers is the Class A where the

conduction angle of the drain current is 360◦. The linear operation region of

this class of amplifiers can achieve the highest input power but in terms of

efficiency its performance is poor around 50%, where the power is dissipated in

the form of heat [37].

• Class B: To address the high dissipation of power in the form of heat in Class

A amplifiers, Class B is introduced with no DC base bias current. Therefore,

the efficiency increases at the cost of linearity [38]. The efficiency of Class B
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amplifiers at its maximum can reaches to 78.5%.The conduction angle of the

drain or collector current in Class B amplifiers is 180◦.

• Class AB: This class is one of the popular classes of amplifiers, providing

moderate efficiency together with linearity. As a result, it can be considered an

amplifier class between Class A and Class B [39]. The conduction angle of the

drain current in Class AB amplifiers is is reduced to 80◦ ∼ 120◦. the efficiency

of Class AB amplifiers can vary between 50% and 78.5%.

• Class C: In this class of amplifiers, the conduct cycle is reduced to 180◦ ∼ 360◦.

As a result, it can in theory achieve an efficiency of 90%. However, the reduced

conduct cycle can introduce excessive distortion [40].

2.5.2 Switched Mode Amplifiers

The efficiency of amplifier increases when it is driven close to the saturation. When

the amplifier is operating under saturation, it is in switch mode. Therefore, The

switched mode amplifiers are considered to be more efficient than the continuous

mode amplifiers. The efficiency of these amplifiers can in theory exceed 90% and

reach 100% [41–43].

several classes of amplifiers are classified as follows:

• Class D: This class of switched mode amplifiers has at least two transistors,

therefore it can form a square voltage waveform. The current alternate between

the transistors, resembling a switch mode operation. This class can reach

theoretical efficiency of 100%. However, the losses at saturation, low switching

speed and drain capacitance are problematic with the Class D amplifiers. Latest

research with current switching Class D amplifiers enables the Class D amplifier

operation up to 4 GHz.

• Class E: Contradictory to Class D amplifiers, the Class E amplifiers only require

one transistor. The basic idea in Class E amplifiers is to alternate between the

current and voltage waveforms. Therefore, the switching losses are reduced.
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This class can reach theoretical efficiency of 100%. This class is design for

different frequency ranges up to millimeter waves.

• Class F: This class of amplifiers form the drain or collector waveforms by

various harmonic resonators. By using more resonators the efficiency can be

increased. the efficiency of this class when only one resonator is used is about

50%.

2.5.3 Advanced Designs of Amplifiers

In the design of power amplifiers, more sophisticated design approaches are developed

to meet the linearity and efficiency. Based on this, different topology are advanced

amplifiers such as Doherty [8], envelope tracking [14], and out phasing [15].

2.6 Figures of Merit

Any nonlinearity in the power amplifiers mentioned above can introduce distortion

and must be studied and compensated carefully. Nonlinear characteristics of the
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amplifier introduce different types of distortion, and they can generally be classified

into two categories:

• In-band distortion: This group of distortion results in a degradation in bit

error rate (BER) and data throughput.

• Out-of-band distortion: This group of distortion results in spectral regrowth

and can violate the regulations.

To evaluate the amount of in-band distortion, error vector magnitude (EVM)

is used as a figure of merit. The EVM measures the amount of deviation of the

received demodulated signal constellation compared to the reference constellation

points. The distortion due to the amplitude and/or phase. The amplitude distortion

results in the magnitude error between the reference constellation and the received

signal constellation. The phase distortion, on the other hand, results in a rotated

constellation. Subsequently, a phase and amplitude distortion result in deviation in

the magnitude and phase error. Therefore, EVM represents the error in the form of

a vector. The EVM is calculated as

EVM =

√√√√√√√√√√
1
N

N∑
i=1

| ei |2

1
N

N∑
i=1

| Sref,i |2
× 100% (2.5)

where ei is the error vector for the ith demodulated symbol, Sref,i is the ith

reference symbol vector in the constellation, and N is the total number of samples

and presented in percentage form. The error vector ei is visualized in Fig. 2.4,

where the error vector is shown in red. This vector has both magnitude and phase

distortion information. The angle ϕ represents the deviation in the phase of the

received symbol, and M represents the magnitude of the distortion. Therefore, the

received symbol in Fig. 2.4 shows both phase and magnitude distortion. The received

signal must satisfy some threshold level of EVM for different standards. This is

expressed in the specifications, and as the size of the constellation increases, the
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Fig. 2.5 Graphical representation of ACPR.

threshold becomes more conservative. Another figure of merit which is widely used to

evaluate the linearity of the transmitter is the adjacent channel power ratio (ACPR).

This figure evaluates the nonlinearity of the amplifier in the frequency domain when

a modulated signal stimulates the amplifier. It is represented by the ratio of signal

power in the main frequency band to the signal power in adjacent frequency bands.

When the amplifier presents nonlinear characteristics, the modulated signal splatters

into the adjacent channel and can interfere with the operation of the neighboring

device in the adjacent bands. Therefore, it is crucial to monitor the ACPR for

unwanted emissions to comply with the specifications. The ACPR should be limited

to the threshold level in the technical specifications.

The graphical representation of the ACPR is presented in Fig. 2.5. In this figure,

the in-band signal power at the bandwidth of interest is highlighted with BW. The

integration bandwidth (IBW), i.e., IBW1 and IBW2, are representing the frequencies

in lower and upper adjacent channels that the ACPR will be calculated for them.

The ACPR is calculated as follows:

ACLR = max
m=L,U

{∑
f(adj)m

|X(f)|2∑
fch. |X(f)|2

}
(2.6)
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Fig. 2.6 Sample AM/AM characteristic of a power amplifier.

where X(f) denotes the power spectrum of signal x(n) for inband frequencies, i.e.,

fch and the frequencies in lower (L) and upper (U) adjacent channels f(adj)m.

2.6.1 Power Amplifier Nonlinearity and Distortion

A power amplifier stimulated by a modulated signal exhibits different types of

distortion. These types of distortions can be examined with different input signals.

• An ideal amplifier is expected to have a fixed gain. However, in reality, the

amplifiers are showing distortion in output signal amplitude. Therefore, the

amplitude of the output RF signal becomes a function of input signal amplitude.

As a result, the amplifier can be characterized by its amplitude-to-amplitude

distortion or AM/AM characteristics. An example of AM/AM distortion is

depicted in Fig. 2.6.

For the input signal x(t), the AM/AM can be defined as

y(t) = f(| x(t) |)x(t) (2.7)
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Fig. 2.7 Sample AM/PM characteristic of a power amplifier.

therefore the output signal y(t) is an amplified version of the input signal where

the gain of the output signal is a function of the input signal magnitude.

• Another type of distortion, which often introduced at amplitude-to-phase

distortion, i.e., AM/PM, characterizes the phase modulation distortion of the

amplifier. An example of AM/PM distortion is depicted in Fig. 2.7.

The AM/PM distortion can be represented as

∠y(t) − ∠x(t) = f(| x(t) |) (2.8)

Subsequently, the amplifier exhibits both AM/AM and AM/PM distortion.

• The AM/AM and AM/PM distortions by the amplifier can be independent

of frequency [44, 45]. It means that those characteristics of an amplifier do

not depend on the operation frequency. Thus, the amplifier remains envelop-

dependent. This can be due to a very narrow band modulated input signal to the

power amplifier. These types of distortions are identified as static. However, as
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the bandwidth of the modulated signal increases, the amplifier shows frequency-

dependent distortion. Therefore, this category represents AM/AM and AM/PM

distortion, which are frequency dependent. This category is mostly regarded

as nonlinearity with memory distortions and refereed to as a dynamic model.

The memory distortions do not introduce new spectra distortions. However,

each sample point of AM/AM and AM/PM characteristics proliferates such

that AM/AM and AM/PM characteristics are no more one-to-one. As it was

shown in [46] the PA memory distortion can be modeled with a finite memory

dependent model.

To identify the source of different distortions, the circuit level characterization

of the amplifier can help. As it is depicted in Fig. 2.8, the transistor in the center

of the amplifier has a nonlinear response. The nonlinear response of the transistor

is mainly represented in the static type of distortions. On the other hand, the

networks for biasing, input, and output matching contribute to the memory effects

of amplifiers. The memory distortion can have different periods. Therefore they are

generally categorized as short term and long term. To decide that the memory effects

are falling into which category they are compared to the signal bandwidth. In the

frequency domain, if the memory effects are small compared to the signal bandwidth,
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they are considered as long term memory effects. On the contrary, the memory

effects, which are in the frequency domain comparable with the center frequency

of the transmitted signal, are categorized as short term memory effects [47]. The

short term memory effects generally vary from nanoseconds to microseconds, and

long term memory effects are on the order of milliseconds.

Short term memory effects are mainly contributed to the reactive components

of the input-output matching network and the transistor, such as capacitors and

inductors. Therefore, they are closely related to the bandwidth of the signal. When

the bandwidth increases, these terms have a stronger effect. On the other hand, the

long term memory effects are mainly contributed to temperature and aging of the

PCB boards and DC self-bias.

In the time domain, the memory effects can be identified from the AM/AM and

AM/PM plots. The spread in these two graphs indicates the presence of memory

effects. However, in the frequency domain, they cause an imbalance of the upper

and lower adjacent channel of power spectra [47].

In order to identify and mitigate the distortion of the amplifier, an accurate model

of the amplifier must be identified. Circuit-level modeling is a complicated approach.

However, an alternative approach is to perform behavioral modeling. This technique

is the basis for one of the efficient and widely used amplifier linearization techniques,

i.e., digital predistortion (DPD). In Section 2.7, the behavioral modeling for amplifier

is presented. Next, in Section 2.8, the DPD technique basics are presented.

2.7 Amplifier Behavioral Modeling

In order to model the static and dynamic nonlinearities of amplifiers, a model that

can present the nonlinearity and memory effects of the amplifier must be chosen. It

is important to select the right model to have a precise representation of the system

[48]. Therfore, the amplifier output can be modeled as:

y(n) = f(x(n)) (2.9)
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where the function f(·) represents a nonlinear relationship such as

y(n) =
P∑

p=1
αpx

p(n) (2.10)

where P is the maximum nonlinearity order in this model. However, as the bandwidth

of transmitted signal increases, an alternative model must be implemented, which

takes into account for memory effects. Among the available models, approaches like

the Volterra series are the most popular ones to model the nonlinearity as well as the

memory effects [49, 50]. The Volterra series model is formulated in [51] as follows:

y(n) =
P∑

p=1

M∑
m1=0

. . .
M∑

mk=0
hp(m1, . . . ,mk)

p∏
j=1

x(n−mj) (2.11)

where P is the nonlinearity order and M is the memory order of the system, and

parameters hp(m1, . . . ,mk) are the model Kernels which must be estimated. The

interesting property of the Volterra series is that the model basis contains all variations

and combinations of different memory depths. When the model is used to express

the signals in baseband, the Volterra model is in this form:

y(n) =
P∑

p=1

M∑
m1=0

. . .
M∑

mk=0
hp(m1, . . . ,mk)

(p+1)∏
j=1

x(n−mj)
(2p+1)∏
l=p+2

x∗(n−ml) (2.12)

In this form, the combinations of signal x and its conjugate, i.e., x∗, are in the

form that the conjugate signal always has one order less than its non-conjugate

counterpart. By this means, the signals are grantee to represent only the harmonics

in the vicinity of baseband [52].

Introducing the memory effect with the full-Volterra series leads to highly com-

plex models. The results are not always efficient in terms of complexity analysis.

Considering the fact and the measurements which are used as model signals are

limited to the noise floor of the measurement equipment. Therefore, even with

increases the size of the model orders, no improvement can be obtained.
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Other simpler models have been introduced to model the memory effects such

as memory polynomial [36] and generalized memory polynomial [52]. The memory

polynomials based models are the most widely used ones with excellent precision.

Subsequently, in this thesis, the models are mainly based on the MP model.

2.7.1 Memory Polynomial Model

The memory polynomial model is a simplified version of the Volterra series-based

model where the cross terms between the signal and its different lagging or leading

terms are avoided [36]. Therefore, the complexity of the model is significantly reduced.

Still, this model can achieve sufficient accuracy in modeling the amplifier nonlinearity

and its memory effects. The baseband complex envelope representation of the output

signal is generally represented as follows:

y(n) =
P∑

p=1

M∑
m=0

αmpx(n−m) | x(n−m) |2p (2.13)

where | · | denotes the absolute value of signal x(n) and αmp is the model coefficient

related to nonlinearity order of p and memory depth of m. Since the model is

linear with respect to the model parameters, the model can be represented in this

alternative form:

y = Φ(x)α (2.14)

where y is a vector of the captured output signal, x is the vector of the input

signal to the system and α is a vector which contains the model parameters, i.e.,

α = [α10, ..., αP M ]T . The matrix Φ(x) is formed from the basis functions of the

memory polynomial model, i.e., Φ(x) = [x(n),x(n− 1), . . . ,x(n−M)|x(n−M)|2P ]

and vector x(n) = [x(n), x(n − 1), ..., x(n − N)]T contains N samples of the input

signal and (·)T denotes transpose.
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2.7.2 Model Identification

Once the model is selected, its coefficients must be identified. The identification

procedure can be performed for a set of measured input and output signals to the

system, which we want to model and in this case, the amplifier. For this, a large

vector of a signal is sent to the device under test, and the output is captured. As it

is defined in (2.14), the model is linear with respect to the coefficients α The linear

models can be solved with different estimation techniques such as least mean squares

(LMS) [53, 54] , linear least-squares (LS) [55–57], and recursive least squares (RLS)

[19, 58]. Among other techniques, linear least-squares shows stability and is used in

this thesis. Subsequently, the least-squares can be solved as

α = Φ(x)+y (2.15)

where (·)+ is the Moore-Penrose pseudoinverse function [59–61] such that

X+ = (XHX)−1XH (2.16)

where (·)H denotes the matrix Hermitian transpose and (·)−1 denotes the matrix

inversion. Therefore, the model parameters can be extracted for a large batch of

input and output signal samples. The size of the batch impacts the accuracy of the

least-squares estimation technique, and it must be large enough.

2.7.3 Model Accuracy Evaluation

In order to evaluate the precision of the estimated model, different metrics can be

used. The most common ones are the normalized mean square error (NMSE), the

adjacent channel error power ratio (ACEPR). The NMSE measures the accuracy of

estimated time samples one by one, and it is closely related to the EVM measurements.

If translated to the frequency domain, it mainly measures the accuracy of the inband
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output signal. The NMSE is defined as

NMSE =

N∑
n=1

| y(n) − ỹ(n) |2

N∑
i=1

| y(n) |2
, (2.17)

and it is mainly represented in the form of dB. The achievable accuracy of NMSE is

limited to the level of noise in measured signal y(n) and cannot be improved further.

The ACEPR is defined in [62] and it measures the accuracy of the model output

in frequency domain and for the adjacent channels can be calculated as follows

ACEPR = max
m=L,U

{∑
f(adj)m

|Y (f) − Ỹ (f)|2∑
fch. |Y (f)|2

}
(2.18)

where Y (f) denotes the power spectrum of the measured output signal y(n) for

inband frequencies, i.e., fch and the frequencies in lower (L) and upper (U) adjacent

channels f(adj)m and Ỹ (f) denotes the power spectrum of the model output signal

ỹ(n).

2.8 Digital Predistortion

DPD is an amplifier linearization technique based on the principle of intentionally

predistorting the input signal such that the overall performance of the transmitter

becomes linear. The procedure of predistorting the signal is implemented in digital

baseband; therefore, the technique is called digital predistortion. The DPD is a

nonlinear system with a transfer function that mimics the inverse behavior of the

power amplifier. Accordingly, the distorted signal from DPD has the same magnitude

and is out of phase from those generated by the power amplifier, and they cancel

each other out. A simple block diagram of a transmitter utilizing a DPD is depicted

in Fig. 2.9.

The central aspect of DPD is its stable and straightforward principle. Moreover,

the technique implementation does not increase the power consumption compared
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Fig. 2.9 Digital predistortion operation principle.

to the power amplifier. The accuracy of the DPD performance is closely related

to the signal characteristics, e.g., bandwidth, peak average power ratio (PAPR),

modulation, and power. Therefore, the DPD must be adopted for the operating

specifications based on the properties of the signal. Therefore, mainly, adaptive

signal processing techniques are related to the performance of DPD.

2.8.1 DPD Model and Identification Techniques

The first step in the implementation of a DPD is to present a nonlinear model. This

model must comply with the model, which is used to present the power amplifier

in terms of nonlinearity order and the memory depth. Similar models represented

in Section 2.7 can be utilized for DPD application. To estimate the DPD model

parameters or coefficients, different approaches have been proposed. The most

well-known ones are listed as indirect learning (ILA) [63–66] and direct learning or

closed-loop (DLA) [32, 67–70]. In this thesis, both of these techniques have been

used for different applications. The operation of these two techniques are explained

as follows.
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Fig. 2.10 Block diagram of an RF transmitter with DPD based on ILA.

2.8.1.1 Indirect Learning Technique

The indirect learning algorithm principle is depicted in Fig. 2.10. This learning

algorithm is based on the estimation of the DPD parameters from the inverse model

of the power amplifier such that the amplifier output signal y(n) is used to form the

basis functions of the nonlinear model. Therefore, the cost function to be minimized

is

JILA =∥ e ∥2
F (2.19)

where e is a vector of error signal such that e(n) = xDPD(n) − y(n), and ∥ · ∥F

represents the Frobenius norm.

The estimation of the inverse amplifier model is called post-distortion. The

post-distortion takes the amplifier’s output signal, i.e., y(n), as the input to the

model when the amplifier is excited with the signal xDPD. Thus we have

xDPD = Φ(y)θILA (2.20)

where Φ(y) = [y(n),y(n− 1), . . . ,y(n−M)|y(n−M)|2P ], for a memory polynomial

model with nonlinearity order of P and memory depth of M . The model parameters

to be estimated are stored in vector θILA. Similar to the previous approach of model
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Fig. 2.11 Block diagram of an RF transmitter with DPD based on DLA.

estimation in Section 2.7.2, by least-squares approach the parameters θILA are given

by

θILA = Φ(y)+xDPD (2.21)

The ILA technique is susceptible to noise [71]. The reason is the construction

of basis functions, Φ(y), based on the measured amplifier output signal, y. The

measurement noise can propagate throughout the estimation and results in biased

parameter estimation. In order to reduce the dependency of basis functions on the

measured signal Φ(y), a model-based ILA (MILA) technique has been introduced

[72]. In this technique, first, the amplifier model is extracted, and substitutes for

actual PA in the linearization process. The technique is further explained in Section

4.2.1.

2.8.1.2 Direct Learning Technique

The DLA technique is robust against the measurement noise. Unlike ILA, in this

technique, the DPD is placed within the linearization loop; therefore, DLA is called

closed-loop as well. A simple block diagram of a DLA technique is depicted in Fig.

2.11. In this technique, the error between the input to the DPD and the output of
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the amplifier is minimized. Therefore, the cost function to be minimized is

JDLA =∥ e− Φ(x)T △ θ ∥2
F (2.22)

where △θ is the vector of the residual model parameters and Φ(x) = [x(n),x(n−

1), . . . ,x(n−M)|x(n−M)|2P ]. Through a few iterations the DPD parameters can

be updated. First, by utilizing the least-squares, the estimation of coefficient residual

is obtained as

△θ = Φ(x)+e (2.23)

Then, the DPD parameters are updated as

θi+1 = θi + △θ (2.24)

where θi = [1, 0, · · · , 0]. Since, the basis functions Φ(x) are built based on the input

signal x, this technique is less sensitive to the measurement noise.

2.8.2 DPD Performance Evaluation

For evaluation of the DPD performance, the linearity of the transmitter must

be measured. Same as the amplifier model evaluation, the NMSE can be used

for performance evaluation of the DPD. The NMSE for DPD is measured as the

difference of the input signal to the DPD and gain-normalized amplifier output signal

as

NMSE =

N∑
n=1

| x(n) − ỹ(n) |2

N∑
i=1

| x(n) |2
(2.25)

where ỹ(n) is the gain-normalized output of the amplifier such that

ỹ(n) = y(n)
G

(2.26)
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where G is the linear gain of the amplifier. Different gain-normalization techniques

have been proposed based on maximum gain, gain at the maximum targeted power

level, and variable gains [73]. In this thesis, the normalization is performed based on

the maximum gain of the amplifier.

Another critical parameter to evaluate the performance of DPD, and consequently,

the linearity of the transmitter, is the adjacent channel power ratio (ACPR). The

ACPR represents the distortion reduction in adjacent channels, and it is calculated

by

ACPR = max
m=L,U

{∑
f(adj)m

|Y (f)|2∑
fch. |Y (f)|2

}
(2.27)

where Y (f) denotes the power spectrum of PA output signal y(n) for inband fre-

quencies, i.e., fch and the frequencies in lower (L) and upper (U) adjacent channels

f(adj)m.
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Chapter 3

MIMO Transmitters- Introduction

and Review

The increasing demand for high data rates has motivated the development of tech-

niques to increase the channel capacity by optimizing the spectral efficiency of future

wireless communication networks. Massive multiple-input multiple-output (MIMO)

systems have emerged as the most favorable physical-layer solution for achieving

high data rates, connection reliability, and high spectral efficiency in fifth-generation

(5G) and beyond communication systems [2].

The MIMO communication system is a scalable transceiver employing several in-

dependent radio frequency (RF) chains to stimulate an antenna array; individual RF

transmitters contain a power amplifier (PA) that drives a distinct antenna element.

The major blemish of the ever growing large MIMO transmitter is its cost, size,

and complexity. Therefore, compact and simplified techniques for linearization are

desired, where the removal of several hardware components reduces the complexity.

Therefore, new hardware architecture, together with more sophisticated signal pro-

cessing approaches, must be adopted. To further increase the spectrum efficiency by

exploiting the millimeter wave (mmWave) bands with extremely short wavelengths,

it is possible to shrink the size of the transceivers. The spectrum efficiency of massive

MIMO systems can be achieved by performing beamforming techniques in a rich
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Fig. 3.1 MIMO TDD system model in absence of crosstalk.

scattering environment [74]. Phased arrays are widely used to perform beamforming;

therefore, they are another part of this study.

Recent studies show the benefits of implementing 5G technologies such as Massive

MIMO in time-division duplex (TDD) since the pilot overhead is prohibited in

frequency-division duplex (FDD) [75, 76]. In particular, the physical propagation

channels for TDD systems are reciprocal since the uplink receiver and downlink

transmitter, i.e., the transceivers, are sharing the same antenna by exploiting a

switch as depicted in Fig 3.1.

In this chapter, first, the challenges for MIMO TDD systems and phased array’s

system linearization are visited. Then, the system model for MIMO systems and

phased arrays suffering from impairments are explained. The previous works which

addressed the new issues raised from the MIMO and phased array hardware architec-

tures are explained, and the technology gap, which is studied in this thesis, is briefly

visited. Therefore, in this chapter, the contribution of this thesis in relation to the

already published works has been identified.

3.1 MIMO System and Phased Array Challenges

The MIMO system considered in this thesis is built from several transmit and

receive paths. Each transmit path has its digital baseband, a digital-to-analog

converter (DAC), and an RF path with PA, which is connected to an antenna
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element. Each receive path contains an antenna element, typically, a low noise

amplifier (LNA), a down-converter and an analog-to-digital converter (ADC). The

antenna elements collectively form an antenna array. By increasing the number of

transceiver paths in MIMO systems, the physical size and the cost of the transceiver

and array play a critical role. Therefore, very compact and simplified techniques

for linearization are desired, where the removal of several hardware components

reduces the complexity. Therefore, new hardware architecture, together with more

sophisticated signal processing approaches, must be adopted. However, the feasibility

of the new analog and digital solutions must be evaluated carefully. The conventional

linearization techniques which have been used previously for single path transmitters

can no longer be used in the new architectures.

The large MIMO systems are especially vulnerable to crosstalk and coupling

effects when implemented on a single chipset [77] due to the proximity of transmit

paths. As a result, the linearization can suffer from additive linear or nonlinear

distortion. The linear crosstalk or antenna crosstalk [78] can affect the output of

PA and does not couple into the incident wave into the PA. Nonlinear crosstalk is

the coupled signal which becomes an incident wave to the PA input or output, and

therefore, will contribute to an excessive nonlinear distortion in PA output signal.

One of the instances of nonlinear crosstalk occurs in MIMO systems where the

transmitters share a local oscillator (LO) to save area and cost of it by reducing the

power consumption of the synthesizer [79, 80]. Another case of nonlinear crosstalk

occurs when the isolators between the PA output and the antennas are avoided. The

isolators are two-port components that transmit the signal in one direction only.

Therefore, it prevents any wave from being incident to the PA output, which can

protect the PA. By eliminating the isolators, the PA behavior can changes accordingly

[81].

Both linear and nonlinear crosstalk are sources of excessive distortion. Therefore,

the conventional way to model the PA and compensate for its distortions cannot be

used to compensate for the PA distortion together with crosstalk distortion fully.
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Another challenge to face in large size MIMO systems is related to the increased

number of the transmitter observation receivers (TORs), which are an inevitable

part of the linearization feedback loop. These TORs must be implemented for

each transmit path, and they must be synchronized, and when the number of the

transmitters increase, it might be even impossible to capture the signal and process

them via separate TORs. TOR, which is built from a complete receiver chain, must

be implemented for each transmit path. An essential component of every TOR is

an analog-to-digital converter (ADC), and for most ADCs, the power consumption

scales with the sampling rate. By reducing the number of TORs, the cost and the

size of the MIMO systems can be kept low. However, alternative solutions must be

sought to provide the necessary feedback signals to perform the linearization.

Several studies have tried to reduce the number of TOR paths. The authors in

[82] and [83] propose the use of a shared feedback receiver chain, where the individual

PA outputs were sensed with separate couplers, and the signals were collected with

a switch through a time-sharing technique. In another study, Prata et al. [84]

investigates the training of a MIMO DPD with multi-sines with different frequency

placements of each tone and capture the combined signal of PA outputs with a shared

feedback receiver. The implementation of a shared TOR in the above techniques

relies on the feedback signal captured by the couplers. However, in millimeter-wave

(mm-wave) frequency bands, the coupler’s insertion loss becomes more significant

and problematic.

Recently, over-the-air (OTA) measurements to provide the TOR feedback signal

have been proposed for phased arrays as an alternative solution where a limited

number of receive antennas capture the transmitted signals[85–87]. The structure of

a phased array is such that one baseband data stream to be directed to a specific

direction is split and fed to several RF transmitter chains with separate dedicated

PAs. Therefore, only one DPD can be trained to linearize the radiated field in the

direction of the user. This single DPD is expected to linearize several PAs, each

of which can have different characteristics [88]. As the size of the array increases,

this can result in a drastic increase in the difference in PA performance. Therefore,
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an optimized model must be used for analysis, modeling, and predistortion with

possibly low power consumption and computational complexity.

However, a fully digital MIMO system with a digital path per RF PA requires a

DPD per transmit path and is therefore not suitable for MIMO systems. This makes

OTA-based modeling and linearization of the MIMO system a more complex task.

In [89], Hausmair et al. propose to use a few dispersed receiver antennas to collect

the combined transmitted signals with OTA measurements. The received signals are

used to identify individual PA models, and accordingly, performing the linearization

for each PA. Nonetheless, it is based on the assumption that the coupling coefficients

between the transmitter and the receiver antennas are known and assuming that the

transmitting antennas are isolated.

As already discussed in this section, a typical implementation of the DPD

technique is done in digital baseband and requires as many feedback paths and

predistorders as the number of power amplifiers. However, for phased array systems

where one digital baseband branch is connected to several analog transmission paths

in RF, only a single DPD can be implemented per sub-array. This single DPD is

expected to linearize several PAs, each of which can have different characteristics.

Different strategies can be applied to optimize single DPD performance. In [90], the

authors propose a single DPD technique to linearize multiple PAs in a phased array.

Their proposed solution relies on minimizing the sum of the least squared errors of

the different branches. A beam-oriented single DPD is introduced in [91], where a

single DPD is employed to linearize the primary beam signal. The proposed DPD is

based on minimization of the least square error of the superposition of the PA outputs

after the effect of analog beamformers are removed. An array DPD was introduced

by [92], where the combined error in the far-field is minimized. The combined error is

estimated by taking the feedback from all PAs. Then, the combined response of the

array in the far-field is estimated and comparing it with the input signal to the PAs.

The work in [93] is using the same approach by canceling the beamforming weights

before combining it via an anti-beamforming module. Further, the effect of phase

and amplitude mismatch of feedback signals on the DPD learning algorithm has been
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investigated. In [94], a single DPD is trained to linearize the sub-array by modeling

the primary beam signal and comparing it with the input signal and observe the signal

linearity in the far-field. The previous studies mainly focus on the array response

rather than the individual PA output. Hence, the linearization technique fails when

the PAs in the different branches possess considerably different characteristics. As

it was discussed in [92], the linearization of the phased array, results in a more

linear behavior of those PAs with the initial nonlinear response, while those PA with

initial linear behavior is experiencing a nonlinear behavior after linearization. In

[92], the linear PA behavior is related to those PAs with excitation signals at lower

input power. Therefore, after linearization, their nonlinear characteristics are not

dominating. However, if all the PAs are excited by the input signal with the same

power level, this effect can reduce the desired level of linearization at the position of

user. This improved performance is especially notable when the PAs in the different

branches possess considerably different characteristics. The DPD learning utilizes

a closed-loop estimation technique which is not sensitive to the PA output noisy

measurements.

3.2 MIMO TDD System Models

Similar to the single path transmitters, the MIMO systems suffer from distortion.

The primary source of distortion is the PA. Furthermore, the additional sources of

distortion must be taken into account when the transceivers are designed on a single

chipset. In such a system, the effect of antenna coupling and impedance mismatch

must be carefully studied and specified in PA modeling and identification [95]. The

detrimental effect of coupling between antenna elements in a MIMO TDD system

can be useful as we show it later in this thesis, where we develop an OTA approach

as a substitute for conventional TOR circuity. We first develop the system model for

intra-array transmission of a MIMO TDD transceiver. Two different models can be

studied based on the presence or absence of crosstalk in the form of antenna coupling

and impedance mismatch.
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Fig. 3.2 Block diagram of a MIMO system with K transceivers with one transceiver in
transmit mode while the rest of the array elements are receiving.

3.2.1 Intra-Array System Models Without Crosstalk

In this section, we present the system model of a TDD MIMO system when no

crosstalk presents. For the sake of readability, the time dependence is not included,

such that, for example, a1(n) is written as a1.

Each transceiver consists of a transmitter chain (Tx) and a receiver chain (Rx),

which utilizes a switch to alternate between transmit and receive mode. The operating

frequency band is identical for all transceivers.

A block diagram of a TDD MIMO with K transceivers is shown in Fig. 3.2,

where, in this case, the first transceiver is in transmit mode, while the rest of the

transceivers are listening in receive mode. Each Tx contains a digital-to-analog

converter (DAC) and an RF PA connected to an antenna element. When no I/Q

imbalance is present, the PA model may fully represent a transmit path from a

digital-to-analog converter (DAC) to the RF PA. In receive mode, the Rx shares the

same antenna with the transmit chain and contains, typically, a low noise amplifier

(LNA), a down-converter and the analog-to-digital converters (ADCs).

As it is depicted in Fig. 3.2, when the jth transmitter sends a vector of pilot

signal a1j ∈ CN×1, it follows that the received signal at the ith transceiver, yij, can

be modeled with the transmitter block, the propagation channel, and the receiver
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block as follows

yij = rihijb2j + wij

= rihijfj(a1j) + wij,
(3.1)

where ri is the complex gain of the Rx in the ith receive chain from RF-to-baseband.

The function fj is the PA response in the jth Tx path. The elements of vector

wij ∼ CN (0, N0) are the additive complex Gaussian noise at the receiver with

variance N0. The complex term hij stands for the reciprocal propagation channel

between the ith receiver antenna and the jth transmit antenna due to the mutual

coupling. The hardware responses of ri and fj are dynamic and can vary with

changes in temperature, voltage variation, etc. Nonetheless, in the rest of this thesis,

we consider the hardware responses of ri and fj to be constant with respect to the

symbol duration.

As it was already discussed in Section 2.7 different Volterra series based modeling

techniques can be used to present the PA behavioral model.

3.2.2 Intra-Array System Models With Crosstalk

For MIMO systems implemented on a single chipset, the electromagnetic coupling

between the antenna array elements forms the crosstalk. Furthermore, the impedance

mismatch between the PA output and antenna introduces a reflection signal which

elaborates in the formation of a crosstalk signal. When no isolator is used between

the PA and antenna, the crosstalk can be modeled. In [96], the authors provide a

dual-input PA model that is capable of modeling the reflection signal at PA input and

output while taking care of the dynamic effects of the PA. Therefore the technique

is capable of modeling the wideband signals too. In smart antenna transmitters

with several transmit paths and the presence of antenna coupling, the PA behavior

is studied in [95] and [97]. The work by Fager et al. [97] presents a technique to

estimate the PA behavior in a two-branch smart antennas transmitter. The results

are presented in terms of spectrum measurements and showed a satisfactory level
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Fig. 3.3 Block diagram of a MIMO system with K transceivers with one transceiver in
transmit mode while the rest of the array elements are receiving in presence of
crosstalk.

of accuracy in the predicted PA behavior. The technique was expanded in [95] to

account for the dynamic effects of the PA. Therefore, extended the application of it

for wideband excitation.

In our study, we adopt the dual-input PA model, which benefits from the ability to

represent the frequency-dependence, i.e., dynamic effects of the PA. A block diagram

of such a system is depicted in Fig. 3.3. By exploiting the aforementioned dual-input

PA modeling technique, the intra-array signal transmission can be modeled as follows

yij = rihijb2j + wij

= rihijfj(a1j, a2j) + wij,
(3.2)

where the signal a2j is the incident wave toward PA output. This signal represents

the crosstalk due to the antenna coupling and mismatch. When the antenna is

wideband compared to the bandwidth of the transmitted signal, the incident signal

a2j can be express as a linear combination of b2 signals as follows [95, 97]

a2j =
K∑

k=1
b2kλkj. (3.3)
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It worth noticing that when the reference plane is well defined, the scattering

parameters (S-parameters) obtained at the antenna terminals can partially describe

the effective coupling, i.e., the S-parameters only reflects the hij and eliminates the

ri. Hence, for wideband antennas, the S-parameters at the center the frequency may

be equivalent to the λki up to a point.

In order to accommodate the linear and nonlinear dynamic effects of PA with

fading memory into this model, the excessive terms are introduced. By taking into

account the memory effects, the accuracy of the model for wideband signals increases.

As a result, the Volterra series based model with memory effects become extremely

high in the order, makes it infeasible to implement such a model in digital baseband

processing. Therefore, depending on the available baseband processing resources, the

pruned approaches are adopted to substitute for the Volterra series model. As we

already discussed in Section 2.7, memory polynomial (MP) is a popular, reduced

form which is exploited frequently as a PA modeling methodology. A dual-input

model based on MP approach can represent the PA behavior, when the PA output

is a function of a signal at its in- and outputs, i.e., f(a1j, a2j) [98]. A dual-input

dual-output PA model was presented in [96], which incorporates the reflection signal

toward the PA input and output. Then, a double-input single-output model has been

adopted in [95] and [99] where the PA output in multi-antenna systems is affected

by impedance mismatch and crosstalk. Instead of pursuing crosstalk and mismatch

model (CTMM) approach in [99] to model the effect of coupling and load mismatch,

our modeling approach uses the estimated couplings explored in the previous section.

Accordingly, the baseband description of f(a1j, a2j) can be adopted with an

equivalent memory polynomial structure where the dynamic effects of hardware are

taken into account especially when wideband signals are transmitted [100]. Hence,

44



3.3 Phased Array System Models

b2j(n) can be written as

b2j(n) =
M∑

m1=0

(P −1)/2∑
p=0

αjpm1a1j(n−m1)

× | a1j(n−m1) |2p

(3.4a)

+
M∑

m2=0
βj0m2a2j(n−m2)

+
M∑

m1=0

M∑
m2=0

(P −1)/2∑
p=1

βjpm1m2

a2j(n−m2)× | a1j(n−m1) |2p

(3.4b)

+
M∑

m1=0

M∑
m2=0

(P −1)/2∑
p=1

γjpm1m2a
∗
2j(n−m2)

× (a1j(n−m1))p+1(a∗
1j(n−m1))p−1,

(3.4c)

where M represents the memory depth and P are the degree of nonlinearity order.

The cross terms in (3.4b) and (3.4c) only contain the linear representation of

a2j and a∗
2j. This is due to the fact that the incident wave a2j is considered to have

lower power [101]. However, for signals with a significant power level, a higher order

of the a2j must be considered.

3.3 Phased Array System Models

In this section, the system model of a phased array with K transmit antennas

is presented. This system model represents a K × 1 precoded single-user MIMO

downlink (DL) transmission, with K transmit antennas at the base station and

a single antenna UE. An assumption has been made that the channel is known;

therefore, the precoding in the base station is carried out by knowing the channel.

Here, a1 = [a11, a12, ..., a1K ] is the pre-coded transmitted data vector and s is the

single-stream of transmitted data symbol which satisfies E[ | s |2] = 1. The precoded
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data vector thus is represented as

a1 = ηws, (3.5)

where w is the pre-coding vector, which relies on the knowledge on the channel

available at the base station.the constant η is a normalization constant in the form

of

η =
√

1
∥w∥2 . (3.6)

This constant ensures a constant level of energy. Commonly used precoders are

the maximum ratio or match filter (MF), the zero-forcing (ZF) and the regularized

zero-forcing (RZF) principle. By order, they are as below

wMF = ηHH , (3.7)

wZF = ηHH(HHH)−1, (3.8)

wRZF = ηHH(HHH + αI)−1, (3.9)

where matrix H is the complex channel matrix and α > 0 is a reqularizer factor.

Throughout this work, we chose the maximum ratio transmission (MRF) or MF

as the precoder [102]. As it can be noticed in (3.7), through MF precoding, the data

symbol s is pre-multiplied by the Hermitian of the channel matrix of the user. MF

precoding is robust and has a very low computational complexity and offers high

asymptotic performance when it is used in MIMO systems [103], [104].

The basic block chart of the RF beamforming system is presented in Fig. 3.4.

The phase of individual antennas is controlled to steer the beam in the direction of

UE. For the uniform linear arrays (ULA), the precoded data is implemented by the

use of phase shifters. For identical PA behavior across the array, the PA output at

the jth transmit antennas, when no crosstalk exists, can be modeled by the Volterra
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s

Fig. 3.4 Block diagram of a phased array.

series based model such as the MP model. Therefore, we have

b2j = f(a1j), (3.10)

where j = 1, ..., K, and f(·) represents the possible nonlinear behavior of each PA in

the array. This can be further modeled by an MP model such that

b2j(n) =
M∑

m=0

(P −1)/2∑
p=0

αpma1j(n−m)

× | a1j(n−m) |2p

(3.11)

As it is presented in this PA model, each PA output b2j depends solely on its

excitation signal a1j, and the model coefficients do not become dependent on the

transmitter branch. Therefore, αpm subscript only represents the nonlinearity and

memory orders. However, considering the deviation in physical PAs, which can be

caused due to the production deviation, aging, and temperature across the array,

PAs across the array can have different characteristics. Therefore, a better approach

is to assign different models for individual PAs across the array. Subsequently, we

have

b2j = fj(a1j). (3.12)
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By exploiting a MP model we have

b2j(n) =
M∑

m=0

(P −1)/2∑
p=0

αjpma1j(n−m)

× | a1j(n−m) |2p

(3.13)

Here in contrast to the previously explained system model, fj(·) is a nonlinear

function that describes solely the effect of amplification on the PA in the jth transmit

path. The fj(·) can have varying levels of dissimilarity between the branches.

Therefore, αjpm subscript represents not only the nonlinearity and memory orders

but also the transmitter branch index j.

3.4 Contributions

As can be seen from the literature review, there is an open issue in terms of

linearization of the large MIMO systems where the implementation of TOR in each

transmit path is cumbersome. A DPD technique is proposed in Chapter 6, which

utilizes a few of the embedded receivers of the MIMO TDD transceiver to serve as

the OTA-TORs by adopting the intra-transmission model in (3.2). The approach

exploits the preexisting hardware in the MIMO TDD system and dispenses the

need for TOR per transmitter, therefore reduces the hardware cost and complexity

significantly.

We develop this DPD technique in three steps: an OTA effective coupling factor

estimation scheme that models the propagation channel and receiver gain, a PA

model identification for each transmit paths, and a nonlinear DPD block in every

transmit path.

The implementation of TDD transceivers with alternating switches hinders the

use of isolators at the antenna since it can block the reception of the signal in receive

mode. Hence, the excessive nonlinearity and distortion from crosstalk due to antenna

coupling and impedance mismatch must be mitigated. We adopt the dual-input PA

model with a linear array model in [97] to compensate for these excessive distortions.
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The proposed OTA DPD is evaluated through the measurement of a four-element

antenna array. The results are compared to the case when S-parameter measurements

replaced the estimated effective coupling within the array, and OTA DPD performs

linearization based on the measured S-parameters of the array. To the best of the

author’s knowledge, this is the first time that measurement results of an OTA DPD

are presented for linearization of the individual transmit paths in a TDD MIMO

system by exploiting the embedded receiver.

As can be seen from the literature review, there are open issues in the linearization

of PAs in phased arrays when the PAs in the different branches possess considerably

different characteristics. This issue has been investigated for the work in this thesis.

This work is presented based on the system model given in (3.12) and (3.13). In

Chapter 7, a comparative study among different single DPD solutions for phased

array systems with combined feedback response and with individual PA feedback

responses are presented. By proposing a novel single DPD method, a convex opti-

mization problem is formulated, which relies upon on joint minimization of the cost

functions from all transmission branches. The simulation results demonstrate that

the proposed solution outperforms the ones in [90–94]. This improved performance

is especially notable when the PAs in the different branches possess considerably

different characteristics. DPD learning technique utilizes a closed-loop estimation

technique that is not sensitive to the PA output noisy measurements.
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Chapter 4

Digital Predistortion Training for

Systems with Antenna Crosstalk

The work presented in this chapter relates to the conference proceeding [105].

In MIMO systems, crosstalk mainly occurs due to coupling effects of signals

between the transmission branches [77]. Two main types of crosstalk have been

identified based on whether the crosstalk occurs before or after the power amplifiers

(PA) in Section 3.1. Crosstalk which occurs before the PAs is subject to the

nonlinearity of the PA and therefore is called nonlinear crosstalk. In this chapter,

we will focus on the crosstalk which occurs after the PAs, which is known as

linear or antenna crosstalk [78]. The fundamental issue with antenna crosstalk is

that the distortion caused by this effect occurs in-band. A number of crosstalk

cancellation techniques for chip design have been proposed [106] at the cost of

current consumption. In other cases the crosstalk is avoided by spacing the channels,

isolation between the physical signal paths and differential I/Os which can be used

at the expense of increased power consumption and lower data rate [106]. All of

these solutions mentioned above also introduce added HW design complexity. It

is therefore advantageous if it is possible to compensate for crosstalk effects in the

digital hardware already used in the RBS. For this reason, in high power MIMO

base stations crosstalk cancellation using digital predistortion (DPD) has become
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popular. Crosstalk can be treated as a source of nonlinearity and the existing DPD

stage can therefore be adapted to compensate for its effects also.

The memory polynomial (MP) model is widely used for single-input single-

output (SISO) PAs. The generalized memory polynomial (GMP) behavioral model

introduced in [52], shows excellent accuracy at the cost of additional complexity [29].

A SISO GMP model was adapted in [107] to compensate the linear and nonlinear

crosstalk effects in 2 × 2 MIMO system. The adapted behavioral model for antenna

crosstalk was named generalized memory polynomial for linear crosstalk (GMPLC).

A similar model to the GMP is the memory polynomial (MP). In this paper a memory

polynomial is used to model the distortion of a set of nonlinear PAs combined with

antenna crosstalk effects, namely memory polynomial for linear crosstalk (MPLC).

The memory polynomial can achieve comparable accuracy, using fewer coefficients

compared to the GMP approach. In this way a more computationally efficient

approach can be achieved. This is directly beneficial in both the case of modeling

MIMO and in particular massive MIMO systems. The same benefits for the MP

structure used to model these systems will also apply in its application to DPD.

As explained in Section 2.8.1.2, in calculating the DPD coefficients, two main

strategies can be employed, namely direct or indirect learning. Previous studies such

as [71, 108] have used the indirect learning architecture to calculate DPD coefficients

for a set of nonlinear PAs with crosstalk. Recent studies have shown that direct

learning has advantages over the indirect learning architecture when applied to DPD

[32, 109]. Therefore, in this section, a comparative study over the DLA and ILA

techniques are presented when the system suffers from the antenna crosstalk, and

the PA outputs are protected from the incident wave by using isolators.

4.1 MIMO System Models With Antenna Crosstalk

Antenna crosstalk or linear crosstalk is the effect of signal coupling which occurs

between the antennas in the array. When the isolators are placed between the

PA output and the antenna, the effect of crosstalk does not directly affect the

52



4.1 MIMO System Models With Antenna Crosstalk

PA behaviors individually. Because the crosstalk terms after the PA do not pass

through a nonlinear component in the RF front-end, this type of coupling effect

is considered antenna crosstalk. As a result, the impairment effects will appear as

in-band distortion [77] and as a result, will increase the NMSE of the signal, which

is fed to the antenna. In Fig. 4.1 the mechanism by which antenna crosstalk occurs

is shown. The effect of antenna crosstalk is depicted in this figure where ξ and ϱ are

impulse responses of the linear filters, and specify the strength of the crosstalk. It can

be seen that some proportion of the signal in each path is transferred to the adjacent

signal path. Not only will there be antenna crosstalk between the transmitter paths,

but there is also crosstalk in the channel and crosstalk between the receiver antennas.

Compensation of all of these crosstalk effects can be compensated for in the receiver.

However, if the transmitter antenna crosstalk can be compensated prior to signal

transmission, the overall performance of the MIMO system will be improved [110].

Considering this fact, it is advantageous to compensate for the linear or antenna

crosstalk in the transmitter DPD prior to transmission.

It is worth noticing that unlike effective coupling, the antenna crosstalk does not

exhibit reciprocal characteristics. Therefore, the antenna crosstalk is indicated with

different symbols from the first transmit path, and the second transmit path toward

the victim transmit branches. Similar to the antenna crosstalk model presented in

[77] and [107], the antenna crosstalk can be formulated as follows

b21(n) =f1(a11(n)) + ξ ∗ f2(a12(n))
(4.1a)

b22(n) =f1(a11(n)) + ϱ ∗ f2(a12(n)).
(4.1b)

When ξ and ϱ are set to zero, the 2 × 2 MIMO system can be modeled as a

single-input single-output (SISO) system.
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PA 1

PA 2

Fig. 4.1 Antenna crosstalk in MIMO transmitter.

In this model, f1(·) is a function representing the nonlinearity effects in branch

one, and f2(·) is the function representing the nonlinearity effects in the second

branch. By modeling the crosstalk effect in this way, the output of the antenna will

be a linear combination of the nonlinear effects from its reference branch and a factor

of nonlinear effects from the second branch. Accordingly, no cross-terms are needed

to model the coupling effect of antenna crosstalk. The nonlinearities are modeled

separately. Therefore, any conventional SISO model can be used to replace each of

f1 and f2 functions.

4.2 PA Behavioral Modeling and DPD with An-

tenna Crosstalk

When the crosstalk is memoryless, i.e., frequency-independent, by adopting the MP

model to represent the PA SISO model, (4.1) can be represented as

b21(n) =
M1∑

m1=0

(P1−1)/2∑
p1=0

α1p1m1a11(n−m1)× | a11(n−m1) |2p1

+ ξ
M2∑

m2=0

(P2−1)/2∑
p2=0

α2p2m2a12(n−m2)× | a12(n−m2) |2p2

(4.2a)

b22(n) =ϱ
M1∑

m1=0

(P1−1)/2∑
p1=0

α1p1m1a11(n−m1)× | a11(n−m1) |2p1

+
M2∑

m2=0

(P2−1)/2∑
p2=0

α2p2m2a12(n−m2)× | a12(n−m2) |2p2 ,

(4.2b)
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where the vectors α1 and α2 contain all the instances of α1p1m1 and α2p2m2 , respec-

tively. It is assumed that the two input signals, a11 and a12, have the same center

frequency. Because crosstalk is memoryless, by distributive law, the equations in

(4.2) are transformed to

b21(n) =
M1∑

m1=0

(P1−1)/2∑
p1=0

α1p1m1a11(n−m1)× | a11(n−m1) |2p1

+ ξ
M2∑

m2=0

(P2−1)/2∑
p2=0

α̃2p2m2a12(n−m2)× | a12(n−m2) |2p2

(4.3a)

b22(n) =ϱ
M1∑

m1=0

(P1−1)/2∑
p1=0

α̃1p1m1a11(n−m1)× | a11(n−m1) |2p1

+
M2∑

m2=0

(P2−1)/2∑
p2=0

α2p2m2a12(n−m2)× | a12(n−m2) |2p2 ,

(4.3b)

where the vector α̃1 is the combination of memory less antenna crosstalk ϱ and the

vector α1. In the same manner, the vector α̃2 is the combination of memory less

antenna crosstalk ξ and the vector α2. Therefore, to identify the PA model, the

parameters α1, α2, ξ and ϱ are redundant and no need to estimate them separately

[107].

4.2.1 DPD Learning Algorithm with Antenna Crosstalk

In Section 2.8.1, two DPD identification techniques were presented, i.e., ILA and

DLA. In ILA technique, the DPD coefficients to be estimated are

α̃j(ILA) = Φ(b2j)+a1j. (4.4)

Formation of the basis functions based on the measured PA output, b2j(n) in

the DPD coefficient estimation, is a primary source of instability in using the ILA

method. The inherent noisy measure of PA output signal, results in the uncertainty
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PA 1

PA 2DPD 2

DPD 1

Fig. 4.2 MIMO transmitter and DPD block diagram in presence of antenna crosstalk.

in the estimated values of the DPD coefficients. In contrast, the DLA method directly

uses the input and output signals in the approximation of the coefficients.

△α̃j(DLA) = Φ(s1j)+ej, (4.5)

where ej = s1j − b2jThen, the DPD parameters are updated as

α̃i+1
j(DLA)

= α̃i
j(DLA)

+ △α̃j(DLA) (4.6)

where α̃i
j(DLA)

= [1, 0, · · · , 0]. Since, the basis functions Φ(x) are formed based on

the input signal sj, this technique is less sensitive to measurement noise.

In the presence of antenna crosstalk, the PA output signal b2j will be distorted

by the antenna crosstalk effect from the adjacent branch PA output. This additional

component will serve to create another degree of uncertainty in the estimation of the

DPD coefficients with the ILA technique.

4.3 A Comparative Study of DLA and ILA with

Antenna Crosstalk

In order to compare the performance of DLA and ILA coefficient estimation in the

presence of antenna crosstalk, a simulation is carried out over a 2 × 2 MIMO model

where two branches have two identical PAs. A long-term evolution (LTE) single-

carrier signal with the bandwidth of 20 MHz is used with the number of samples for
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Fig. 4.3 PA output spectrum when no linearization was applied, PA output with lin-
earization in presence of no crosstalk and -6 dB crosstalk.

each signal sets to 100000 samples and the signals sampled by the sampling rate of =

208 MHz. An additive white Gaussian noise is added at the output of the PA, which

leads to a signal to SNR of 65 dB. Both PAs are set to have similar nonlinearity

order and memory depth of P = 4 and M = 9. For the above signals, this model

gives an NMSE equal to −48 dB and an ACPR of −57.73 dB.

Fig. 4.3 shows the spectrum of PA output without any linearization technique be

implemented. Then the spectrum of PA output with linearization technique presented

when a) there is no crosstalk and b) in the presence of −10 and −6 dB antenna

crosstalk. When the linearization technique is used, the out-of-band characteristics

of spectrum in case a and b are very similar. To compare the relative performance of

the ILA and DLA, the antenna crosstalk figures of −6 dB and −10 dB are considered

in this work. In Table. I, the NMSE, provided in the presence of no crosstalk, −6 dB

antenna crosstalk, and −10 dB antenna crosstalk when the DLA and ILA used for

DPD coefficient estimation. In the absence of antenna crosstalk, the NMSE obtained

using the ILA method, which is comparable to that achieved using the DLA method.

By adding the effect of crosstalk, the DLA method maintained the same NMSE

performance, which it achieved without crosstalk. However, repeating the same

procedure for the ILA method, the NMSE increased considerably, first to −37.7 dB
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Fig. 4.4 Coefficients Divergence in DLA and ILA in presence of no crosstalk, -10 dB
antenna crosstalk and -6 dB antenna crosstalk.

and then to −22.2 for -6 dB and -10 dB crosstalk. In all three cases, by using the

DLA method to estimate the DPD coefficients, a lower NMSE was obtained.

As discussed in Section 4.2.1, the ILA method uses two signals, which are

themselves estimations of the desired predistorted signal and post-distorted signals.

DLA, on the other hand, uses the original input signal and the measured output

signal directly to calculate the predistorter coefficients. In Fig. 4.4, a random

selection of the DPD coefficients are presented for both DLA and ILA methods in

the presence of different amounts of antenna crosstalk.

Table 4.1 NMSE [dB] for different antenna crosstalk in a 2 × 2 MIMO transmitter using
DLA and ILA techniques.

Learning Algorithm No Crosstalk Antenna Crosstalk Antenna Crosstalk
-10 dB -6 dB

DLA -45.6 -45.6 -42.0
ILA -43.2 -37.7 -22.2
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4.4 Conclusion

It can be seen from Fig. 4.4 that by the separation of the lines that the coefficients

calculated with the ILA method fluctuate more than those calculated using the DLA

method. These observations closely resemble the improved NMSE performance of

DLA in comparison to the ILA.

The measured results demonstrate the improved performance of DLA estimation

in comparison to ILA estimation. In the presence of crosstalk, the DLA method can

maintain excellent NMSE performance. In contrast to the ILA method where it can

be seen the NMSE performance degrades considerably in the presence of antenna

crosstalk.

4.4 Conclusion

In this chapter, two different estimation methods were evaluated for the calculation of

DPD coefficients for systems that include crosstalk. These methods were applied to

a antenna crosstalk cancellation of a 2 × 2 MIMO transmitter. The MPLC was used

to model the nonlinearity in the transmitter and used in the DPD implementation.

NMSE is used to present the relative performance of the two methods. The measured

results demonstrate the improved performance of DLA estimation in comparison to

ILA estimation. In the presence of crosstalk the DLA method can maintain good

NMSE performance. In contrast to the ILA method where it can be seen the NMSE

performance degrades considerably in the presence of antenna crosstalk.

59





Chapter 5

Intra Array Coupling Estimation

The work presented in this chapter relates to the conference proceeding [111].

Large-scale MIMO arrays are typically deployed with high integration and using

low-cost components, and hence, they are prone to different hardware impairments

such as cross-talk between the transmit antennas and power amplifier (PA) non-

linearities which distort the transmitted signal. In order to avert the performance

degradation due to these impairments, it is essential to have mechanisms for predicting

the output of the MIMO arrays. Such prediction mechanisms are mandatory for per-

formance evaluation and more importantly, for the adoption of proper compensation

techniques such as digital predistortion (DPD) schemes [112].

In conventional MIMO systems, the prediction mentioned above is carried out

with the aid of bulky couplers which feed the transmitted radio frequency (RF)

signal in each branch to observation receivers [113]. However, in large-scale MIMO

systems with up to several hundreds of transmission paths, employing conventional

observation receivers with couplers would be overly expensive and too complicated for

implementation. This has motivated attempts for alternative solutions, one of which

is the use of over-the-air (OTA) observation receivers. For instance, the authors

in [86] propose a DPD technique for linearizing the analog beamforming array by

relating the far-field received signal at the observation receiver antenna to the input

signal to the array. For general spatial multiplexing MIMO systems (i.e., where
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different data streams are transmitted at different antennas), OTA measurement-

based modeling of the array is a more complex task. Hausmair et al. [89] introduce

a solution where a few observation receivers are placed at the array performing the

OTA measurements whose received signals are used for extracting the PA models

and accordingly, identifying the DPD coefficients. However, this solution relies on

the assumption that the propagation channel between the transmitter antennas and

the observation receivers are known. As an extension to the scheme proposed in [89],

in this chapter, we introduce a novel intra-array coupling estimation technique. We

consider an array of transceivers where at each transceiver, both the transmitter

and receiver are connected to the same antenna port (see Fig.5.1). Our proposed

technique relies on reciprocity of propagation channels in time-division duplex (TDD)

mode where coupling coefficients are estimated via consecutively transmitting from

different antennas and receiving the signals by the other antennas. We validate the

effectiveness of the proposed solution experimentally by comparing the estimated

coupling coefficients with antenna S-parameters. The proposed technique serves as

an on-the-fly estimation approach, and since the impedance mismatch and reflection

effects are taken into account, it provides a more accurate characterization of the

couplings with respect to the S-parameters. As a result, the estimated intra-array

couplings facilitate practical modeling and linearization of the arrays using OTA

measurements.

In this chapter, a framework for estimating the effective coupling between antenna

elements in a MIMO TDD system is developed. Then, the estimated couplings are

used in Chapter 6 to identify the PA models and to perform the linearization using

OTA measurements.

5.1 Proposed Effective Coupling Estimation

The effective coupling estimation method is based on the concept of the common

transmitter when one of the transceivers in the array is set to transmit mode while
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Fig. 5.1 Block diagram of a MIMO system with K transceivers with one transceiver in
transmit mode while the rest of the array elements are receiving in presence of
crosstalk.

the rest of the transceivers within the same array are set to operate in receive mode.

This scheme is depicted in Fiq. 5.1.

For a noiseless observation, when the jth antenna transmits, and ith and pth

antennas receive, the following equation holds based on (3.1)

yijcij = ypjcpj, i, p ̸= j, (5.1)

where

cij = 1/(rihij). (5.2)

As it was stated earlier, we set the effective coupling as λij = rihij . Thus, an inherent

approach to estimate the λij is to estimate cij. When the observation is noisy, a

general approach is to minimize the following cost function

J(cj) =
K∑

i,p=1
∥ yijcij − ypjcpj ∥2, i, p ̸= j, (5.3)

for the jth transmitter, where cj = [c1j, . . . , cKj] excluding the term cjj [114], and

∥ · ∥ denotes the Frobenius norm.
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Algorithm 1 Coupling Coefficients Single Estimation
Require: pilot signals a11, . . . , a1K , measured received signals yij.

Initialization: set i = 1, set the reference antenna as common transmitter and
find c1r, set c̃ = c1r.
while all the coupling coefficients are identified do

set ith antenna as common transmitter
build matrix Ψ(i)

(single)
find ĉi from (5.7)
set c̃ = ĉi(1)
i = i+ 1

end while
Output: Intra-array coupling coefficients

In a TDD system, reciprocity of the propagation channel in channel coherence

time, i.e., hij = hji, enables the estimation of an effective coupling. To further exploit

the reciprocity in estimation of cij and subsequently λij , we assume that the receiver

characteristics are identical.

The key concept for the proposed reciprocity-based mutual coupling estimation

in a large-scale MIMO transmitter is to ensure that the RF chain of the radio used

in the hardware implementation of the receiver path does not hinder the reciprocity

of coupling coefficients. The assumption for the identical characteristics of the

receivers is essential since the estimated cij in each step must be used in the form

of cji in the next step of our proposed estimation technique. If reciprocity of rihij

is valid, the cji is available once cij is estimated. However, in the real physical

setup, the assumption of identical receivers does not hold. The effect of variation

of receiver characteristics on the accuracy of estimated couplings is discussed in

[111] where a model was developed to relate the non-identical receiver gains with

the accuracy of the estimated couplings. The results indicate a strong correlation

between the receiver non-identical gains and degradation in the accuracy of the

estimated couplings. Such differences in RF receiver chain are statistical differences

in the manufactured units, which result in receiver gain variations. However, the

receivers across the array are supported with automatic gain controls (AGCs) to

counterpoise the receiver gain variation emerging from device production processing
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variation, temperature, and voltage deviations [115]. Therefore, the assumption for

identical receiver characteristics is valid. In Section 6.5, we repeat a method of Direct

Measurement to further validate this assumption in our test bench before performing

the PA identification and linearization.

The solution to (5.3) is extracted up to a multiplicative constant. By utilizing a

reference transceiver with measured transmit characteristics, fr, the effect of this

uncertainty can be lifted. Nonetheless, the geometry of the antenna array and the

placement of the reference antenna in regard to the array elements has a direct effect

on the coupling estimation precision. For those antenna elements further away from

the reference antenna, the received signal from the reference antenna can get masked

by the receiver noise. Hence, we propose two different methods for our estimation

approach based on the configuration of the array and the placement of the reference

antenna as follows.

5.1.1 Single Estimation

The first method referred to as Single Estimation, which provides essential com-

munication between the reference antenna and the array in linear array structures.

The number of adjacent receivers to the reference antenna is limited in the linear

array due to its geometry (Fig. 5.2a). Thus, the sequential operation of the Single

Estimation method makes it well suited for the linear antenna array structure. The

Single Estimation method is carried out in two steps.

5.1.1.1 Reference Coupling Estimation

We introduce a reference transceiver within the array, e.g., TRxr with known trans-

mitter characteristic, i.e., fr. The closest antenna element to the reference antenna,

i.e., TRx1, is set to receive mode. By listening to the transmitted signal, a1r from

the reference transceiver, parameter c1r can be estimated directly by minimizing a

linear least squares (LS) cost function. Then, by reciprocity, we have c1r = cr1.
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5.1.1.2 Intra-Array Coupling Estimation

Starting from TRx1, sequentially set a common transmitter and estimate the intra-

array coupling coefficients by following these steps. Having TRx1 as a common

transmitter, the rest of the transceivers listen to TRx1, including TRxr. Then, we

form the cost function J(c1) based on the definition in (5.3). The cost function

J(cj) is a real-valued function of parameters cij and c∗
ij , where (·)∗ denotes conjugate.

Thus, the optimal solution can be found by setting the partial derivative with respect

to c∗
ij to zero and treating cij as an independent variable [116]. In other words, for

the jth common transmitter, by solving

∂J(c1)
∂c∗

i1
= 0, ∀i = 2, . . . , K, (5.4)

the optimal estimation of c1 is obtained, where c1 = [cr1, c21, . . . , cK1]T . In matrix

form, this can be written as

Ψ(single)c
(1)
1 = 0. (5.5)

The matrix Ψ(i)
(single) ∈ CM×M (M = K), is presented in Appendix A.

The term cr1 is already estimated from step 5.1.1.1. Thus, we rewrite (5.5) in

the following form

[ψ|Ψ̂][c1r|ĉ1]T = 0, (5.6)

where ψ is the first column of Ψ(1)
(single) and contains the multiplicatives of c1r. The

vector ĉ1 = [c21, . . . , cK1]T , and (·)T denotes transpose. The array of parameters,

c1, can be solved as a function of c1r, allowing for an absolute estimation of c1.

We make a note here that, by excluding the reference transceiver, a constrained

relative solution for ĉ1 can still be defined. However, for the application of estimated

couplings in PA linearization in presence of signal a2j, the absolute estimate of ĉ1 is

imperative.
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Solving (5.6) for ĉ1 provides

ĉ1 = −(Ψ̂HΨ̂)−1Ψ̂Hψc̃, (5.7)

where c̃ = c1r and (·)H denotes Hermitian transpose. Through this step, the coupling

coefficients between the first antenna and the rest of the antenna elements are

identified and any one of the remaining antennas can be set as a common transmitter.

Therefore, while the ith antenna acts as a common transmitter, the coupling coefficient

c1i, which is obtained in the first step, acts as the reference coupling. Since each of

the solutions depend on the previous estimates, the steps must be repeated iteratively,

by sequentially setting the common transmitters. This procedure is repeated until

all couplings are identified. Algorithm 1 summarizes the proposed iterative Single

Estimation method.

The size of matrix Ψsingle dominates the computational complexity of this method

which is proportional to the size of the array. On a practical note, we remark that

to have a moderate level of complexity, different methods of clustering can be used

to limit the number of antenna elements in each iteration. A thorough description of

the clustering technique can be found in Section 5.1.3.

The inherent problem in the calculation of c1r by a LS approach is that numerical

error in the calculation can propagate and add up throughout the array coupling

estimation. The error can occur due to the noise in the measurements or dissimilarity

among the receiver characteristics. However, the particular structure of more dense

arrays such as rectangular arrays suggests that a pragmatic approach for estimating

the coupling coefficients can be pursued. Thus, we propose the Joint Estimation

technique.

5.1.2 Joint Estimation

In dense array structures, as depicted in Fig.5.2b, the reference antenna can be

placed in close proximity to several antennas, the reference couplings cr for several

antennas can be obtained. In this part, we provide a robust and computationally
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(a) Linear array (b) Dense array

Fig. 5.2 Identifying the reference coupling based on the reference transceiver position
within the array. The gray circle indicates the reference antenna.

efficient technique to jointly find the estimation of matrix C where C stacks all

vectors of ci into a matrix C in one iteration where C = [cT
r , cT

1 , . . . , cT
K ]T .

5.1.2.1 Joint Reference Coupling Estimation

The reference couplings cr for several antennas can be obtained by having the reference

antenna as the common transmitter while all other antenna elements are listening. In

this way a similar strategy as Section 5.1.1.1 is used. By listening to the transmitted

signal, a1r from the reference transceiver, parameters cr = [c1r, c2r, . . . , cKr] can be

estimated directly by minimizing a linear least squares cost function. Then, by

reciprocity, we have parameters cr1, cr2, . . . , crK .

5.1.2.2 Intra-Array Coupling Estimation

In this step, we set each antenna element in the array as the common transmitter.

Instead of pursuing an approach similar to the one used in the Single Estimation

technique, the Joint Estimation has its roots in minimization of a superposition of

individual cost functions in (5.3), formed from the collected received signals which

follows

Jtot(C) =
K∑

j=1
J(cj). (5.8)
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As for Single Estimation, by setting the partial derivative of Jtot(C) with respect to

individual c∗
ij to zero and treating cij as an independent variable the global optimum

is obtained. In other words, by solving

∂Jtot(C)
∂c∗

ij

= 0, ∀i, j = r, 1, . . . , K i ̸= j, (5.9)

the optimal estimation of C can be found. In matrix form, this can be written as

Ψ(joint)C = 0, (5.10)

where the matrix Ψ(joint) ∈ C2M×M for M = K(K − 1)/2, is presented in Appendix

B. We solve

Ĉ = −(Ψ̂H
2 Ψ̂2)−1Ψ̂H

2 Ψ̂1cr, (5.11)

where Ĉ = [c1, . . . , cK ]T and Ψ̂1 is a matrix which contains the first (K− 1) columns

of Ψ(joint), and the rest of the columns of Ψ(joint) form the matrix Ψ̂2.

The side remarks regarding the application of the above-stated estimation techniques

follow. We take advantage of several reference coupling coefficients which contribute

simultaneously to the solution for Ĉ. Thus, the possible numerical error in the

estimation of reference coupling via the LS approach can average out, resulting

in a robust solution in contrast to the previously mentioned Single Estimation.

Furthermore, it can be noticed that the matrices to be inverted in (5.7) and (5.11)

are constructed directly from the measured signals. This is favorable since no

estimated term and estimation error contributed to the matrix formation which can

guarantee a low condition number. Noticeably, this feature makes the proposed

techniques robust, when the matrix inversion is required.

69



Intra Array Coupling Estimation

5.1.3 Clustering

In Section 5.1.2.2, we proposed a clustering method to reduce the computational

complexity of Single Estimation technique. However, the clustering technique is

useful in other cases.

A low signal-to-noise ratio (SNR) at the receiver restricts the achievable precision

of the stated coupling estimation, which results in limited accuracy of PA model

extraction and limits the achievable linearization performance. Low SNR can be a

problem for transmit antennas distant from the receiver antennas since the magnitude

of the coupling coefficients are small for these transmitters. Hence, signals originating

from these antennas can get masked by the noise.

In order to overcome this problem, we propose to perform a clustering technique

that becomes attractive to estimate the couplings in large-scale arrays, which relies

on a sequential coupling estimation for each cluster. In a simple case, we perform the

coupling estimation for an array with eight elements. The structure of the array is

depicted in Fig. 5.3. The procedure involves first splitting the array in a sufficiently

small-size cluster, where all of the antenna elements within the array have strong

coupling with each other.

The first cluster must contain the reference antenna, i.e., gray circle in Fig. 5.3.

Then, we use the technique of the previous section to identify the couplings within

the first cluster. We make a note here that either method of Single Estimation or

Joint Estimation can be used to identify the intra-cluster coupling coefficients. Next,

the second cluster performs the intra-cluster coupling estimation with an exception.

When the first element in the second cluster is in the common transmitter mode, one

inter-cluster transmission is performed where an antenna element in the first cluster

which is in the closest proximity of the radiating element is receiving. A visual

interpretation of the inter-cluster transmission is shown in Fig. 5.3e. The reason for

including the inter-cluster transmission is to guarantee the absolute estimation of

the coupling across the whole array. Because the reference antenna only presents

within the first cluster, the advantage of providing an absolute estimate of coupling
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is only provided to the elements within its cluster. Therefore, to take advantage of

its presence, inter- cluster transmission is performed once for the second cluster. The

procedure continues by performing the inter transmission between the second and

the third cluster, and so on.

(a) Cluster 1: CT R. (b) Cluster 1: CT 2.

(c) Cluster 1: CT 3. (d) Cluster 1: CT 4.

(e) Cluster 2: CT 1. (f) Cluster 2: CT 2.

(g) Cluster 2: CT 3. (h) Cluster 2: CT 4.

Fig. 5.3 Clustering technique. Two clusters are identified where each cluster contains
four antenna elements. The broken blue line indicates the active cluster. The
gray circle indicates the reference (R) antenna in the first cluster. The green
circle indicates the common transmitter (CT).
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5.1.4 Complexity Analysis

Generally, the estimation of couplings in (5.7) and (5.11) requires a Hermitian matrix

inversion. Thus, for a M × M matrix, the complexity order is O(M3). For a K

elements antenna array, the Single Estimation technique requires K−1 iterations. In

the ith iteration, the dimensions of matrix Ψ(i)
single reduce to (M − i) × (M − i), where

M = K. Thus, the complexity of each iteration in Single Estimation is dominated

by the size of the Ψi
single in that iteration. Alternatively, for very large linear arrays,

the size of the Ψ(i)
single can be adjusted by clustering the antenna elements in step 2,

i.e., Intra-Array Coupling Estimation.

As for the Joint Estimation technique, only one iteration is required to obtain the

coupling coefficients. However, for an array with K antenna elements, the dimensions

of Ψjoint are 2M × M where M = K(K − 1)/2, which are larger compared to the

Single Estimation.

We make a note that although the linearization is performed regularly, the coupling

estimation does not need to be repeated as often. Thus, the order of complexity

in both approaches does not hinder the application in a real base station setup.

The sequential transmission of the antenna elements may require an interruption of

data traffic. However, it is possible to perform the estimation once, when the traffic

through it is low. Manufacturers already implemented features in the radio base

stations (RBSs) based on the fact that there are times that the RBS does not have

any data traffic in place [117].

5.1.5 Performance Assessment

The simulations are performed for a 4 × 4 rectangular array with patch antennas

as in Fig. 5.4 at center frequency of 2.12 GHz. The characteristics of the PAs

connected to each antenna element are conducted from measurements of a class

AB PA (BLP7G22S-10P) based on the complex polynomial model of order P = 5

and M1 = M2 = 2. The PA models in adjacent transmitters are obtained by

adding several perturbations to the measured PA coefficients. Therefore, different

72



5.1 Proposed Effective Coupling Estimation

Ant 1

Ant 5

Ant 9

Ant 13

Ant 2

Ant 6

Ant 10

Ant 14

Ant 3

Ant 7

Ant 11

Ant 15

Ant 4

Ant 8

Ant 12

Ant 16

(a) (b)

Fig. 5.4 The layout of the 4 × 4 array is given in (a), the dimensions of a single patch
antenna are given in (b).

PA behaviors are achieved, where the nonlinearity characteristics and linear gains of

all PAs are in the same order.

The array characteristics are simulated with Keysight Advanced Design System

Momentum and S-parameters are obtained. We select FR4 substrate with dielectric

constant ϵr = 4.4, thickness of 62 mil and tan δ = 0.02 and element spacing of 0.35

wavelength.

5.1.5.1 Simulation Setup for the Effective Coupling Estimation and Re-

sults

In this part, the performance of an effective coupling estimation technique is evaluated.

The reference transceiver index is set to ref = 10, which is one of the central elements

of the array. The clustering technique explained in Sec. 5.1.3 is used to reduce

the inaccuracy of received signals in the low SNR, when the transmit and receive

antennas are not in close proximity. The simulation is repeated for different SNR

values, and the results are presented in Fig. 5.5. For brevity, the number of presented

estimated effective couplings is limited but covers different vertical, horizontal, and

diagonal spacing of antenna elements. The SNR of 40 dB, as can be seen from

Fig. 5.5, appears to be a region where the NMSE of estimated λij value converge

regardless of the antenna spacing.
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Fig. 5.5 NMSE of the estimated λi,j versus SNR in a 4 × 4 array.

5.2 Experimental Validation

In this section, the measurement setup for a four-element antenna array MIMO

system is presented to validate the proposed effective coupling estimation technique.

Then, the results and comparisons are presented in Section 5.3.

The experimental task is performed in two steps. First we present a setup

to estimate the effective coupling. Furthermore, in this experiment the effect of

the number of reference coupling on the estimated effective couplings is studied.

Second, we perform the linearization technique utilizing OTA measurements, using

the estimated effective couplings and the S-parameters.

For the experimental validation, OFDM test signals with 5 MHz bandwidth were

generated in MATLAB. The signals have a peak-to-average power ratio (PAPR) of

8.5 dB. This bandwidth is wide enough to capture the dynamic effects of the PAs.

A signal generator (Agilent ESG4433B) was used to synthesize the driving signal.

To effectively characterize the effective coupling, a four-element rectangular patch

antenna array was designed for resonant frequency of 2.12 GHz and manufactured with
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Fig. 5.6 Antenna array measured S-parameters versus frequency for antenna 1. The
S-parameters for rest of the array are similar for self reflection (S11), adjacent
element reflection (S14), opposite element reflection (S12) and diagonal reflection
(S13).

FR4 substrate with dielectric constant ϵr = 4.4, thickness of 62 mil and tan δ = 0.02.

The array scattering parameters were measured, where the reference plane was set at

the connectors of the array, using a four-port vector network analyzer (VNA). The

S-parameter values for one of the antenna elements is depicted in Fig. 5.6. Due to

the symmetrical design of the antenna array, and the reciprocity of S-parameters, all

antenna elements have similar characteristics. To measure the received signals, a

four-channel 16-bit 4 GHz oscilloscope (Rohde&Schwarz RTO2044) was used.

5.2.1 Measurement Setup for Effective Coupling Estimation

A block diagram of the measurement setup for effective coupling estimation is shown

in Fig. 5.7. In this experiment TRx is implemented such that ESG and PA represent

Tx and the oscilloscope represents the Rx. The Tx and Rx are alternatively connected

to the same antenna element, thus emulating the transmit/receive mode in a TDD

transceiver. The measured antenna S-parameters were used as a bench mark to

evaluate the precision of the estimated couplings. A more precise comparison of the
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Fig. 5.7 Block diagram of experimental measurement setup for OTA coupling estimation
when antenna 4 acts as a common transmitter.

use of S-parameters and estimated couplings is presented via PA model identification

and linearization in Section 6.5.1 and Section 6.5.2.

The S-parameter measurements are conducted in a perfectly 50 Ω matched setup.

Thus, when there is a perfect 50 Ω impedance match between the PA and the

antenna array, we expect that the estimated effective coupling coefficients match the

S-parameter values closely. Any impedance mismatch in a real physical setup results

in estimated couplings deviating from S-parameter values.

For the four-element array coupling estimation, four iterations of the experiment

are repeated. In each iteration, one of the antenna elements is connected to the

signal generator, i.e., in transmission mode, while three other antenna elements

were receiving the transmitted signal, i.e., receive mode. The receiver antennas

were connected then to the oscilloscope and the received signals were captured

simultaneously. Since the generated signal phase can vary each time that the

transmission is triggered, a directional coupler was used and the transmitted signal

was fed to the coupler input and the coupled path, i.e., the incident signal a1j at
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Fig. 5.8 Experimental measurement setup for OTA linearization of the MIMO system.

jth transmitter was measured by the oscilloscope and used as a phase reference

between the subsequent measurements. The PA was connected to the reference

plane, i.e., the coupler output. The Ψjoint is constructed from the receiver antennas

measured signals. The coupled signal a1j is only used in the estimation of λ1r and

the evaluation of the reciprocity of the couplings within the array.

Antenna 1 is assigned as the reference antenna in all experiments. To fulfill the

requirement for the reference transmitter characteristics to be known, we simply

connected the coupler output or the reference plane, directly to the reference antennas

and reference couplings are λ12, λ13 and λ14.

5.3 Results

In this section, we evaluate the accuracy of coupling estimation for Single Estimation

and Joint Estimation. The results are compared with the measured single frequency

S-parameters. Furthermore, the effect of transmitter characteristics on effective

coupling estimation is examined by having different transmitter setups.
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Fig. 5.9 Magnitude (dB) and Phase (degree) of the coupling coefficients corresponding
to Single Estimation, Joint Estimation and S-parameters.

5.3.1 Evaluation of Coupling Estimation

Any impedance mismatch between the PA and antenna as well as the mutual

coupling between the antenna elements cause reflection toward the PA output. Such

a reflection changes the PA behaviour significantly if the reflected signal power is

high [97]. Nevertheless, in experimental setup, the signal level was significantly low

to neglect the effect of the reflected signal. To conduct the reference couplings, λr,

the transmit signal was fed to antenna 1 directly as discussed in Section 5.2.1. To

present the results for both Single Estimation and the Joint Estimation technique,

the received signal was captured from all three receiver antennas together with the

coupled reference signal.
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A comparison of estimated coupling gains and phases are presented in Fig. 5.9

for two estimation techniques, together with the single frequency S-parameters at

2.12 GHz which can be translated to the couplings for a 50 Ω match. It can clearly

be noticed that the magnitude of the estimated couplings corresponding to Joint

Estimation performs significantly better than the Single Estimation. This can be

explained by considering the dense design of the antenna array, where the reference

antenna is in close proximity to antenna 2, 3 and 4. Thus, the Joint Estimation

takes advantage of several reference coupling coefficients. We make a note here that

Joint Estimation does not simply use an averaging technique for several reference

coupling coefficients, but rather all the values of λr are involved in the Ψjoint matrix

formation. The deviation of magnitude of the jointly estimated couplings from

the S-parameter counterparts indicates the impedance mismatch between the PA

and antenna. There is a consistent offset in the phase of the estimated coupling

coefficients and the measured S-parameters while the phase of the estimated couplings

via two different estimation techniques match well. The difference in the phase of

the measured S-parameters and those of the estimated couplings are mainly due

the different selection of the reference plane of the S-parameters which is at the

connectors of the antennas, while the reference plane for couplings estimation is set

at the measurement input port of the oscilloscope channels.

In MIMO systems where the transmission and receiver functions are alternated

by a switch, the switch response can be modeled together with the transmitter

characteristics to preserve the reciprocity of the λij.

5.3.2 Impact of Different Transmitter Configurations on Cou-

pling Estimation

The proposed coupling estimation technique eliminates the influence of the char-

acteristics of the transmitters in each path. Three different scenarios were tested

to prove the consistency of the estimated coupling, irrespective of the transmitter

characteristics. First, each of the transmit antennas were connected directly to the
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Fig. 5.10 Magnitude (dB) and Phase (degree) of the coupling coefficients corresponding
to different transmitter configurations.

direct path of the coupler, hereby referred to as the Identical Transmitters case.

Second, three class AB PAs (BLP7G22S-10P) were connected to antenna 2, 3 and

4. This is referred to as the Non-Identical Transmitters case. To emulate different

transmitter characteristics, the PAs were driven with a different back-off level in

range 13-15 dB where PA responses are linear. Impedance mismatch between the

PA output and antenna and mutual coupling between the antenna elements results

in reflections toward the PA output introducing nonlinear distortion that can sig-

nificantly change the PA behavior [97]. At low power, the effect of the reflected

signal is negligible. In the third case, to study the effect of nonlinear distortion and

impedance mismatch on the robustness of the coupling estimation, the PAs were

driven at the 1-dB compression point (P-1dB).

Estimated coupling gains and phases are presented in Fig. 5.10 for different trans-

mitter configurations which are, Identical Transmitters, Non-Identical Transmitters

with linear PAs, and Non-Identical Transmitters with P-1dB PAs.
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Fig. 5.11 NMSE of estimated couplings vs. SNR for different levels of receiver similarities.

The maximum variation in the magnitude of estimated coupling was obtained

for the coupling coefficient related to h34 which is 1 dB. The variation of 1 dB in

measurement setup is an acceptable margin due to the measurement setup connections

have been changed in each measurement iterations to emulate a MIMO TDD system.

Thus, the estimated effective couplings for different transmitter types show a good

persistence.

5.3.3 Impact of Receiver Characteristic Dissimilarity on Cou-

pling Estimation

For a real physical system, the assumption of perfect similarity in receiver char-

acteristics does not hold. A receiver model was developed to study the effect of

dissimilarity in receiver characteristics. In this model, the difference between the

receivers is modeled as a stochastic variable and presented as

ri = r(1 + ϵi), i = 1, . . . , K, (5.9)
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where ϵi ∈ CN (0, σ2) is a complex random variable representing the gain deviation

relative to the nominal receiver r. The variance of ϵi determines the mismatch

between the receivers. For σ2 = 0 the receivers are identical. Simulation results

for different variances of ϵi are presented in Fig. 5.11. In this simulation, the

S-parameters from the previous experiment were used as the propagation channel.

An arbitrary complex constant value was assigned to nominal r. By introducing

different variances of ϵi distinct gains for ri were generated. The proposed estimation

technique was used to find an estimation of rihij. The estimated couplings were

compared to the given values of rihij and the normalized mean square error (NMSE)

values were calculated.

The NMSE in this figure represents the accuracy in estimation of r3h34. The

error floor is exactly in line with theoretical expectations.

Our assumption for similar receiver characteristics is examined through direct

measurement 1 and 2. In these two measurements, the transmitter and receiver

antennas were swapped such that their functions were reversed. The couplings

rihij and rjhji are found, when ftj
(s) = s, i.e., the Identical Transmitters setup.

For a known block of transmitted signal s, an LS approach was used to find the

aforementioned couplings. The reciprocity of the propagation channel, i.e., hij = hji,

indicates that any difference between the pairs of rihij and rjhji are due to receiver

differences.

In these two measurements the jth transmit antenna was connected to the signal

generator directly, i.e., fj = 1. A known block of pilot signal was transmitted and

received by the ith antennas and λij is found by using an LS approach. Then,

the transmitter and receiver antennas were swapped such that their functions were

reversed, resulting in the calculation of λji. Since the propagation channel is reciprocal,

i.e., hij = hji , any difference between λij and λji indicates the difference between

the hardware responses of receivers ri and rj. Fig. 5.12 shows the magnitude and

the phase of different λs. Direct Measurement 1 represent the λ23, λ24 and λ34, while

Direct Measurement 2 represent λ values in reverse order, i.e., λ32, λ42 and λ43. While

there is a perfect match between the phases of λ values in Fig. 5.12, the magnitude

82



5.4 Conclusion

23

-14

-12

-10

M
ag

n
it

u
d

e 
(d

B
)

24

-32

-30

-28

34

-25

-23

-21

Direct Measurement 1 Direct Measurement 2

23

-140

-120

-100

P
h

as
e 

(d
eg

re
e)

24

-140

-120

-100

34

-80

-60

-40

Fig. 5.12 Magnitude (dB) and Phase (degree) of the coupling coefficients to Direct
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of λ23 and λ32 shows an slight difference of 0.2 dB. For λ34 and λ43 the difference

in magnitude is around 0.7 dB. Overall, it should be noted that a variation of less

than 1 dB in the measurement setup is an acceptable margin and can be due to the

changes in the measurement setup connections and not necessarily an indication of

any strong dissimilarity in receiver characteristics.

5.4 Conclusion

A new technique to estimate the intra-array channels in MIMO transceivers has been

presented in this chapter. The method relies on a simple sequence of transmitting

and receiving of a signal without further calibrations being involved in the procedure.

The estimated channels present the behavior of the complete system, i.e., transmitter
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and receiver are connected to the antenna with impedance mismatches and antenna

coupling causing reflections between the array elements and the PA. With the

proposed method, as the system end-to-end behavior changes, we can update the

channel coefficients. With the aid of the estimated channel coefficients, modeling and

linearization of the MIMO arrays may be facilitated using OTA measurements. Such

solutions are important considering the current trend towards large-scale MIMO

transmitters.
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Chapter 6

OTA-based MIMO Transceiver

Linearization

The work presented in this chapter relates to the conference proceeding [118].

Recently, over-the-air (OTA) measurements to provide the TOR feedback signal

have been proposed for phased arrays as an alternative solution where a limited

number of receive antennas capture the transmitted signals[85–87]. Unlike phased

arrays, which the linearization can be done for the array response, a fully digital

MIMO system requires a DPD per RF PA. This makes OTA-based modeling and

linearization of the MIMO system a more complex task, where the channel between the

transmitter and receiver antennas must be known. For instance, in [89], Hausmair

et al. propose to use a few dispersed receiver antennas to collect the combined

transmitted signals with OTA measurements. The received signals are used to

identify individual PA models, and accordingly, performing the linearization for each

PA. Nonetheless, the authors made an assumption that the channels are known.

In this chapter, we propose a DPD technique which utilizes the effective coupling

estimation scheme developed in 5. The main idea is to use a few of the embedded

receivers of the MIMO TDD transceiver to serve as the OTA-TORs. Recent studies

show the benefits of implementing 5G technologies such as Massive MIMO in time-

division duplex (TDD) since the pilot overhead is prohibited in frequency-division
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duplex (FDD) [76, 119]. In particular, the physical propagation channels for TDD

systems are reciprocal since the uplink receiver and downlink transmitter, i.e., the

transceivers, are sharing the same antenna by exploiting a switch as depicted in Fig

3.1. In this system, the coupling between the antenna elements enables the intra-

array transmission and reception. The approach exploits the preexisting hardware

in MIMO TDD system and dispenses the need for TOR per transmitter, therefore

reduces the hardware cost and complexity significantly. We develop this DPD

technique in three steps: an OTA effective coupling factor estimation scheme that

models the propagation channel and receiver gain which is introduced in Chapter

5, a PA model identification for each transmit path, and a nonlinear DPD block in

every transmit path. Furthermore, the implementation of TDD transceivers with

alternating switches hinder the use of isolators at the antenna since it can block the

reception of signal in receive mode. Hence, the excessive nonlinearity and distortion

from crosstalk due to antenna coupling and impedance mismatch must be mitigated.

Therefore, we adopt the dual-input PA model with linear array model in [97] to

compensate for these excessive distortion.

The proposed OTA DPD is evaluated through the measurement of a four-element

antenna array. The results are compared to the case when S-parameter measurements

replaced the estimated effective coupling within the array, and OTA DPD performs

linearization based on the measured S-parameters of the array. In the proposed

structure, a combined feedback signal is captured and supplied to the linearization

block. Thus, the procedure contains steps similar to the one in [89] and [120].

However, in this work, an iterative approach is adopted to extract the PA models

from the combined measured signals. The main reason to perform this iterative

model estimation is the presence of crosstalk, which is explained in detail in this

section. In this scheme it is assumed that the transmitted signals are not fully

correlated.
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Fig. 6.1 Block diagram of a MIMO system with K transceivers with one transceiver in
receive mode while the rest of the array elements are transmitting in presence
of crosstalk.

6.1 PA Modeling and Identification for OTA-MIMO

Systems

In this section, an expression for a feedback received signal from multi-antenna

transmitter is derived assuming that the receiver antenna is placed within the

transmitting array as it is depicted in Fig. 6.1. The coupling between the antenna

elements of the array enables the OTA-based feedback receiver. The aforementioned

coupling not only enables the OTA feedback receiver but it results in excessive

nonlinear impairments when presented to the PA outputs. Therefore, the PA models

must incorporate the coupling between the transmitting antennas.

To describe the nonlinear input/output relationship of a PA, Volterra series-

based approaches have been widely used. Alternatively, the model can represent the

discrete-time low-pass equivalent of PA output model, where the baseband input

signal is related to the baseband representation of PA output by incorporating only

fundamental and odd terms of the respective model. In order to accommodate the

linear and nonlinear dynamic effects of PA with fading memory into this model,

the excessive terms are introduced. By taking into account the memory effects,

the accuracy of the model for wideband signals increases. As a result, a Volterra

series based model with memory effects becomes extremely high in order, makes
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it infeasible to implement such a model in digital baseband processing. Therefore,

depending on the available baseband processing resources, the pruned approaches

are adopted to substitute for Volterra series model. Memory polynomial (MP) is a

popular reduced form which is exploited frequently as a PA modeling methodology.

A dual-input model based on MP approach was presented in Section 3.2.2, when the

PA output is a function of incident waves at its in- and outputs, i.e., a1j and a2j.

The incident wave a2j is modeled as

a2j =
K∑

k=1
b2kλkj. (6.1)

Accordingly, the baseband description of PA output can be adopted with an equivalent

memory polynomial structure. Hence, the PA output at the jth branch can be written

as

b2j(n) =
M∑

m1=0

(P −1)/2∑
p=0

αjpm1a1j(n−m1)

× | a1j(n−m1) |2p

(6.2a)

+
M∑

m2=0
βj0m2a2j(n−m2)

+
M∑

m1=0

M∑
m2=0

(P −1)/2∑
p=1

βjpm1m2

a2j(n−m2)× | a1j(n−m1) |2p

(6.2b)

+
M∑

m1=0

M∑
m2=0

(P −1)/2∑
p=1

γjpm1m2a
∗
2j(n−m2)

× (a1j(n−m1))p+1(a∗
1j(n−m1))p−1,

(6.2c)

where M represents the memory depth and P is the degree of nonlinearity order.

The cross terms in (6.2b) and (6.2c) only contain the linear representation of

a2j and a∗
2j. This is due to the fact that the incident wave a2j is considered to have

lower power [101]. However, for signals with significant power level, higher order of
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the a2j must be considered. In matrix form (6.2) can be written as

b2j = Φtj
(a1j, a2j)[αT

j , β
T
j , γ

T
j ]T

= Φtj
(a1j, a2j)θj,

(6.3)

where matrix Φtj
represents the basis functions in (6.2a), (6.2b) and (6.2c). The

model coefficients to be estimated are α, β and γ.

The combined received signal at the ith receiver from several transmitters for a

block of N samples of transmitted signal at ith receiver can be written as follows

yi = [λi1Φt1(a11, a21), . . . , λiKΦtK
(a1K , a2K)]θ + wi

= [λi1b21, . . . , λiKb2K ]θ + wi,
(6.4)

where the vector θ concatenates the coefficients of all PAs where θ = [θT
1 , . . . , θ

T
K ]T .

When L receiver antennas are listening, the vector of concatenated received signals

is modeled as follows:

y =


λt1r1Φt1(a11, a21) · · · λtKr1ΦtK

(a1K , a2K)
... . . . ...

λt1rL
Φt1(a11, a21) · · · λtKrL

ΦtK
(a1K , a2K)

 θ + w, (6.5)

where y = [yT
1 . . .yT

L]T and w = [wT
1 , ...,wT

L]T . For PA model coefficient identification,

the estimated effective coupling values substitute the λij in (6.5). A set of received

signals y from L receivers are measured and the transmitted signals a1k are known.

The PA coefficients are to be estimated for transmission path 1 to K. The main

difference in coefficients identification in (6.4) and those proposed by [89] and [120]

is the presence of the reflection signal a2j, which initially is not known. Unlike

the previous studies, a linear LS approach cannot be used directly to estimate θ.

Instead, our approach to estimate the PA coefficients is to iteratively update several

parameters in Algorithm 1 until a satisfactory result is achieved. Algorithm 1 is

based on an estimation of received signal, ŷi. The known parameters are the incident

signals at the PA inputs a1 = [a11, . . . , a1K ], and the measured received signal, yi
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at the ith receiver. The procedure starts with initialization of b̂(i)
2j at time instance

n = 0 and iteration i = 0. At this moment the input to the PA has not affected

its output. Thus, at the start of the procedure there is no signal available at the

PA outputs. Subsequently, the â(i)
2j can be updated from (6.1), where the values

of λkj can be replaced by their counterparts from the proposed effective coupling

estimation. At this point both input signals of a1j and a2j to dual-input model in

(6.4) are known. This procedure is repeated for transmit paths 1 to K. Therefore,

the PA coefficients can be extracted following a LS approach in (6.5) as follows

Algorithm 2 PA model identification
Require: input signals a11, . . . , a1K , measured received signals yi from two or more

receivers,
estimated couplings λ
Initialization: set i = 0, b̂(0)

2j = 0, NMSE = ∞,
define the desired accuracy level by NMSEdes

while NMSE ≥ NMSEdes do
k = k + 1
use b̂(k−1)

2j in (6.1) to compute â(k)
2j

use a1j and â(k)
2j in (6.6) to find θ̂ by LS

use a1j, â(k)
2j and θ̂ in (6.3) to find b̂(k)

2j

use b(k)
2j in (6.4) to compute ŷk

i

calculate NMSE = max
i

{NMSE(yi, ŷk
i )} from (6.7)

end while
Output: PA model coefficients

θ̂ =


λt1r1Φt1(a11, a21) · · · λtKr1ΦtK

(a1K , a2K)
... . . . ...

λt1rL
Φt1(a11, a21) · · · λtKrL

ΦtK
(a1K , a2K)


+

y, (6.6)

where the pseudoinverse X+ = (XHX)−1XH is used. Next, the estimated PA

coefficients θ̂ are used to update the estimated PA outputs b2j . These estimated PA

outputs are used in next iteration to update â2j values. The b̂2j signals are initially

set to zero.
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Fig. 6.2 The layout of the 4 × 4 array is given in (a), the dimensions of a single patch
antenna are given in (b).

The iterations are repeated until the algorithm converges and a satisfactory

accuracy in the results are achieved. To evaluate the accuracy of the estimated PA

parameters, the estimation of b̂2j are used in (6.5), to find an estimate of all received

signals ŷi. We use normalized mean square error (NMSE) as an index to evaluate

the precision of our estimations of ŷi signals as

NMSE(yi, ŷi) = (yi − ŷi)H(yi − ŷi)
yH

i ŷi

. (6.7)

In simulations, we noticed a bias in the estimated parameters of β and γ, when

only one receiver is used. The reason for this bias is that the basis functions in (6.2b)

and (6.2c) comprise the incident wave a1j and a2j . Each signal a2j is composed of PA

output signals b2j. Thus, the LS approach results in PA model coefficients β and γ

being optimized to fit the basis functions formed by the a2j signals. This results in the

estimation of PA model coefficients with good accuracy in terms of estimated received

signals, while the PA model coefficients are not accurately estimated. However, by

using two or more receiver antennas, we can avoid this ambiguity in estimated model

coefficients. We remark that when the received signals are strong, only two receiver

antennas are sufficient to resolve this uncertainty.
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Fig. 6.3 NMSE of estimated PA models per iteration of Algorithm 1

6.2 Performance Assessment

The simulations are performed for a 4 × 4 rectangular array with patch antennas

as in Fig. 6.2 at center frequency of 2.12 GHz. The characteristics of the PAs

connected to each antenna element are conducted from measurements of a class

AB PA (BLP7G22S-10P) based on the complex polynomial model of order P = 5

and M1 = M2 = 2. The PA models in adjacent transmitters are obtained by

adding several perturbations to the measured PA coefficients. Therefore, different

PA behaviors are achieved, where the nonlinearity characteristics and linear gains of

all PAs are in the same order.

The array characteristics are simulated with Keysight Advanced Design System

Momentum and S-parameters are obtained. We select FR4 substrate with dielectric

constant ϵr = 4.4, thickness of 62 mil and tan δ = 0.02 and element spacing of 0.35

wavelength.

92



6.3 Predistortion

6.2.1 Simulation Setup for PA Modeling

Algorithm 2 is validated by performing the PA model identification when all the

antenna elements are transmitting. The accuracy of the estimated PA model is

notable from two perspective: i) the accuracy of estimated effective coupling in the

previous step, and ii) the convergence of the Algorithm 2 which can be analyzed

by standard methods such as the distance between consecutive NMSE of estimated

received signals. To emulate the eventual mismatches in the estimation of λij, we

add a stochastic variable to the effective couplings estimated such that

λ̃ij = λij(1 + ϵ), (6.8)

where ϵ ∈ CN (0, σ2) is a complex random variable representing the coupling estima-

tion error. The accuracy of the estimated PA models is studied for different variances

of ϵ. The convergence and accuracy of the PA model estimation are analyzed for

ideal SNR of the received signal. In Fig. 6.3, the NMSE of the estimated PA models

are presented versus the number of iterations in Algorithm 2. Fig. 6.3 illustrates

the role played by the coupling estimation error in terms of PA model accuracy and

convergence. Evidently, the bigger the variance of ϵ, the worse the NMSE of PA

models. The number of iterations until convergence is seen to be independent of the

σ2. If the initial guess of b̂(0)
2j is chosen via preexistence measurement, e.g., calibration

phase, our simulation indicates convergence in two iterations with σ2 = 10−8.

6.3 Predistortion

Following the model-based technique in [121], i.e., MILA, the PA model extracted in

the previous section is used to perform linearization on individual transmit paths.

The identified PA model coefficients can be used together with λ values to estimate

the PA outputs in a MIMO transmitter [95, 97]. For the array systems, the MILA

approach provides a feedback signal based on the identified PA model. As for the

digital predistorter, we adopt the technique proposed by [99]. In this technique, a
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dual-input DPD is implemented in each transmit path. For the sake of clarity we

summarized the dual-input DPD steps and we refer the interested readers to [99]

for more details. The dual-input DPD is a function of estimated â2j from (6.1) and

the known desired output signal b(des)j from the jth PA. Therefore, in a perfectly

linearized transmitter, b2j = b(des)j . The linearization iteration starts with the initial

value of â(0)
2j calculated from (6.1) when b2j = b(des)j and the estimate of PA output

signal b̂(0)
2j . Thus, for each iteration, the DPD coefficients in jth transmit path are

obtained by utilizing LS approach as follows

φ
(i+1)
j = Gtj

(b̂(i)
2j , â

(i)
2j )+â(i)

1j , (6.9)

where φ(i+1)
j represent a vector of DPD coefficients and matrix Gtj

contains the

blocks of basis waveforms. Respectively, the input signal to the jth PA is calculated

by

â(i+1)
1,j = G(b(des)j, â(i)

2j ). (6.10)

The PA output is updated as b̂(i+1)
2j . The procedure is repeated until a satisfactory

linearization is achieved.

6.4 Experimental Validation

In this section, the measurement setup for a four-element antenna array MIMO

system is presented to validate the proposed PA model identification utilizing OTA

measurements. Then, the results and comparisons are presented in Section 6.5.

The experimental task is carried out to perform the linearization technique

utilizing OTA measurements, using the estimated effective couplings in Section 5.3.1

and the measured S-parameters.

For the experimental validation, OFDM test signals with 5 MHz bandwidth were

generated in MATLAB. The signals have a peak-to-average power ratio (PAPR) of
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Fig. 6.4 Block diagram of experimental measurement setup for DPD implementation
with OTA measurements. Antenna 1 and 2 are in receive mode and antenna 3
and 4 are in transmit mode.

8.5 dB. This bandwidth is wide enough to capture the dynamic effects of the PAs. A

dual-channel vector modulator evaluation board ( Texas Instrument, TSW30SH84)

was used to synthesize the driving signals. The four-element rectangular patch

antenna array was used with characteristics of resonant frequency of 2.12 GHz and

manufactured with FR4 substrate with dielectric constant ϵr = 4.4, thickness of

62 mil and tan δ = 0.02. The array scattering parameters were measured, where

the reference plane was set at the connectors of the array, using a four-port vector

network analyser (VNA). To measure the received signals, a four-channel 16-bit 4

GHz oscilloscope (Rohde&Schwarz RTO2044) was used.

6.4.1 Measurement Setup for PA modeling and DPD tech-

nique using OTA Measurements

As it was stated earlier, for PA model identification with OTA measurements, two or

more receiver antennas are needed. Thus, for the four-element array, two antennas are
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Fig. 6.5 Experimental measurement setup for OTA linearization of the MIMO system.

in receive mode (Rx1 and Rx2), while two antennas are transmitting simultaneously

(Tx3 and Tx4). The block diagram of the setup is depicted in Fig. 6.4. Since

the coupling between each pair of antennas is identified in the previous step, the

transmitter and receiver antennas order is chosen arbitrarily. For any extended

arrays, there is no need to increase the number of receiver antennas as long as there

is a sufficiently high level of coupling between the transmitter antennas and the

receivers. The linearized results are presented when estimated couplings are used

to determine the signal a2,j and the received signal yi. Subsequently, the same

procedure is followed by replacing the estimated coupling values by their counterpart

S-parameters and the results are compared.

The antennas are wideband in relation to the transmit signal bandwidth. As

depicted in Fig. 5.6, the array shows almost flat characteristics within the 5 MHz

of transmitted signal bandwidth for S12, S13 and S14. However, the self reflection

parameter S11, shows strong frequency dependent behavior, while it presents low
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power level in comparison to the opposite element reflection (S12) and adjacent

element reflection (S14). Therefore, we limit our experiment to the single frequency

representation of the S-parameters at the center frequency fc = 2.12 GHz which

allows a scalar representation of the coupling as in (6.1).

The in-band performance of DPD is evaluated by NMSE and, to evaluate the

out-of-band radiation of the distortion in the adjacent channels, the adjacent channel

leakage ratio (ACLR) is used. The NMSE is formulated as [122]

NMSE =
∑N−1

n=0 |x(n) − x̂(n)|2∑N−1
n=0 |x(n)|2

, (6.11)

where x(n) is the desired PA output and x̂(n) is the measured PA output signal for

N samples. The ACLR can be defined as

ACLR = max
m=L,U

{∑
f(adj)m

|X(f)|2∑
fch. |X(f)|2

}
, (6.12)

where X(f) denotes the power spectrum of x(n) for inband frequencies, i.e., fch and

the frequencies in lower (L) and upper (U) adjacent channels f(adj)m.

6.5 Results

In this section, we first evaluate the coupling estimation, since its precision is

indispensable for the dual-input DPD technique. Then, the results for the PA model

identification and DPD performance are presented, and compared to the case where

the single frequency S-parameters are used.

6.5.1 Evaluation of PA model identification with OTA mea-

surements

The PA model identification reliability is integral for the proposed dual-input DPD

with OTA measurements (OTA DPD).
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A photograph of the measurement setup based on the block diagram of Fig. 6.4 is

presented in Fig. 6.5. The two uncorrelated and independent driving signals for the

PAs were created in MATLAB. The signals used for these experimental validations

were OFDM signals and similar to the previous experiment, the signals have 5 MHz of

bandwidth and PAPR of around 8.5 dB. The signals were fed to the driver PAs which

followed by the main PAs and connected to the transmit antennas. The individual

receiver antennas were connected to the oscilloscope channels. The two received

signals were captured simultaneously, each with an individual receiver. The main

PAs were two class AB PAs (BLP7G22S-10P). The TSW board and oscilloscope

were connected to the 10MHz reference clock to synchronize the transmitters and

the receivers.

Each PA output was connected to a directional coupler where the coupled path

was measured with the oscilloscope and represented to evaluate the performance of

the PA identification and OTA DPD for individual PAs, and was not involved in the

PA modeling and linearization procedure. The direct path of the couplers was fed to

two of the antenna elements, representing the signals from Tx3 and Tx4. The two

other antenna elements were then measured with the oscilloscope and represented

the received signals from Rx1 and Rx2. The captured signals from Rx1 and Rx2

were processed in MATLAB at a baseband sampling frequency of 25 MHz.

The proposed PA model identification technique was tested when the estimated

couplings and the S-parameters were used to replace the couplings. A disadvantage

of using S-parameters is that a separate and calibrated measurement setup is needed

to measure the antennas S-parameters and the antenna array must be disassembled

from the PAs. In addition, the calibration for the S-parameter measurement setup

does not necessarily match the calibration in the intended transmission setup.

In this MIMO system, each received signal is a linear combination of the two

transmitted signals experiencing the channel between the transmitter and receiver

antennas as well as the receiver chain.

It is clear that the S-parameters represent the coupling between the antenna

elements, while the receiver characteristics are not included in S-parameters. In
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contrast, the proposed coupling estimation technique not only estimates the coupling,

but it presents the effect of the receiver chain, resulting in a more accurate estimation

of the received signal.

One particular aspect of precise model identification is the necessity of time and

phase alignment of the PA input signal with received signal. Since in this MIMO

setup, each received signal associates with two input signals, the received signals

cannot be correctly time-aligned and phased-aligned with respect to both input

signals. Instead, we time aligned the input signals with respect to the received signal

at Rx1 and generated two reference signals aref(1)
1,1 and aref(1)

1,2 . The reference signals

with respect to the received signal at Rx2 were aref(2)
1,1 and aref(2)

1,2 respectively. Thus,

each basis function Φtj
(·) was calculated two times in (6.4): once with input signal

aref(1)
1,j in relation to y1, and then with input signal aref(2)

1,j in relation to y2.

The spectrum of the received signal via simulation was obtained by linear com-

bination of the modeled PA outputs multiplied by the respective couplings. A

comparison of the spectrum of individual received signal to the spectrum of the re-

spective measured received signal is shown in Fig. 6.6 and Fig. 6.7. More specifically,

Fig. 6.6 shows the simulation results when the S-parameters are representing the

couplings and in Fig. 6.7 when estimated couplings were used. The error spectra of

the models are also shown. As it can be seen in Fig. 6.6 and Fig. 6.7, the simulated

spectra of the received signal match well with the measured spectra for Rx1 and

Rx2 in both cases. However, when the estimated couplings were used, the error

spectra show slightly better results. For a more precise evaluation of the PA model

identification, the coupled output of the PAs were measured and compared with the

modeled PA outputs.

A comparison of the spectrum of each individual simulated PA output to the

spectrum of the respective measured PA output is shown in Fig. Fig. 6.8 and Fig.

6.9. The result in Fig. 6.8 shows the simulation results when the S-parameters

represent the couplings and Fig. 6.9 shows the simulation results when the estimated

couplings represent the couplings. The spectra of the error are shown to give a better
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Table 6.1 ACLR and NMSE for Different Coupling Coefficients for OTA DPD Technique

DPD technique
ACLR (dB) NMSE (dB)

PA1 PA2 Rx1 Rx2 PA1 PA2
no DPD -39.5 -34.8 -40.0 -36.4 -23.8 -20.1
SP DPD -47.9 -45.2 -47.0 -45.9 -33.2 -26.3
EC DPD -49.1 -49.7 -49.3 -48.9 -39.3 -38.0

understanding of the PA modeling performance. It is clear that, for the case with

the S-parameters, the PA model does not perform as well as the proposed technique.

Analysis of the presented results, two patterns can be noted. First, the error

spectra of the PA models are worse than the error spectra of the received signals.

This effect can be explained by the fact that in PA model identification technique,

when we use S-parameters, any impedance mismatch in the experimental setup

results in a deviation from the S-parameters values. Thus, the PA modeling using

the S-parameters shows a significant error in the spectra. For the other case, we

used the estimated couplings, which are the combination of the coupling and the

receiver characteristics. However, the coupling represented between two transmit

branches does not include any receiver characteristics. Thus, the lower error spectra

for received signals compared to the error spectra of PA outputs indicates a small bias

in PA model identification. Nonetheless, the modeling technique, when the estimated

couplings were used, results in a significantly low error spectra compared to the case

when S-parameters are used. Second, we notice that although the estimated PA

models for PA1 and PA2 show relatively similar patterns when S-parameters are used,

the overall estimated receiver model for Rx2 is worse than Rx1 with S-parameters

(See Fig. 6.6 and Fig. 6.7). The fact that PA2 is in closer proximity to Rx2, indicates

a higher error in model identification of PA2 with S-parameters.

Overall, it must be noticed that several factors limit the PA model evaluation

using OTA measurements, as well as the proposed coupling estimation. The cou-

pling estimation procedure was carried out in a different measurement setup, where

the connections to the antenna were changed to imitate a MIMO setup. Ideally,
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the proposed estimation technique is performed in a full MIMO setup where the

impedance mismatch effects remain constant, owing to the connections being un-

changed. However, with a full MIMO system, the proposed technique is superior to

the conventional setups where the output of each PA must be measured separately,

to perform the PA modeling and linearization. The S-parameters measurements

also cannot fully represent the couplings in the setup, where every difference in the

impedance matching can cause small uncertainties that can add up and influence

the outcome of the results.

6.5.2 Evaluation of Dual-Input DPD with OTA measure-

ments

Results of the proposed OTA DPD technique, where the coupling and the channel

between the antennas were replaced by the estimated coupling are indicated with

DPD with estimated coupling (EC DPD) and the results using the single frequency

S-parameters are indicated with DPD with S-parameters (SP DPD). The level of

linearization was limited to the noise floor of the oscilloscope.

The ACLRs for each of the received signals at Rx1 and Rx2, and each of the output

signals from PA1 and PA2 are given in Table 6.1. When no DPD is implemented, the

ACLR values are -39.5 dB and -34.8 dB for PA1 and PA2 respectively. Implementing

the SP DPD improves the ACLR to -47.9 for PA1 and -45.2 dB for PA2. By using

the proposed EC DPD, the ACLR improves to around −49.5 dB for both PAs. The

ACLR results of Rx1 and Rx2 indicate the improvement in the linearization of the

received signals to a similar level as the individual PA outputs.

The NMSEs for PA1 and PA2 output signals are given in Table 6.1. In order

to present the NMSE values for the received signals, the channels between the

antenna elements must be replaced by the estimated coupling coefficients. This

can cause uncertainties in the NMSE results of the received signals. Thus, we limit

the presented NMSE results only to the PA output signals. Compared to the case

without DPD, SP DPD achieves an improvement of 12 dB for PA1. However, for
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PA2 the performance of SP DPD was only 6 dB of improvement. In comparison, the

proposed EC DPD shows an improvement of 18 dB for PA2 and 15.5 dB for PA1.

To this end, EC DPD shows better linearization performance. The results show an

agreement with the case when the S-parameters are used to estimate the PA models

which results in worse performance.

In Fig. 6.10, the spectrum of the signal at PA outputs are plotted when no DPD

is implemented. Then, the PA outputs are plotted when the EC DPD and SP DPD

are implemented. The plots are clearly inline with the results presented in Table 6.1.

In Fig. 6.11, the spectrum of the received signals, RX1 and RX2 are plotted when

no DPD is implemented. Then, the spectrum are plotted when the EC DPD and

SP DPD are implemented. The results indicates the level of distortion in combined

received signals. The spectrum in the Fig. 6.10, and Fig. 6.11 indicate that the

linearization performed in the proposed technique is independent of the OTA receiver

position.

6.6 Conclusion

In this chapter, the estimated coupling technique presented in Chapter5 is used in

combination with PA modeling for identification and linearization. The proposed

techniques allow for linearization of an arbitrary size MIMO system that suffers from

cross-talk and impedance mismatch without a need for separate observation receiver

per transmitter branch. The effectiveness of the proposed techniques are validated

in a measurement setup with a four-element antenna array, representing a MIMO

system. S-parameter measurements require disassembly of PAs from the antennas.

Particularly, at mm-wave, the disassembly of antenna from the PAs is not possible,

and OTA measurements to identify the coupling coefficients is the only way forward.

Therefore, the hardware complexity of the proposed technique remains low as the size

of the array increases. Considering the high demand for large-scale MIMO systems,

our technique has a considerable benefit in reducing the cost and complexity of array

linearization. As we have shown, no prior knowledge of transmitter and receiver
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hardware responses is required to identify the coupling between the antennas as well

as the PA modeling and linearization.

Results are shown for coupling estimation with their S-parameters counterparts.

It can be seen that the existing impedance mismatch in the setup causes a deviation

between the estimated couplings and the S-parameters. To validate the accuracy

of the estimated couplings, a PA modeling technique together with a dual-input

DPD were implemented. The estimated couplings and the S-parameters were used

to imitate the channel between the antenna elements while the PA modeling and

the linearization were performed. It can be seen that our proposed technique yields

an improved performance without any need for a separate calibrated setup similar

to those used for S-parameters measurements. We make it clear that at least two

receiver antennas are required for PA model identification technique with OTA

measurements. As the size of the array increases, no more receiver antennas are

needed, as long as all transmitted signals are coupled into the receiver antennas.
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Fig. 6.6 Spectra of received signals at Rx1 and Rx2 from measurement (Meas), simulation
(Sim), and the spectra of error (Err) in simulation, when the couplings between
the antenna elements are replaced by single frequency S-parameters.
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Fig. 6.7 Spectra of received signals at Rx1 and Rx2 from measurement (Meas), simulation
(Sim), and the spectra of error (Err) in simulation, when the couplings between
the antenna elements are replaced by estimated couplings.
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Fig. 6.8 Spectra of measured PA outputs (Meas) from couplers coupled line, and the
simulated PA outputs (Sim). The error spectra (Err) shows the error in
simulation when the couplings between the antenna elements are replaced by
single frequency S-parameters.
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Fig. 6.9 Spectra of measured PA outputs (Meas) from couplers coupled line, and the
simulated PA outputs (Sim). The error spectra (Err) shows the error in
simulation when the couplings between the antenna elements are replaced by
estimated couplings.
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Fig. 6.10 Spectra of the linearized PAs. The figure shows the results without DPD, with
the single frequency S-parameters DPD (SP DPD) and with the estimated
coupling technique DPD (EC DPD).
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Fig. 6.11 Spectra of the linearized received signals. The figure shows the results without
DPD, with the single frequency S-parameters DPD (SP DPD) and with the
estimated coupling technique DPD (EC DPD).
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Chapter 7

Digital Predistortion for Phased

Arrays

The work presented in this chapter relates to the conference proceeding [88] and

[123].

Beamforming is one of the transmission modes in MIMO communication. It

enables directive communication by shaping the transmitted beam pattern. Hence,

the array gain and diversity gain are improved in a particular direction. The hybrid

beamforming is a variant of MIMO system which incorporate the advantage of

beamforming in MIMO systems. The beamforming is carried out by transmitting the

same signal from several antennas. Particularly, phased array shapes the radiated

signal pattern by varying the amplitude and the phase of the radiated signal from

several antennas. The block diagram of a phased array is represented in Fig. 7.1.

When the beamforming parameters are implemented in RF analog, a single digital

baseband signal is fed to several RF transmitters.

A typical implementation of the digital predistortion (DPD) technique is done

in digital baseband and requires as many feedback paths and predistorders as the

number of power amplifiers. However, for phased array systems where one digital

baseband branch is connected to several analog transmission paths in RF, only a

single DPD can be implemented per sub-array. This single DPD is expected to
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linearize several PAs, each of which can have different characteristics. Different

strategies can be applied to optimize the single DPD performance. In [90], the

authors propose a single DPD technique to linearize multiple PAs in a phased array.

Their proposed solution relies on minimizing the sum of the least squared errors

of the different branches. A beam-oriented single DPD is introduced in [91] where

a single DPD is employed to linearize the main beam signal. The proposed DPD

is based on minimization of the least square error of the superposition of the PA

outputs after the effect of analog beamformers are removed. An array DPD was

introduced by [92], where the combined error in the far-field is minimized. The

combined error is estimated by taking the feedbacks from all PAs and calculating

the combined response of the array in the far-field and comparing it with the input

signal to the PAs. The work in [93] is using the same approach by canceling the

beamforming weights before combining via an anti-beamforming module. Further,

the effect of phase and amplitude mismatch of feedback signals on the DPD learning

algorithm has been investigated. In [94], a single DPD is trained to linearize the

sub-array by modeling the main beam signal and comparing it with the input signal

and observe the signal linearity in the far-field.

In this chapter, we perform a comparative study among different single DPD

solutions for phased array systems with combined feedback response and with

individual PA feedback responses. By proposing a novel single DPD method, we

formulate a convex optimization problem which relies upon on joint minimization

of the cost functions from all transmission branches. We demonstrate that the

proposed solution outperforms the ones in [90–94]. This improved performance

is especially notable when the PAs in the different branches possess considerably

different characteristics. The DPD learning utilizes a closed-loop estimation technique

which is not sensitive to the PA output noisy measurements.
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PA 1

PA 2

PA K

s

Fig. 7.1 Block diagram of a phased array.

7.1 Single DPD System Model

A block diagram of analog beamforming phased array with a single DPD is depicted

in Fig.7.2. The PA outputs can be obtained using a shared feedback path connected

to each transmission path by a switch. To have access to all PA outputs, time sharing

can be used. The complex baseband equivalent of the PA output can be written as a

polynomial model [124]. The nonlinear memory effects are typically weaker than the

nonlinearities without memory [125], and we omit the memory effect here, but it is

easy to generalize to memory if desired. The baseband equivalent of each PA output

in the ith transmission path when no DPD is applied can be expressed as

b2i(n) = viϕ
T
s (n) θi, i = 1, ..., NT , (7.1)

where NT is the number of PAs, ϕs(n) = [s(n), s(n)|s(n)|2, ..., s(n)|s(n)|pi−1]T is the

basis waveform and vi represents the analog beamforming phase shifters in the ith

transmitter path. The vector θi denotes the ith PA model impulse response and pi is

the order of nonlinearity in the ith PA. In a multi-transmitter system, the individual

PAs have different non-linearity characteristics that can be presented by different

model coefficients. However, the combined response of the array still can be modeled

with a single polynomial. Given this fact, the single DPD for a sub-array can be
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modeled in the form of a polynomial as

sDPD(n) = ϕT
s (n) φ, (7.2)

where φ ∈ Cp×1 is the vector of the DPD coefficients for the basis waveform

ϕs (n) = [s(n), s(n)|s(n)|2, ..., s(n)|s(n)|p−1]T . The model is linear in φ, and thus the

model can be fitted with the least squares approach. Utilizing a DLA or closed-loop

learning DPD, to obtain the optimum DPD coefficients, the difference between the

desired output signal and the actual PA output is obtained as

ei(n) = 1
Gi

b̃2i(n) − s(n), (7.3)

for each path where Gi is the complex linear gain of the ith PA. The linear gain

of the PA can be known by using the least square approach between the PA input

and output. The phase offsets in output feedback signals are introduced by analog

phase shifters which can degrade the performance of the single DPD. Thus, the

phase offsets must be taken into account prior to DPD learning either by canceling

the effect of phase shifters in the feedback path or modeling the equivalent far-field

model of individual PA outputs. Modeling the output signals in the far-field can

limit the performance of DPD to a specific direction while, counteracting the effect

of phase shifters in the feedback signals, facilitates the adoption of trained DPD

coefficients for different steering directions or dynamic steering. Thus, we suggest a

phase correction such that the signal b̃2i(n) is obtained as

b̃2i(n) = v∗
i b2i(n), (7.4)

where v∗
i is complex conjugate of the the analog beamforming phase shifters in the

ith transmit branch. By multiplying the PA outputs with v∗
i , the effect of phase

shifters can be canceled. In the closed-loop learning, the estimation loop contains

the DPD block. As it was explained in Section 2.8.1.2, the estimated parameter

corresponds to the residual error in the DPD coefficients [126]. For a block of time
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Fig. 7.2 Block diagram of a sub-array to access each PA units output with shared
feedback.

samples, the cost function to be minimized reads as

JCL = ∥ei − ΦT
s ∆φ∥2

F , (7.5)

where ∆φ ∈ Cp×1 is the vector of the residual model coefficients, p represents the

order of nonlinearity and ∥ . ∥F represents the Frobenius norm. Through a few

iterations the DPD coefficient can be updated. First, by using the least-squares

technique, the estimation of coefficient residual is obtained as

∆φ = (Φs)†ei, (7.6)

where the matrix Φs contains the blocks of time samples of basis waveforms and

(Φs)† = (ΦH
s Φs)−1ΦH

s is the pseudoinverse. Then, the coefficients are updated as

follows

φi+1 = φi + ∆φ, (7.7)

where φ0 = [1, 0, ..., 0].
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7.2 Beamforming DPD with MinMax

Various studies have used different methods to estimate single DPD coefficients.

These can be classified in two categories, combined output of the array response

[91–94] or Combined Feedback DPD, and the sum over the least square errors [90] or

Sum of Errors DPD. First, we present these two methods in a closed-loop learning

form. Then, we propose a novel DPD method, noted as MinMax DPD. Finally, we

perform a comparison between these three DPD methods. It has been shown in

[127] that the out-of-band radiations are not dominant in the directions other than

the direction of UE. This is the primary motivation behind the Combined Feedback

DPD as it considers the combined response of the array in far-field. Combined

Feedback DPD can be implemented either via a combined feedback receiver signal

[91, 93] or by modeling the combined far-field signal [92, 94]. In both techniques,

the effect of analog phase shifters is removed before DPD coefficients learning. To

minimize the array error with respect to the far-field combined signal, a large block

of error samples can be obtained by comparing the combined the far-field signal at

the position of UE and the input signal. In order to calculate far-field combined

signal, the feedback signals are co-phased and combined. An alternative approach is

to model the far-field response of the array. Combined Feedback DPD is based on

the minimization of the following statement

arg min
∆φ∈Cp×1

∣∣∣∣∣
∣∣∣∣∣( 1
GA

NT∑
i=1

b̃2i − s) − ΦT
s ∆φ

∣∣∣∣∣
∣∣∣∣∣
2

F

, (7.8)

where GA represents the array linear gain and the signals s = [s(n), s(n−1), ..., s(n−

k)]T and b2i = [b2i(n), b2i(n− 1), ..., b2i(n− k)]T .

Another approach, Sum of Errors DPD, is introduced in [90], minimizes the sum

over the least square errors, i.e., the sum of cost functions in (7.5) is minimized as

arg min
∆φ∈Cp×1

NT∑
i=1

∣∣∣∣∣
∣∣∣∣∣( 1
Gi

b̃2i − s) − ΦT
s ∆φ

∣∣∣∣∣
∣∣∣∣∣
2

F

. (7.9)
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In this approach, the error signal for each PA output signal is computed individually

and the sum of them is minimized to obtain the optimum solution for φ. For the

sake of consistency we perform co-phasing of the PA output signals in the same way

it has been implemented for Combined Feedback DPD. Exploiting triangle inequality,

it can be inferred that the performance of (7.8) outperforms (7.9) in the desired

direction [92]. However, in both techniques, the PA output with the most deviation

from the reference signal x(n), has the dominant contribution in the cost function

minimization. Consequently, by linearizing the highly nonlinear PAs, the PAs with

lower nonlinearity order heavily expand and degrade the combined performance

of the array [92]. To address this issue, we propose a novel strategy by utilizing

individual cost functions. The model coefficients must then be estimated to minimize

all the cost functions up to an acceptable range. In order to minimize all the cost

functions jointly, we formulate a convex optimization problem as

arg min
∆φ∈Cp×1

max
i=1,...,NT

∣∣∣∣∣
∣∣∣∣∣( 1
Gi

b̃2i − s) − ΦT
s ∆φ

∣∣∣∣∣
∣∣∣∣∣
2

F

, (7.10)

where the model coefficient residuals, ∆φ is the variable to optimize. A careful

reader must notice that this optimization problem does not imply minimization of

one cost function related to the most nonlinear PA. Instead, (7.10) performs an

optimization where the maximum joint error is minimized. Introducing an auxiliary

variable d representing the minimum Euclidean distance, the optimization problem

in (7.10) can be equivalently written as

minimize
∆φ∈Cp×1,d∈R

d

subject to
∣∣∣∣∣
∣∣∣∣∣( 1
Gi

b̃2i − s) − ΦT
s ∆φ

∣∣∣∣∣
∣∣∣∣∣
2

F

≤ d, i = 1, ..., NT . (7.11)

It can be seen that in the above formulation the quadratic constraints that represent

the minimum Frobenius norm squared, are convex with respect to φ. Also, the object

d is convex with respect to φ. Thus, the above standard optimization problem can

be efficiently solved using standard techniques [128]. We used CVX, a Matlab-based
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modeling system for convex optimization, to specify and solve the convex problem in

(7.11) [129, 130].

7.3 Simulation Results

As a proof of concept, we perform quantitative performance analysis. The system

level simulation for a sub-array with four transmit antennas in a uniform linear

array (ULA) with the spacing of half wavelength is implemented in Matlab. In all

experiments, the PAs are modeled with a memoryless complex polynomial. First,

the PA models for a 3rd and 5th order polynomials are estimated. Then, we obtain

the models for the PAs in the adjacent branches by adding a small perturbation to

the 3rd and 5th order nonlinearity coefficients such that different PA behaviors are

obtained while retaining the similar input-output nonlinear characteristics and linear

gain for all PAs. Orthogonal frequency-division multiplexing (OFDM) signal with

5 MHz bandwidth is used where clipping is applied to the input signal to obtain

peak-to-average power ratio (PAPR) of 8.5 dB before linearization. To evaluate

the performances, the adjacent channel leakage ratio (ACLR) is used to calculate

the out-of-band radiation of the distortion in the adjacent channels due to the

nonlinearity in the system. The ACLR for a signal x(n) is formulated as

ACPR = max
m=L,U

{∑
f(adj)m

|X(f)|2∑
f(ch.) |X(f)|2

}
, (7.12)

Table 7.1 ACLR (dB) evaluation of three different DPD methods for different PA models.

DPD method 3rd Order
PA model

5th Order
PA model

Sum of Errors -39.91 -27.58
Combined Feedback -41.65 -33.56

MinMax -43.65 -41.66
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Fig. 7.3 Spectra of the combined array response in the far-field for different DPD methods
with PA model of 3rd order polynomial.

where X(f) denotes the power spectrum of x(n) and f(adj)m represents the frequen-

cies in lower (L) and upper (U) adjacent channels. The fch represents the inband

frequencies. The results for the DPD training of N = 12500 samples are presented.

The combined far-field response of array is studied when three different DPDs

are implemented and trained for the sub-array when the steering angle is set to

30◦. In Fig. 7.3 and Fig. 7.4 the power spectral densities (PSD) of the overall

array are depicted for 3rd and 5th order nonlinearity with three different DPDs.

Clearly, MinMax DPD outperforms Combined Feedback and Sum of Errors DPDs.

To quantitatively study the performances, the ACLR results are presented in Table

7.1. For 3rd order polynomial, the MinMax performs on average 2.82 dB better in

ACLR measurements. However, as the polynomial order increases to 5, MinMax

DPD outperforms the two other DPD by 11 dB on average. Comparing 3rd and

5th order nonlinear models, MinMax performance does not degrade more than 2
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Fig. 7.4 Spectra of the combined array response in the far-field for different DPD methods
with PA model of 5th order polynomial.

dB while the ACLR for Combined Feedback DPD worsens by 8 dB and Sum of

Errors DPD by 12.33 dB. The reason that the MinMax DPD performance does not

degrade considerably by increasing the nonlinearity order of the PAs is due to the

fact that MinMax DPD does not depend on the superposition of signals. Rather, the

MinMax consider each error signal individually. However, in the Sum of Errors DPD,

as the nonlinearity increases the superposition of error signals results in performance

degradation. In Combined Feedback DPD, the combined far-field signal deviates

further from the input signal as the nonlinearity of the PAs increase.

In Fig. 7.5, the AM/AM response of individual PAs and the combined effect of

the three different DPD approaches are presented. It is evident that the MinMax

approach results in considerably more linear behavior of the signal in far-field. In the

simulations, it was observed that for the PA model with the 3rd order nonlinearity,

when no DPD is applied, the combined response of the array shows significant
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Fig. 7.5 AM/AM plots for combined array far-field responses without DPD and with
three different DPD methods with 3rd order PA models.

linearity. This is because the nonlinearities in different PAs can cancel each other

out in the far-field. However, when no DPD is applied, the linear gain of the array

degrades as it is shown in Fig. 7.5. By implementing the DPD, the combined

response of the signal retains the linear gain thus improving the efficiency. In this

sense, MinMax DPD achieves best linearization while sustaining the linear gain of

the array.

7.4 Measurement Results Under PA Amplitude

Variations

One of the common techniques to reduce the sidelobe level (SLL) of the created

beam is the amplitude tapering. In this technique different levels of signal power are

fed to the PAs across the array. As a result, the PAs across the array have different
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Fig. 7.6 PA input power weights of a 8-element uniform linear array to achieve SLL =
-13.4 dBc, -15 dBc, -20 dBc and -30 dBc. The simulated power distributions
are presented in blue and the actual power distribution in measurement test
bench are presented in red.

behavior. To study the effect of amplitude tapering on linearization performance,

Taylor distribution for 8-element uniform linear array (ULA) with the spacing of

λ/2 at SLL of -15 dBc, -20 dBc, -30 dBc are simulated and shown in Fig. 7.6. In

measurement setup, the distribution of power amplitude can be implemented by

adding attenuators at the input of PAs.

7.4.1 Measurement Setup

Fig. 7.7 shows the measurement setup to linearize four PAs with a single DPD. To

evaluate the DPD performances, an OFDM signal with 5 MHz bandwidth with PAPR

of 8.5 dB was sent at the carrier frequency of 2.12 GHz using a vector signal generator

(R&S SMW200A). The bandwidth is wide enough to excite the dynamic effects of

the PAs. The generated signal is then fed to a 4-way power divider and four class AB

PAs (BLP7G22S-10P), and the PA outputs are captured by an oscilloscope (R&S
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Fig. 7.7 Photograph of the test setup.

RTO2044) and down-converted to baseband. A memory polynomial with the deepest

memory of M = 3 and the highest nonlinearity order of P = 9 across the PAs are

used to form the basis functions. The effect of phase shifters is emulated in baseband,

which merely implies setting them to zero, i.e., considering the ULA broadside.

Hence, the effect of beam steering on individual PA nonlinearity characteristics when

the antenna exhibits mutual coupling is not considered in this study. Nonetheless,

the results in this study are still valid in terms of PA characteristic variations across

the array.

As it is shown in Fig. 7.6, the relative power distribution in ULA array allows

for exploitation of symmetry such that half of the weights, i.e., elements one to four,

are used to excite four PAs. The measured PA outputs are then mirrored and used

to form an 8-element array.

The amplitude variations are applied by adding attenuators with the accuracy

of 1 dB at the input of the PAs, as is highlighted in Fig. 7.7. The achieved power

distribution for each PA slightly differs from the simulated power distribution ( see

Fig. 7.6). Therefore, the resulting SLLs are expected to be different from the targeted

levels. The nonlinearity of the PAs is the other factor that can affect the achievable

SLL reduction because the PAs driven into the nonlinear region can compress the

output signal.
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The amplitude variations are applied by adding attenuators with the accuracy

of 1 dB at the input of the PAs, as is highlighted in Fig. 7.7. The achieved power

distribution for each PA slightly differs from the simulated power distribution ( see

Fig. 7.6). Therefore, the resulting SLLs are expected to be different from the targeted

levels. The nonlinearity of the PAs is the other factor that can affect the achievable

SLL reduction because the PAs driven into the nonlinear region can compress the

output signal.

7.4.2 Measurement Results

Fig. 7.8 presents the radiation patterns for the cases with different SLLs. When

no SLL reduction is implemented, i.e., the uniform distribution of the amplitude

weights, SLL of -13.4 dBc is expected and achieved (Fig. 7.8a). As it was expected

and explained earlier, the cases with SLL of -15 dBc, -20 dBc and -30 dBc are not

achieving the targeted levels due to the limited accuracy of the attenuators.

The DPD performances are presented in the form of adjacent channel power

(ACP) in Fig. 7.8. The gain normalization per PA output is performed for DPD

training. The array far-field radiation pattern is calculated in MATLAB by using

the measured PA outputs. In order to illustrate the nonlinear behavior of the array,

the ACP in the far-field is calculated when no DPD is implemented and when three

different DPDs are implemented.

The slight changes in tapering weights for SLL of -15 dBc results in lower ACP

in every direction in Fig. 7.8b compared to the uniform distribution of weights

in Fig. 7.8a. The performance of Comb DPD and SumErr DPD are similar, and

they outperform the MinMax DPD, which is expected due to the relatively similar

behavior of the PAs. By increasing the amplitude variations for SLL of -20 dBc and

-30 dBc, the MinMax DPD yields an enhanced performance compared to the two

other DPDs. We noticed that the ACP, with no DPD, is slightly reduced in Fig.

7.8d. It can be explained by the fact that the amplitude weights of PA 1 and PA

2 are reduced to satisfy the SLL of -30 dBc. As a result, these PAs are operating
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(a) (b)

(c) (d)

Fig. 7.8 Channel power and ACP of combined feedback (Comb DPD), joint optimization
(MinMax DPD), and sum of the errors (SumErr DPD) for: (a) uniform power
distribution, (b) SLL = -15 dBc, (c) SLL = -20 dBc, (d) SLL = -30 dBc.

with backoff, which reduces the ACP. In contrast to Fig. 7.8a and 7.8b, for cases of

SLL -20 dBc and -30 dBc, the ACP in other spatial directions is increased after the

DPD is implemented. The ACP in the main lobe and sidelobes are nearly level for

MinMax DPD, which is not aligned with the original pattern of ACP before DPD

implementation.

7.5 Conclusion

In this chapter, we proposed a novel technique for training a single DPD for lineariza-

tion of a phased array. The proposed DPD implements a joint minimization of cost

functions corresponding to individual PAs which is an effective method to obtain
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a linear combined response of an array. Our numerical results demonstrated that

the proposed DPD technique is highly effective when there is a significant deviation

in PA behaviors. With simulations, we showed that as the nonlinearity order in

PAs increases, the proposed DPD sustains its linearization while the other methods

undergo significant performance degradation. Our numerical results demonstrated

that by using the proposed DPD technique, for the PA models with the 5th order

nonlinearity , the MinMax DPD outperforms the state-of-the-art solutions. We

showed that in comparison to Combined Feedback DPD, the MinMax DPD has a

better performance of 8.1 dB in the ACLR measurements and outperforms Sum of

Errors DPD by 14 dB. For the 3rd order PA models, the combined far-field signal

without DPD shows linear performance where the nonlinearities cancel each out

other but the linear gain of the array drops by combining the linear PAs with heavily

nonlinear PAs. In an experimental measurement setup, we tested the aforementioned

DPD techniques by exploiting the amplitude variation to achieve SLL reduction.

By implementing the amplitude variation, we changed the PAs behavior across the

array. Different linearization algorithm are tested. The measurement results indicate

that a slight variation of amplitude can result in improved performance of DPD.

However, when the distribution of the amplitudes has a wide variation, linearization

performance is degraded, and the peaks of ACP are generated in sidelobes. The

performance of different phased array DPDs are aligned with the simulation results,

showing the improvement in performance when the MinMax DPD is used.
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Chapter 8

Conclusion

8.1 Conclusions

Growing demand for different forms of communication and different applications of

communication systems has triggered the development of several technologies. To

satisfy user demand for higher data rates, and the capacity of the communication

system, the smart use of the limited spectrum is imperative. Multiple-input multiple-

output (MIMO) technology will continue to play a vital role in next-generation

wireless systems, e.g., the fifth-generation wireless networks (5G). Large-scale antenna

arrays (also called massive MIMO) seem to be the most promising physical layer

solution for meeting the ever-growing demand for high spectral efficiency.

This thesis addresses the challenges in compensation of distortion in MIMO

systems. The effect of crosstalk distortion on digital predistortion (DPD) in MIMO

system is investigated in Chapter 4. Two different learning algorithm are studied,

i.e., indirect learning algorithm (ILA) and direct learning algorithm (DLA). The

simulation results show the advantage of using DLA interms of linearization and

complexity, when MIMO system suffers from crosstalk.

By increasing the size of the MIMO systems, the cost and area of the system

become a concern. Therefore, system designers seek efficient hardware and signal

processing solutions. The conventional technique for mitigation of the distortion due
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to the power amplifier (PA) must be modified as well. In this thesis, a technique

to reuse the hardware in MIMO time division duplex (TDD) systems for DPD

implementation is proposed in Chapter 5 and Chapter 6. The technique is developed

by utilizing over-the-air (OTA) intra-array measurements. One of the essential

components of a DPD module is a transmitter observation receiver (TOR) to capture

the PA output signal and provide the baseband representation of it. This means

that each transmitter requires a separate complete receiver chain. MIMO TDD

systems are equipped with transceivers where each transceiver has its dedicated RF

transmitter and receiver operating in the same frequency band and sharing the same

antenna element. This technique is enabled based on channel reciprocity in TDD

systems.

Firstly, we developed a scheme to identify the intra-array channels, i.e., the

coupling between the antenna elements in Chapter 5. The channel between the

transmitter and the TOR antenna must be known when the linearization must be

done per transmit branch. This technique is based on consecutively transmitting from

different antennas and receiving the signals by the other antennas. To the best of our

knowledge, previous similar works did not perform linearization per transmitter. Also,

the intra-array coupling estimation, solely based on on-site measurements, has never

been done similarly. This thesis compares the proposed effective coupling estimation

with scattering parameters (S-parameters) measurements of the array. However,

since the S-parameter measurements are usually conducted in a well-calibrated

environment with a 50 Ω matched setup, they cannot correctly represent the intra-

array coupling. This makes the proposed technique more accurate in practical

use. In addition, the assumptions in our proposed effective coupling estimation are

examined in simulations and experimental setup. The results indicate an acceptable

margin to make an assumption, such as similar receiver characteristics. It has been

demonstrated that a deviation of less than 1 dB can be achieved with the proposed

technique, which is an acceptable margin on our experimental setup.

Secondly, a linearization scheme is developed based on a model-based indirect

learning (MILA) approach in Chapter 6. In this scheme, several transmitted signals
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are captured with the OTA TOR when the transmitted signals are not fully correlated.

Individual PA models are estimated via an iterative procedure. By conducting the

PA models, linearization is performed based on the estimated model. This technique

is superior to similar linearization based on shared TOR, where the signals are

captured with directional couplers at the PA output. In MILA based techniques, the

associated noise in the measured signal is avoided in linearization iterations. Our

proposed linearization technique is finally experimentally validated on a 2 × 2 MIMO

test bench. The results showed an overall improvement of 19 dB in terms of NMSE.

The proposed technique is compared with the case when the S-parameters substitute

the coupling between the antenna elements. The results indicate that by utilizing

the proposed effective coupling estimation in OTA DPD, the NMSE is improved

about 6 dB compared to the case in which the S-parameters are used.

Finally, in Chapter 7, the phased array linearization is visited in this thesis, which

is an essential subsection of future MIMO systems for directive communication in

millimeter wave bands. Hardware architectures such as hybrid beamforming take

advantage of phased arrays. The main idea of phased arrays is to transmit the

same data stream on each antenna element with varying phase and/or amplitude.

Therefore, all RF transmit paths are sharing the same baseband digital signal when

the amplitude and phase variations are implemented in analog RF. Hence, the

linearization via DPD can be performed such that a single DPD linearizes the

response of several RF PAs. The challenge of phased array PAs having varying

characteristics has not been adequately addressed in the literature. The use of

the minimax optimization technique has been investigated in this thesis. In this

regard, we seek to continuously perform optimization to achieve the most effective

DPD coefficient to linearize several PAs with a high degree of variation between

their behavioral models. We further investigated the effectiveness of this technique

by increasing the nonlinearity model from 3rd order to 5th order. The compared

results with the conventional single DPD techniques reveal the effectiveness of our

proposed single DPD based on minimax optimization. The proposed technique, then

is examined in an experimental setup, where the effect of amplitude variation on the
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proposed technique and the conventional techniques was studied. The results are

inline with the simulations.

In summary, this thesis makes a contribution to distortion mitigation in MIMO

systems. Signal processing techniques have been successfully applied to compen-

sate for RF distortions in MIMO systems suffering from crosstalk with reduced

complexity of RF hardware systems. Hence, the proposed techniques facilitate

the implementation of future wireless communication systems with feasible and

sustainable solutions.

8.2 Future Work

The work presented in this thesis considers a limited set of existing problems in

modern wireless communication systems. There are still areas that must be considered

and addressed in future research. The possible future extension of this work is listed

as, but not limited to:

The technique presented in this thesis to estimate the effective coupling only

considers the antennas in which their bandwidth is wide compared to the transmitted

signal bandwidth. Therefore, it is necessary to present a dynamic model for the

effective coupling for those antennas with bandwidth similar to the transmitted

signal bandwidth.

The proposed MILA-based OTA DPD technique in Chapter 6 requires at least

two receiver antennas to act as OTA TOR. A useful continuation of the technique

presented in this chapter can incorporate a possible regularization step in order

to prevent the overfitting problem in PA model identification using the OTA mea-

surements. We make a note that for large-scale arrays, the position and number of

receiver antennas can vary and must be studied carefully.

The theory presented in Chapter 7 to linearize the phased arrays, only considered

a narrow-band modeling strategy. Hence, this work can be extended to incorporate

wider bandwidth signals in phased array linearization.
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8.2 Future Work

To meet the demand for high-speed wireless communication in 5G, millimetre

Wave (mm-Wave) communication is being seen as a promising candidate. For the

bands over the 24 GHz, the radios will require partly novel techniques to operate in

mm-Wave and there will be more widespread use of massive MIMO, beamforming

and highly integrated antenna systems. The proposed techniques in Chapter 5,

Chapter 6 and Chapter 7, are experimentally examined in sub-6 GHz bands due

to the limitations in laboratory. However, the proposed techniques are initially

designed to tackle the issues in mm-Wave massive MIMO systems and anticipated

to be adopted in mm-Wave frequency bands. Future works includes experimentally

validate this assumption.

The advancement of machine learning in communication opens doors to new fields

to be explored in wireless systems. As the signal bandwidth increases, the Volterra-

based models used in this thesis, become complex. Furthermore, for wideband

signals, the distorted terms become correlated, results in rank deficiency problems

in conventional modeling techniques. Future works can incorporate neural network

approaches to address these issues in ultra-wideband wireless systems.
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Appendix A

Matrix Representation of Ψ for

Effective Coupling Single

Estimation

In Single Estimation technique, the matrix Ψ is built from a sequence of received

signals in a K elements array. Accordingly, Ψ is presented as follow

Ψ(i)
single =



(K − i− 1) ∥ y(i−1)i ∥2 −y∗
(i−1)iy(i+1)i · · · −y∗

(i−1)iyKi

−y∗
(i+1)iy(i−1)i

... · · · −y∗
21yKi

... ... . . . ...

−y∗
Kiy(i−1)i · · · · · · (K − i− 1) ∥ yKi ∥2


,

(A.1)

where ∀i = 2, . . . , K − 1 and ynm represents the vector of received signal at nth

antenna when mth antenna is transmitting and ∥ · ∥ is the norm operator and ∗

represent the conjugate of the signal. For the ith step of iteration the Ψ(i)
single is

recalculated.
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Appendix B

Matrix Representation of Ψ for

Effective Coupling Joint

Estimation

When the reference antenna is in close proximity of all antenna elements, the matrix

Ψ for joint estimation is presented as

Ψjoint =



∥ y1r ∥2 −y∗
1ry2r 0 0 · · · · · · 0

−y∗
2ry1r ∥ y2r ∥2 0 0 · · · · · · 0

∥ y1r ∥2 0 −y∗
1ry3r 0 · · · · · · 0

−y∗
3ry1r 0 ∥ y3r ∥2 0 · · · · · · 0
... ... ... ... . . . ... ...

0 · · · · · · · · · 0 ∥ y(K−2)K ∥2 −y∗
(K−2)Ky(K−1)K

0 · · · · · · · · · 0 −y∗
(K−1)Ky(K−2)K ∥ y(K−1)K ∥2,


(B.1)

where K is the number of antenna elements within the array and ynm represents

the vector of received signal at nth antenna when mth antenna is transmitting and

∥ · ∥ is the norm operator and ∗ represent the conjugate of the signal. The index r

represents the reference antenna.
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