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ABSTRACT With the increasing demand for greener and more energy efficient transportation solutions,
electric vehicles (EVs) have emerged to be the future of transportation across the globe. However, currently,
one of the biggest bottlenecks of EVs is the battery. Small batteries limit the EVs driving range, while
big batteries are expensive and not environmentally friendly. One potential solution to this challenge is
the deployment of charging roads, i.e., dynamic wireless charging systems installed under the roads that
enable EVs to be charged while driving. In this paper, we use tools from stochastic geometry to establish
a framework that enables evaluating the performance of charging roads deployment in metropolitan cities.
We first present the course of actions that a driver should take when driving from a random source to a
random destination in order to maximize dynamic charging during the trip. Next, we analyze the distribution
of the distance to the nearest charging road. This distribution is vital for studying multiple performance
metrics such as the trip efficiency, which we define as the fraction of the total trip spent on charging roads.
Next, we derive the probability that a given trip passes through at least one charging road. The derived
probability distributions can be used to assist urban planners and policy makers in designing the deployment
plans of dynamic wireless charging systems. In addition, they can also be used by drivers and automobile
manufacturers in choosing the best driving routes given the road conditions and level of energy of EV battery.

INDEX TERMS Dynamic charging, Poisson line process, stochastic geometry, electric vehicles, vehicular
network.

I. INTRODUCTION
As the global trend towards sustainable energy has signifi-
cantly transformed several industries, automobile manufactur-
ing is not an exception. Almost every major car manufacturer
now has models that run entirely on electric batteries. It is
expected that in the next decades, electric vehicles (EVs) will
account for a large portion of total car production [1].

Although there are several challenges with EVs, e.g., en-
gines, sensors, one of the biggest bottlenecks of EVs is the
battery [2]. Ideally, batteries for EVs should last for a compa-
rable distance compared to gasoline tanks. The battery should
also be quickly charged and remain in good condition after
thousands of charging cycles. Moreover, it should be afford-
able and finally, be environment-friendly. However, there are a
couple of important trade-offs with the current EVs batteries

that need to be considered [3]. For example, large-capacity
batteries, which are optimized for driving distance, are expen-
sive to make, slow to charge, and not friendly to the environ-
ment. On the other hand, small-capacity batteries are more
affordable but require more frequent charging.

There have been steady advances in producing batteries that
fit the demand [4]. However, as batteries require charging,
we still need solutions on how to charge them effectively and
efficiently. In the literature, several works have been presented
about optimally deploying charging stations [5]–[8]. Although
this solution seems to extend the driving range of EVs, one
major drawback of charging stations is the waiting time, espe-
cially in metropolitan cities. For example, during rush hours,
charging stations may not meet the charging demand if each
EV needs half an hour or more to charge. As the frequency of
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people using EVs in their daily commute increases, a better
solution that benefits all commuters is dynamic wireless vehi-
cle charging systems [9], [10], i.e, roads that are able to charge
EVs while driving without the need to stop. Charging roads
are equipped with wireless power transfer technology that en-
ables complete wireless charging [11], [12]. This technology
has been thoroughly researched in several research institutes
around the world such as KAIST (Korea) [13], University of
Auckland (UoA - New Zealand) [14], and Oak Ridge Na-
tional Laboratory (ORNL - United States) [15]. At KAIST,
since 2009, researchers have introduced six generations of
dynamic wireless charging systems for both driving vehicles
and stationary EVs with improved charging efficiency in each
new generation [16]. UoA has been active in designing coil
structure and layout for dynamic charging systems [14], [17].
ORNL has focused on integrated wireless charging systems
for vehicles. They have tested their systems in a few pop-
ular car models [15], [18] and achieved good power trans-
fer efficiency [19]. Samples of dynamic electric vehicular
charging systems have also been demonstrated by QualComm
Halo [20], and later by WiTricity [21]. Given the prominent
future of dynamic charging technology, there is a high de-
mand for efficiently utilizing charging roads and assessing the
impact of its deployment at large scale, i.e., city level. While
there are several studies on exploiting charging roads, e.g.,
optimizing routing policies for EVs in a specific city [22],
[23], researches on modeling the impact of dynamic charging
on a generic city have not been comprehensively carried out.

Motivated by the great potential of charging roads, as ex-
plained above, we study the system-level modeling and anal-
ysis of large-scale deployment of charging roads in metropoli-
tan cities. Our goal is to provide an analytical framework that
could be useful to urban planners, city policy makers, car
manufacturers, and drivers. To be more precise, we consider
a setup in which a fraction of the total number of roads is
equipped with wireless charging capabilities. The proposed
framework relies on considering a generic city, with respect to
the density of roads and the fraction of charging roads. This,
in turns, extends the applicability of the proposed framework,
compared to a well-planned deployment scenario which only
works for specific cities. Given a randomly located source and
a randomly located destination, we analyze two metrics: (i)
the probability that any given trip passes through at least one
charging road, and (ii) the distribution of the distance from
the source to the nearest charging road. These two metrics
are crucial for city planners and policymakers to evaluate how
effective and efficient the deployment of the charging roads is,
as demonstrated in more details in Section III-C.

To compute the two metrics, we adopt a policy that a driver
will take given a source and a destination. Since routing with
charging roads is a new research topic with few published
studies, we select a general and intuitive driving policy. We
assume that the driver will always choose the shortest route,
as this assumption has been frequently used in several routing
applications on road networks [24]–[26]. In addition, if there
are multiple shortest routes, we go on to assume that the driver

will always choose the one that maximizes the time spent on
charging roads. Note that this policy can be combined with
more sophisticated constraints to model different EVs routing
scenarios. For example, EVs need to meet an arrival time con-
straint so that not only the shortest route but the traffic conges-
tion should be also considered. Another example is for a fleet
of EVs to choose a driving policy to maintain connectivity
constraint. However, since our work is one of the first attempts
to study the impact of deploying dynamic charging at a city
level, we begin with the most basic policy of taking the short-
est route and maximizing the time spent on charging roads.

We make use of stochastic geometry as the main tool for our
analysis, as it has been used extensively to model vehicular
networks and has been proven useful to study several network-
related problems [27]–[29]. For example, in [29, Chapter 10],
the charging facilities for EVs are modeled as a Poisson point
process on each line of a Poisson line process (i.e., a road),
and the distribution of the length of the shortest path between
an arbitrary EV and its nearest facility is derived. Stochastic
geometry offers a statistical approach to assessing our two
proposed metrics. Unlike a deterministic approach, in which
analysis is done given a specific road system in a particular
city, stochastic geometry let us model the road system in
an urban city as a stochastic process. Therefore, it allows
us to study the two metrics averaging over all the random
sources and destinations [29], [30]. Specifically, we adopt the
Manhattan Poisson Line Process (MPLP) to model the street
network as a grid-like structure since it resembles the actual
system of roads in several modern cities, e.g., New York [31],
Chicago [32], Vancouver [33], Barcelona [34]. A more com-
prehensive overview of stochastic geometry, MPLP, and their
application in vehicular network modeling is discussed in
Section II-B and Section III-A. The main contributions of this
paper are summarized next.
� We introduce a routing policy that a driver would take for

all situations given a random source and a random des-
tination, assuming that the driver will always choose the
shortest route and maximize the time spent on charging
roads throughout the trip.

� Given the above routing policy, and conditioned on the
location of the source and the destination, we derive the
distribution of the distance from the source to the nearest
charging road.

� We derive the probability that a given trip passes through
at least one charging road.

� We rigorously verify our analytical results for the two
performance metrics through Monte-Carlo simulations.

To the best of our knowledge, this paper is the first one to
incorporate stochastic geometry into the performance analysis
of charging road deployment in metropolitan cities. Thus, it
sheds light on how analytical tools such as stochastic geom-
etry can be used to assess the performance of charging roads
deployment in a generic urban city.

Our paper is organized as follows. We first review the
previous related works Section II. Section III describes our
analytical framework. Then, the routing policy and
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TABLE 1. Summary of Notations

distribution of the distance to the nearest charging road
are elaborated in Section IV. Section V introduces the
probability that a trip passes through at least one charging
road. In Section III, we demonstrate our analytical results
verified by Monte-Carlo simulations. Lastly, Section VII
concludes the paper with some final remarks.

A summary of the notations used in the paper is given in
Table 1. Some notations will be defined in more details as
they appear in later sections of the paper.

II. RELATED WORK
A. WIRELESS CHARGING FOR ELECTRIC VEHICLES
The wireless charging technology for EVs can be categorized
into two major branches: capacitive power transfer and in-
ductive power transfer. Capacitive power transfer utilizes the
electric field interaction between coupled capacitor. Hence,
it is only viable to transfer energy through a short air gap
between 10−4 and 10−3 meters [35], which is not suitable for
charging EVs while running. Thus, we mainly focus on the
inductive wireless charging system, in which there can be an
air gap up to a few meters between a power transmitter in the
roads and a receiver in the vehicles [36]. It can transfer power
electro-magnetically to EVs while driving and its main com-
ponents consist of long primary windings (installed under the
road) and secondary pick-up windings (installed in the EV).
There are several other components that go into the wireless
charging system. Optimizing the design of those components
is an active research field on its own [37]. For example, the
relationship among the length of winding tracks, the speed of

vehicles, and the efficiency of dynamic charging systems is
studied in [38], in which optimal track lengths for different
vehicular speeds are presented. In [39], the impact of sizing
inductive power transfer power pads on the resulting power
profile of a dynamic charging system is explored using Gaus-
sian modeling and phase analysis. Fundamental principles
of wireless charging using magnetic field resonance, designs
of resonant magnetic coils, and electromagnetic field noise
suppression methods are introduced in [40]. The problem of
allocating power from charging lanes to in-motion EVs is ini-
tially studied in [41] by balancing the state of charge of EVs.
Later, a solution to allocating power to EVs, enabling them to
arrive at destinations while achieving goals such as balancing
the state of charge and power stored in EVs, or minimizing
the total power charged, is addressed using a greedy approach
in [42].

Since an inductive wireless power transfer system can
power EVs while driving, it significantly increases the driving
range of EVs without the need to stop and charge at stationary
charging stations [43]. Furthermore, the current design and
cost of deployment of charging roads suggest that it is most
suitable to deploy charging roads in metropolitan cities. Since
the total energy transferred to an EV is the power of the
charging system multiplied by the time that the vehicle spends
on the charging road, it is desirable to maximize the time
vehicles spend on charging roads, given a fixed power of the
charging system. However, longer charging roads directly in-
crease the cost of deployment [36]. Also, it is preferred to have
a high density of traffic travelled on the charging roads to fully
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utilize the charging system and reduce waste of energy [44].
Thus, the suitable place to install a charging road system is
in an urban setting since it has a high density of transporta-
tion, slower vehicle driving speed compared to highways, and
shorter driving trajectory compared to highways [45]. Hence,
we can maximize charging performance while minimizing
deployment cost. Indeed, in the literature, several researches
have been proposed to optimally utilize the wireless charging
systems in an urban road network [46]. For example, a station-
ary wireless charging stations deployment scheme for taxicabs
that optimizes the idle time and continuous operability is in-
troduced in [47]. A charging scheduling system that targets to
reduce the charging and operating costs for large-scale electric
bus fleet is presented in [48]. Given the need for dynamic
charging systems in urban areas, our work aims to assess the
impact of deploying charging roads in metropolitan cities.

B. VEHICULAR NETWORK MODELING
In the literature, several models have been proposed for ve-
hicular networks [49]. The classic Erdos-Renyo (ER) graph
model proposes that a graph of n nodes is constructed by con-
necting those n nodes randomly, i.e., each edge has an equal
probability p of being included in the graph [50]. However,
ER graphs do not closely represent several real-world net-
works since they have low clustering coefficients and do not
account for the formation of hubs. Watts-Strogatz small-world
network models [51] address the first limitation of ER graph
by accounting for clustering while maintaining the average
path length as the ER graphs. Hammersley graphs [52] define
a vertex with exactly four edges, while all vertices in the
network follows an infinite Poisson Point Process. However,
all of these network models do not correctly reflect the road
systems in metropolitan cities since they do not capture the
continuity of streets. To alleviate this problem, a good alter-
native is to model the streets in vehicular networks as a set
of random lines, which collectively forms a line process [53],
[54]. A well-known model for line processes is the Poisson
Line Process (PLP) [55]. Several modern cities in the world,
e.g., New York, have a grid-like street network that can be
closely modeled with a special case of PLP named Manhattan
Poisson Line Process (MPLP). Several properties of PLP and
MPLP that are useful for modeling vehicular networks is dis-
cussed in [56]. A method to analyze the coverage of wireless
signals propagating through the streets modeled with MPLP
is introduced in [57]. In this paper, given the goal to assess the
deployment of dynamic charging roads, we choose to model
vehicular networks in a metropolitan settings using a MPLP.
Details about MPLP and our network model are elaborated in
Section III-A and Section III-B, respectively.

C. CHARGING LANES DEPLOYMENT
As the importance of charging roads are realized by re-
searchers and companies around the world, some researches
have been presented on the deployment of charging lanes for
EVs. For example, a plan to support electric buses running
on a pre-defined route to minimize cost of deployment is

introduced in [16]. A categorization and clustering method to
choose the landmarks to deploy charging lanes in metropoli-
tan cities is presented in [45]. An integer programming ap-
proach to modeling the charging lanes installation based on
geospatial data is demonstrated in [58]. Unlike those studies,
our work aims to provide a general analytical framework to
assess the deployment of charging road in metropolitan cities,
and thus can be applied to several big cities and benefit various
groups from city planners to EV manufacturers.

III. ANALYTICAL FRAMEWORK
A. POISSON POINT PROCESS AND POISSON LINE
PROCESS PRELIMINARIES
Since our vehicular network model in this paper is based on
Poisson point process and Poisson line process, we briefly
review the essence of those processes in this section. For a
more detailed discussion regarding this topic, we refer the
reader to sources such as [29], [30], [55], [59]–[62].

Poisson Point Process: Intuitively, a point process is a ran-
dom collection of points in some spaces. Let N (B) denote
the number of points in a Borel set B. A point process is
a homogeneous Poisson Point Process (PPP) with intensity
parameter β > 0 if:
� N (B) ∼ Poisson(βm(B)), where m(B) is the measure of

set B, i.e., P (N (B) = v) = (βm(B))v

v! e−βm(B).
� For Borel sets B1 and B2 such that B1 and B2 are mutu-

ally exclusive, N (B1) and N (B2) are independent.
One important property of PPP is that given N (B) = v, the

locations of those v points are independent and identically
distributed and uniform in B.

Poisson Line Process: Similar to a point process, a line pro-
cess is a random collection of lines in a 2D plane. A random
undirected line in this plane can be fully characterized by a
set of two parameters (ρ, θ ), where ρ ∈ R is a real number
denoting the perpendicular distance from the origin o ≡ (0, 0)
and θ is the angle between the positive x-axis and the line,
i.e., θ ∈ [0, π ). It is worth noting that ρ is positive if the line
is above or to the right of the origin, and negative otherwise.
We can represent all the possible values of (ρ, θ ) in a plane
denoting C ≡ [0, π ) × R. Since the mapping between the set
of points in C and the set of lines in R2 is one-to-one, one can
generate a line process in R2 by generating a point process in
C. For example, a set of lines generated by a PPP on C is a
Poisson Line Process (PLP).

In this paper, we will focus on a special instance of PLP,
namely the Manhattan Poisson line processes (MPLP) [57]. A
MPLP has ρ ∈ R and θ ∈ {0, π

2 }, i.e., the set of lines has a
grid-like shape.

B. SYSTEM MODEL
We model the system of roads in metropolitan cities by an
MPLP in R2, where an overview about line process and MPLP
are given in Section III-A. The MPLP is characterized by the
parameters λ and p, where λ is the density of the 1D PPP that
generates the horizontal or vertical lines, and p is the ratio of
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the number of charging roads to the total number of roads.
Then, we consider random positions for the source and the
destination of a trip in this road system. There are two main
possibilities. One is when the source and the destination are
on two parallel roads, the other is when the source and the
destination are on two perpendicular roads.

C. PERFORMANCE METRICS
In this paper, our goal is to assess the deployment of charg-
ing roads in a metropolitan city. To this end, we first give a
definition of the measure for the trip distance.

Definition 1 (Manhattan distance): In a two-dimensional
plane, the Manhattan distance between a point A(x1, y1) and
a point B(x2, y2) is the sum of the vertical distance and the
horizontal distance between A and B, i.e., | x1 − x2 | + | y1 −
y2 |.

Based on the distance measure, we propose two perfor-
mance metrics whose definitions are given as follows:

Definition 2 (Probability distribution of the distance to the
nearest charging road P (Dn < x)): It is the probability that,
given the locations of the source and the destination, the travel
distance, i.e. Manhattan distance, from the source to the near-
est charging road is less than a positive real number x.

Definition 3 (Probability that a trip passes through at least
one charging road P (Tc)): It is the probability that, given the
locations of the source and the destination, a driver travels on
at least one charging road.

These metrics have practical significance in understand-
ing how dynamic wireless charging systems can serve the
needs of commuters. For example, urban planners and city
policy makers can use these metrics to determine how densely
charging roads should be deployed so that 80% of the time a
driver will pass through at least one charging road in his or
her trip. Another example would be for car manufacturers to
see, based on the distance to the nearest charging road, how
big the battery should be designed to fit urban design in a
particular city. Given the promising future of electric vehicles
and the need for charging roads as illustrated in Section I, our
metrics provide useful insights to a diverse group of people
about the deployment of dynamic wireless charging systems
in metropolitan cities.

IV. ROUTING POLICY AND DISTRIBUTION OF THE
DISTANCE TO THE NEAREST CHARGING ROAD
We denote the horizontal and vertical distances between
source and destination as dh and dv , respectively. In this sec-
tion, we analyze the probability that the distance from the
source to the nearest charging road, i.e., Dn, is less than a
positive real number x. The distribution of Dn depends on the
source, the destination, and the route that a driver will take.
Thus, to calculate P (Dn < x), we break it down into eight
sub-events of two groups, i.e.,
� When the source and the destination are on two parallel

roads and
� Both source and destination roads are charging (Event

E1)

� Only the source road is charging (Event E2)
� Only the destination road is charging (Event E3)
� Both source and destination roads are not charging

(Event E4)
� When the source and the destination are on two perpen-

dicular roads and
� Both source and destination roads are charging (Event

E5)
� Only the source road is charging (Event E6)
� Only the destination road is charging (Event E7)
� Both source and destination roads are not charging

(Event E8),
each of which will be discussed starting from Section IV-B1
to Section IV-C4. In particular, each of the eight events Ei rep-
resent a specific scenario for the relation between the location
of the source and the location of the destination. In each case,
Dn is calculated based on an assumption that a driver always
chooses the shortest route from the source to the destination.
If there are multiple routes with the same minimum distance,
priority is given to the routes containing the largest portion of
charging roads.

A. SUMMARY OF IMPORTANT DISTRIBUTIONS
In this subsection, we first provide some propositions that
appear frequently in the later proofs.

Proposition 1: Let DN−HC be the distance from source to
the nearest horizontal charging road. The CDF of DN−HC is

P (DN−HC < x) = 1 − e−λpx. (1)

The PDF of DN−HC is

fDN−HC (x) = λpe−λpx. (2)

Proposition 2: Let DN−VC be the distance from source to
the nearest vertical charging road. The CDF of DN−VC is

P (DN−VC < x) = 1 − e−λpx. (3)

The PDF of DN−VC is

fDN−VC (x) = λpe−λpx. (4)

Proposition 3: Let DN−HNC be the distance from source
to the nearest horizontal non-charging road. The CDF of
DN−HNC is

P (DN−HNC < x) = 1 − e−λ(1−p)x. (5)

The PDF of DN−HNC is

fDN−HNC (x) = λ(1 − p)e−λ(1−p)x. (6)

Proposition 4: Let DN−VNC be the distance from source to
the nearest vertical non-charging road. The CDF of DN−VNC

is

P (DN−VNC < x) = 1 − e−λ(1−p)x. (7)
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The PDF of DN−VNC is

fDN−VNC (x) = λ(1 − p)e−λ(1−p)x. (8)

Proposition 5: Let dL be the distance from source to the
nearest horizontal road in the opposite direction of the desti-
nation. The CDF of dL is

P (dL < x) = 1 − e−λx. (9)

The PDF of dL is

fdL (x) = λe−λx. (10)

Proposition 6: Let X1 be the distance between the nearest
vertical non-charging road and the nearest vertical charging
road from source, given that they exist between the source and
the destination. The CDF of X1 is given by

FX1 (x) = P (X1 < x)

= 1 −
∫ dh

x

1 − e−λ(1−p)(t−x)

1 − e−λ(1−p)t

λpe−λpt

1 − e−λpdh
dt . (11)

The PDF of X1 is given by

fX1 (x) =
∫ dh

x

λ2(1 − p)pe−λpt−λ(1−p)(t−x)

(1 − e−λpdh )(1 − e−λ(1−p)t )
dt . (12)

Proof: See Appendix A �
Proposition 7: Let X2 be the distance between the nearest

horizontal non-charging road and the nearest horizontal charg-
ing road from source, given that they exist between the source
and the destination. The CDF of X2 is given by

FX2 (x) = P (X2 < x)

= 1 −
∫ dv

x

1 − e−λ(1−p)(t−x)

1 − e−λ(1−p)t

λpe−λpt

1 − e−λpdv
dt . (13)

The PDF of X2 is given by

fX2 (x) =
∫ dv

x

λ2(1 − p)pe−λpt−λ(1−p)(t−x)

(1 − e−λpdv )(1 − e−λ(1−p)t )
dt . (14)

Proof: See Appendix A �

B. CASE A: WHEN SOURCE (S) AND DESTINATION (D) ARE
ON TWO PARALLEL ROADS
Let A denote the case when S and D are on two parallel
roads. The probability of case A is P (A) = 1

2 . We consider
four scenarios:
� Both source and destination roads are charging,
� Only source road is charging,
� Only destination road is charging,
� Both source and destination roads are not charging.
In each scenario, we first describe its probability, then

present the distribution of Dn given the scenario as a lemma.

1) BOTH SOURCE AND DESTINATION ROADS ARE CHARGING
Let E1 denote the case when both source and destination roads
are on two parallel roads and are charging. The probability of

event E1 is p2

2 .

Lemma 1: The distribution of Dn given E1 is given as fol-
lows:

P (Dn < x|E1)P (E1) = p2

2
.

Proof: See Appendix B. �

2) ONLY SOURCE ROAD IS CHARGING
Let E2 denote the case when both source and destination roads
are on two parallel roads and only the source road is charging.
The probability of event E2 is p(1−p)

2 .
Lemma 2: The distribution of Dn given E2 is given as

follows:

P (Dn < x|E2)P (E2) = p(1 − p)

2
.

Proof: See Appendix C. �

3) ONLY DESTINATION ROAD IS CHARGING
Let E3 denote the case when both source and destination roads
are on two parallel roads and only the destination road is
charging. The probability of event E3 is p(1−p)

2 .
Lemma 3: The distribution of Dn given E3 is given as fol-

lows:

P (Dn < x|E3)P (E3) = �1(p, λ, dh, dv, x),

where �1() is a function of the (charging) road density (i.e., p
and λ) and the trip information (i.e., dh, dv, and x).

The complete form of �1() is given in (15) in Appendix D.

4) BOTH SOURCE AND DESTINATION ROADS ARE NOT
CHARGING
Let E4 denote the case when both source and destination roads
are on two parallel roads and are not charging. The probability

of event E4 is (1−p)2

2 .
Lemma 4: The distribution of Dn given E4 is given as

follows:

P (Dn < x|E4)P (E4) = �2(p, λ, dh, dv, x),

where �2() is a function of the (charging) road density (i.e., p
and λ) and the trip information (i.e., dh, dv, and x).

The complete form of �2() is given in (26) in Appendix E.

C. CASE B: WHEN SOURCE (S) AND DESTINATION (D) ARE
ON TWO PERPENDICULAR ROADS
Let B denote the case when S and D are on two perpendicular
roads. P (B) = 1

2 . We consider four scenarios:
� Both source and destination roads are charging,
� Only source road is charging,
� Only destination road is charging,
� Both source and destination roads are not charging.
In each scenario, we first describe its probability, then

present the distribution of Dn given the scenario as a lemma.
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1) BOTH SOURCE AND DESTINATION ROADS ARE CHARGING
Let E5 denote the case when both source and destination
roads are on two perpendicular roads and are charging. The

probability of event E5 is p2

2 .
Lemma 5: The distribution of Dn given E6 is given as

follows:

P (Dn < x|E5)P (E5) = p2

2
.

Proof: Since both the source road and the destination road
are charging, the optimal driving route is always taking the
source road and the destination road. Hence, P (Dn < x|E5) is
always 1. �

2) ONLY SOURCE ROAD IS CHARGING
Let E6 denote the case when source and destination roads
are on two perpendicular roads and only the source road is
charging. The probability of event E6 is p(1−p)

2 .
Lemma 6: The distribution of Dn given E6 is given as

follows:

P (Dn < x|E6)P (E6) = p(1 − p)

2
.

Proof: See Appendix F. �

3) ONLY DESTINATION ROAD IS CHARGING
Let E7 denote the case when source and destination roads
are on two perpendicular roads and the destination road is
charging. The probability of event E7 is p(1−p)

2 .
Lemma 7: The distribution of Dn given E7 is given as

follows:

P (Dn < x|E7)P (E7) = �3(p, λ, dh, dv, x),

where �3() is a function of the (charging) road density (i.e., p
and λ) and the trip information (i.e., dh, dv, and x).

The complete form of �3() is given in (38) in Appendix G.

4) BOTH SOURCE AND DESTINATION ROADS ARE NOT
CHARGING.
Let E8 denote the case when source and destination roads are
on two perpendicular roads and both are not charging. The

probability of event E8 is (1−p)2

2 .
Lemma 8: The distribution of Dn given E8 is given as

follows:

P (Dn < x|E8)P (E8) = �4(p, λ, dh, dv, x),

where �4() is a function of the (charging) road density (i.e., p
and λ) and the trip information (i.e., dh, dv, and x).

The complete form of �4() is given in (44) in Appendix H.

D. DISTRIBUTION OF THE DISTANCE TO THE NEAREST
CHARGING ROAD
Having derived the distribution of the distance to the nearest
charging road, i.e., Dn, given eight cases in Lemmas 1-8, we
are ready to present the distribution of Dn, which is given in
the following Theorem.

Theorem 1: The probability that the distance from the
source to the nearest charging road, i.e. Dn, is less than a
positive real number x is given by

P (Dn < x) =
8∑

i=1

P (Dn < x|Ei )P (Ei ).

Proof: This result follows directly by substituting P (Dn <

x|Ei )P (Ei ), i ∈ [1, 8] from Lemma 1-8, respectively. �
Remark 1: The distribution of the distance to the nearest

charging road can be used to study multiple important perfor-
mance metrics. For instance, it can be used to study a lower
bound on the fraction of the total trip spent on non-charging
roads, Dn

dh+dv
. Hence, it can also be used to study an upper

bound on the fraction of the trip spent on charging roads,
1 − Dn

dh+dv
. These two extensions provide a relative view on

the utilization of charging roads with respective to the total
distance traveled in a trip. Since we already discussed the
distribution of Dn, the distributions of Dn

dh+dv
and 1 − Dn

dh+dv

can be obtained using simple random variable transformation.

V. PROBABILITY OF PASSING THROUGH AT LEAST ONE
CHARGING ROAD
We denote the event that any given trip passes through at least
one charging road by Tc, and the event that any given trip
passes through no charging road by Tc. In this section, we
calculate the probability P (Tc) based on the routing policy
explained in Section IV. The probability of Tc can be derived
as follows.

P (Tc) = 1 − P (Tc) = 1 −
8∑

i=1

P (Tc|Ei )P (Ei ),

where Ei’s are defined in Section IV. It is apparent that
P (Tc|Ei ) = 0 for i ∈ {1, 2, 3, 5, 6, 7} since at least one of the
source and destination roads is already a charging road in
those cases. Hence, the probability of interest is reduced as
the following Theorem.

Theorem 2: The probability of passing through at least one
charging road P (Tc) is given by

P (Tc) = 1 −
∑

i=4,8

P (Tc|Ei )P (Ei ),

where

P (Tc|E4)P (E4) = [e−λdv (1 − p)

+ λ(1 − p)dve−λ(1−p)dv e−λpdv

+ e−λpdv (1 − e−λ(1−p)dv − λ(1 − p)dve−λ(1−p)dv )e−λpdh ]

× (1 − p)2,

P (Tc|E8)P (E8) = [e−λdv + e−λpdv (1 − e−λ(1−p)dv )e−λpdh

+ (1 − e−λpdv )e−λdh ](1 − p)2.

Proof: See Appendix I. �
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FIGURE 1. The probability P(Dn < x) in two urban cities.

VI. NUMERICAL RESULTS
In this section, we present the analytical and simulation results
of the two performance metrics with various values of p > 0.

A. DISTRIBUTION OF THE DISTANCE TO THE NEAREST
CHARGING ROAD
Since our analysis focuses on the deployment of charging
roads in a metropolitan setting, we choose to perform sim-
ulations that portray two areas: Manhattan (New York) and
western Chicago. Based on the road network density studied
in [63], we estimate the density parameter λ to be 0.016
(road/meter) in Manhattan and 0.006 (road/meter) in western
Chicago. We also select dh = 2, dv = 3 (km) in the simulation
of Manhattan, and dh = 4, dv = 5 (km) in the simulation of
western Chicago to represent typical trips in these two areas.
The distributions of the distance to the nearest charging road,
i.e., P (Dn < x), for these parameter sets are shown in Figs. 1
a-1 b, respectively. We observe the overall trend that as the
density of charging road increases, i.e., higher values of p, the
quicker P (Dn < x) goes to one, or in other words, the closer
the nearest charging road is from the source. The probability
also goes to one faster in Manhattan as it does in western
Chicago, as Manhattan has a higher density of roads. In addi-
tion, for all the curves of P (Dn < x) with different values of p,

FIGURE 2. The probability P(Tc ) as a function of the Manhattan distance of
the trip.

for a small value of x, P (Dn < x) is p, which is intuitive since
p is exactly the probability that the source road is a charging
road. Another interesting observation is that in Manhattan and
western Chicago, when 20% of the roads are charging roads,
after about only 500 m and 1 km, respectively, a driver will
have 80% chance of coming across a charging road on his or
her trip. These insightful findings may benefit urban planers
and policy makers to design how densely it needs to deploy
charging roads. Car manufacturers can also refer to this metric
to customize the battery size for electric vehicles in a specific
city.

B. PROBABILITY THAT ANY GIVEN TRIP PASSES THROUGH
AT LEAST ONE CHARGING ROAD
In this subsection we demonstrate the result for the probabil-
ity that any given trip passes through at least one charging
road, i.e., P (Tc). To maintain the metropolitan city setting,
we keep the same road density λ = 0.011 for Manhattan
and λ = 0.006 for western Chicago. Next, we simulate the
probability P (Tc) for a trip distance from 1 km to 7 km. The
result of our simulation is presented in Figs. 2 a-2 b. We plot
P (Tc) as a function of the Manhattan distance between the
source and the destination, i.e., dh + dv . The trend is that as
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the distance between source and destination increases, it is
more certain that the trip passes through at least one charging
road. Furthermore, P (Tc) significantly increases with p.

VII. CONCLUSION AND FUTURE WORK
In this paper, we introduced a framework using stochastic
geometry to assess the deployment of charging roads in a
metropolitan setting. We provided a routing policy for drivers
such that the shortest route is always selected and the time
spent on charging roads throughout the trip is maximized.
Then, we proposed analytical solutions to the two perfor-
mance metrics: (i) the distribution of the distance from the
source to the nearest charging road, and (ii) the probability
that any given trip passes through at least one charging road.
This analytical framework takes an important step towards
a better understanding of the charging roads deployment in
metropolitan cities and provides insights for various groups
such as city planners, policy makers, car manufacturers, and
drivers.

Further extension to this paper may include a more gen-
eral system setup, in which important factors such as human
mobility [64] are considered for the placement of charging
roads. In addition, spatial and temporal information about the
traffic flow, congestion, and charging price can also be taken
into account to formulate a more accurate routing policy and
update the two performance metrics.

APPENDIX A
PROOF OF PROPOSITIONS 6 AND 7
In this appendix, we outline the proof for the distribution of
X2 as given in Proposition 7. The proof for the distribution of
X1 is similar to that of X2.

P (X2 < x)

= P (DN−HC − DN−HNC < x|DN−HNC < DN−HC < dv )

= EDN−HC
[P (DN−HNC > t − x|DN−HC = t, DN−HNC < t )

× 1{t > x}]
= EDN−HC

[1 − P (DN−HNC ≤ t − x|DN−HC

= t, DN−HNC < t )1{t > x}]

= 1 −
∫ dv

x

1 − e−λ(1−p)(t−x)

1 − e−λ(1−p)t
× λpe−λpt

1 − e−λpdv
dt,

where fDN−HC (t |0 < DN−HC < dv ) = λpe−λpt

1−e−λpdv
, and

FDN−HNC (t − x|0 < DN−HC < t ) = 1−e−λ(1−p)(t−x)

1−e−λ(1−p)t .

fX2 (x) = d

dx
P (X2 < x)

=
∫ dv

x

λ2(1 − p)pe−λpt−λ(1−p)(t−x)

(1 − e−λpdv )(1 − e−λ(1−p)t )
dt .

FIGURE 3. Tree E1: both source and destination roads are on two parallel
roads and are charging.

FIGURE 4. Subcases of tree E1.

APPENDIX B
PROOF OF LEMMA 1
In this appendix, we outline the proof for the probability
that the distance to the nearest charging road is less than a
positive real number x given the event E1, i.e., P (Dn < x|E1).
As shown in Fig. 3, we hereby denote subevents as E1,i, j , in
which i is the level of depth of the event in the probability
tree and j is the index of the event at that level. Representative
figures for E1 are shown in Fig. 4. The distribution of Dn given
E1 can be derived as follows:

P (Dn < x|E1)P (E1) =
N1∑
i=1

P (Dn < x|L1,i )P (L1,i ),

where N1 denotes the number of leaves of tree E1, i.e., N1 = 3,
and L1,i’s are successive events ending at the leaves of tree
E1 as shown in Fig. 3. The definition for each event L1,i

will be given in more details as we visit each leaf of the
tree.
� Event E1,1,1:

Description: If there are no horizontal roads between S
and D, as shown in Fig. 4 a;
Event L1,1 = E1,1,1 ∩ E1;
Probability: P (E1,1,1|E1) = e−λdv , P (L1,1) =
P (E1,1,1|E1)P (E1);
Action: we simply use the nearest horizontal road,
whether it is below the source or above the destination.

� Event E1,1,2:
Description: If there is at least one horizontal charging
road between S and D, as shown in Fig. 4 b;
Event L1,2 = E1,1,2 ∩ E1;
Probability: P (E1,1,2|E1) = 1 − e−λpdv , P (L1,2) =
P (E1,1,2|E1)P (E1);
Action: we can take any horizontal charging road be-
tween S and D.
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FIGURE 5. Tree E2: both source and destination roads are on two parallel
roads and only the source road is charging.

� Event E1,1,3:
Description: If there are no horizontal charging roads but
at least one horizontal non-charging road between S and
D, as shown in Fig. 4 c;
Event L1,3 = E1,1,3 ∩ E1;
Probability: P (E1,1,3|E1) = e−λpdv (1 − e−λ(1−p)dv ),
P (L1,3) = P (E1,1,3|E1)P (E1);
Action: we take any horizontal non-charging road be-
tween S and D.

Since the source road is already a charging road, P (Dn <

x|L1,i ) = 1 for all i.

APPENDIX C
PROOF OF LEMMA 2
In this appendix, we outline the proof for the probability
that the distance to the nearest charging road is less than a
positive real number x given the event E2, i.e., P (Dn < x|E2).
As shown in Fig. 5, we hereby denote subevents as E2,i, j , in
which i is the level of depth of the event in the probability
tree and j is the index of the event at that level. Representative
figures for E2 are shown in Fig. 6. The distribution of Dn given
E2 can be derived as follows:

P (Dn < x|E2)P (E2) =
N2∑
i=1

P (Dn < x|L2,i )P (L2,i ),

where N2 denotes the number of leaves of tree E2, i.e., N2 = 6,
and L2,i’s are successive events ending at the leaves of tree E2

as shown in Fig. 5. The definition for each event L2,i will be
given in more details as we visit each leaf of the tree.
� Event E2,1,1:

Description: If there are no horizontal roads between S
and D, as shown in Fig. 6 a;
Event L2,1 = E2,1,1 ∩ E2;
Probability: P (E2,1,1|E2) = e−λdv , P (L2,1) =
P (E2,1,1|E2)P (E2);
Action: we simply take the shortest path from S to D
(either upper path or lower path).

FIGURE 6. Subcases of tree E2.

� Event E2,1,2:
Description: If there are no horizontal charging roads but
at least one horizontal non-charging road between S and
D, as shown in Fig. 6 b;
Event L2,2 = E2,1,2 ∩ E2;
Probability: P (E2,1,2|E2) = e−λpdv (1 − e−λ(1−p)dv ),
P (L2,2) = P (E2,1,2|E2)P (E2);
Action: we take the furthest horizontal non-charging
road from S.

� Event E2,1,3:
Description: If there is at least one horizontal charging
road between S and D;
Probability: P (E2,1,3|E2) = 1 − e−λpdv .
� Event E2,2,1:

Description: If there are no vertical charging roads
between S and D;
Probability: P (E2,2,1|E2,1,3, E2) = e−λpdh .
� Event E2,3,1:

Description: If there exists at least one horizon-
tal non-charging road above the furthest horizon-
tal charging road from S, as shown in Fig. 6 c;
Event L2,3 = E2,3,1 ∩ E2,2,1 ∩ E2,1,3 ∩ E2;
Probability: P (E2,3,1|E2,2,1, E2,1,3, E2) =
1 − p−pe−λdv

1−e−λpdv
, P (L2,3) = P (E2,3,1|E2,2,1, E2,1,3,

E2) × P (E2,2,1|E2,1,3, E2)P (E2,1,3|E2)P (E2);
Action: we compare (i) the vertical distance be-
tween the furthest horizontal charging road and
the furthest horizontal non charging road, and
(ii) dh, to take the longer one.

� Event E2,3,2:
Description: If there does not exist horizontal
non-charging roads above the furthest horizontal
charging road from S, as shown in Fig. 6 d;
Event L2,4 = E2,3,2 ∩ E2,2,1 ∩ E2,1,3 ∩ E2;
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Probability: P (E2,3,2|E2,2,1, E2,1,3, E2) =
p−pe−λdv

1−e−λpdv
, P (L2,4) = P (E2,3,2|E2,2,1, E2,1,3, E2) ×

P (E2,2,1|E2,1,3, E2)P (E2,1,3|E2)P (E2);
Action: we simply take the furthest horizontal
charging road.

� Event E2,2,2:
Description: If there is at least one vertical
charging road between S and D;
Probability: P (E2,2,2|E2,1,3, E2) = 1 − e−λpdh .

� Event E2,3,3:
Description: If there exists at least one horizon-
tal non-charging road above the furthest horizon-
tal charging road from S, as shown in Fig. 6 e;
Event L2,5 = E2,3,3 ∩ E2,2,2 ∩ E2,1,3 ∩ E2;
Probability: P (E2,3,3|E2,2,2, E2,1,3, E2) =
1 − p−pe−λdv

1−e−λpdv
, P (L2,5) = P (E2,3,3|E2,2,2, E2,1,3,

E2) × P (E2,2,2|E2,1,3, E2)P (E2,1,3|E2)P (E2);
Action: we compare (i) the distance between the
furthest horizontal charging road and the fur-
thest horizontal non-charging road and (ii) the
horizontal distance between the furthest vertical

charging road and destination, to take the longer
one.

� Event E2,3,4:
Description: If there does not exist horizontal
non-charging roads above the furthest horizontal
charging road from S, as shown in Fig. 6 f;
Event L2,6 = E2,3,4 ∩ E2,2,2 ∩ E2,1,3 ∩ E2;
Probability: P (E2,3,4|E2,2,2, E2,1,3, E2) =
p−pe−λdv

1−e−λpdv
, P (L2,6) = P (E2,3,4|E2,2,2, E2,1,3, E2) ×

P (E2,2,2|E2,1,3, E2)P (E2,1,3|E2)P (E2);
Action: we simply go with the furthest horizontal
charging road.

Since the source road is already a charging road, P (Dn <

x|L2,i ) = 1 for all i.

APPENDIX D
PROOF OF LEMMA 3
In this appendix, we first provide a table of functions that are
frequently used in later proofs in Table 2. Next, the complete
form of Lemma 3, i.e., the distribution of Dn given E3, is given
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as follows:

P (Dn < x|E3)P (E3) = �1(p, λ, dh, dv, x) =
8∑

i=1

Ci, (15)

where

C1 =(
p(g1 + g2 + g3)1{x > dv}

f1(0,∞, dv, t +dv, y, dv )+ f1(0,∞, t +dv,∞, t +dv, dv )

+ (1 − p)(g4 + g5 + g6)1{x − dh − dv > 0}
f3(0,∞, dv, t +dv, y, dv )+ f3(0,∞, t +dv,∞, t +dv, dv )

+ p
f2(dv,∞, 0, min(x, t − dv ), t, y + dv )

f2(dv,∞, 0, t − dv, t, y + dv )

+ p
f4(dv,∞, 0, min(x, t − dv ), t, y + dv )

f4(dv,∞, 0, t − dv, t, y + dv )

+ (1 − p)
f2(dv,∞, 0, min(x − dh, t − dv ), t, y + dv )

f2(dv,∞, 0, t − dv, t, y + dv )

× 1{x − dh > 0} + (1 − p)

× f5(0, x−dh, t +dv,∞, y)+ f5(0, x−dh, dv, t +dv, t +dv )

f5(0,∞, t + dv,∞, y) + f5(0,∞, dv, t + dv, t + dv )

× 1{x − dh > 0}
)

e−λdv
p(1 − p)

2
,

C2 =
(

1 − e−λ(1−p)(x−dh )

1 − e−λ(1−p)dv
1{dh < x < dh + dv}

+ 1{dh + dv < x}
)

e−λpdv

(
λ(1 − p)dve−λ(1−p)dv

+ e−λpdh (1 − e−λ(1−p)dv − λ(1 − p)dve−λ(1−p)dv )

)

× p(1 − p)

2
,

C3 =
((∫ min(dh,x)

max(x−dv ,0) FDN−HNC (x − y) fDN−VC (y)dy

FDN−HNC (dv )FDN−VC (dh)

+ FDN−VC (min(dh, x − dv ))1{x > dv}
FDN−VC (dh)

)

× 1{x < dh + dv} + 1{x > dh + dv}
)

(1 − e−λpdh )e−λpdv

× (1 − e−λ(1−p)dv − λ(1 − p)dve−λ(1−p)dv )
p(1 − p)

2
,

C4 =(
f6(0, max(x−dh, 0), dh+y, y) + f6(max(x−dh, 0), x, x, y)

f6(0, max(dv−dh, 0), dh+y, y)+f6(max(dv−dh, 0), dv, dv, y)

× 1{x < dv} + 1{x > dv}
)

FX2 (dh)

(
1 − p − pe−λdv

1 − e−λpdv

)

× e−λpdh (1 − e−λpdv )
p(1 − p)

2
,

FIGURE 7. Tree E3: both source and destination roads are on two parallel
roads and only the destination road is charging.

C5 =(
f10(x, dv, x − dh) + f10(dh, min(x, dv ), y − dh)

f6(0, dv − dh, dv, dh + y)

× 1{dh < x < dv} + 1{x > dv}
)

(1 − FX2 (dh))

×
(

1 − p − pe−λdv

1 − e−λpdv

)
e−λpdh (1 − e−λpdv )

p(1 − p)

2
,

C6 =(
f7(x,∞, x) + f7(0, x, y)

f7(dv,∞, dv ) + f7(0, dv, y)
1{x < dv} + 1{x > dv}

)

× p − pe−λdv

1 − e−λpdv
(1 − e−λpdv )

p(1 − p)

2
,

C7 =(
f8(0, x, x, dv, x − t ) + f8(0, x, t, x, y − t )

f9(0, dv, 0, dv − t, dv, t + y)
1{x < dv}

+ 1{x > dv}
)(

1 −
∫ dh

0
FX2 (x) fDN−VC (x)dx

)

×
(

1 − p − pe−λdv

1 − e−λpdv

)
(1 − e−λpdh )(1 − e−λpdv )

p(1 − p)

2
,

C8 =(
f9(0,x,0, max(x−t,0),y+t,y)+f9(0,∞,max(x−t, 0), x,x,y)

f9(0,∞,0,max(dv−t,0),y+t,y)+f9(0,∞,max(dv−t, 0),dv,x,y)

× 1{x < dv} + 1{x > dv}
)∫ dh

0
FX2 (x) fDN−VC (x)dx

×
(

1 − p − pe−λdv

1 − e−λpdv

)
(1 − e−λpdh )(1 − e−λpdv )

p(1 − p)

2
.

Proof: We prove (15) by further dividing it into subevents,
as shown in Fig. 7. We hereby denote subevents as E3,i, j , in
which i is the level of depth of the event in the probability
tree and j is the index of the event at that level. Representative
figures for E3 are shown in Fig. 8. The distribution of Dn given
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FIGURE 8. Subcases of tree E3.

E3 can be derived as follows:

P (Dn < x|E3)P (E3) =
N3∑
i=1

P (Dn < x|L3,i )P (L3,i ),

where N3 denotes the number of leaves of tree E3, i.e., N3 =
10, and L3,i’s are successive events ending at the leaves of tree
E3 as shown in Fig. 7. The definition for each event L3,i will
be given in more details as we visit each leaf of the tree.
� Event E3,1,1:

Description: If there are no horizontal roads between S
and D, as shown in Fig. 8 a;
Event L3,1 = E3,1,1 ∩ E3;
Probability: P (E3,1,1|E3) = e−λdv , P (L3,1) =
P (E3,1,1|E3)P (E3);
Action: we simply take the shortest path from S to D.
P (Dn < x|L3,1) = P (Dn < x|E3,1,1, E3)

= P (Dn < x|DN−HC > dv, DN−HNC > dv )

= pP (DN−HC < x|DN−HC < DN−HNC, DN−HC > dv,

DN−HNC > dv, DN−HC < dL + dv )

+ (1 − p)P (DN−HNC + dh < x|DN−HC > DN−HNC,

DN−HC > dv, DN−HNC > dv, DN−HNC < dL + dv )

+ pP (dL < x|DN−HC > dv, DN−HNC > dv,

DN−HC < DN−HNC, dL < DN−HC − dv )

+ pP (dL < x|DN−HC > dv, DN−HNC > dv,

DN−HC > DN−HNC, dL < DN−HNC − dv )

+ (1 − p)P (dL + dh < x|DN−HC > dv, DN−HNC > dv,

DN−HC < DN−HNC, dL < DN−HC − dv )

+ (1 − p)P (dL + dh < x|DN−HC > dv, DN−HNC > dv,

DN−HC > DN−HNC, dL < DN−HNC − dv )

= p(g1+g2+g3)

f1(0,∞, dv, t+dv, y, dv )+f1(0,∞, t+dv,∞, t+dv, dv )

× 1{x > dv}

+ (1−p)(g4+g5+g6)

f3(0,∞, dv, t+dv, y, dv )+f3(0,∞, t+dv,∞, t+dv,dv )

× 1{x − dh − dv > 0}

+ p
f2(dv,∞, 0, min(x, t − dv ), t, y + dv )

f2(dv,∞, 0, t − dv, t, y + dv )

+ p
f4(dv,∞, 0, min(x, t − dv ), t, y + dv )

f4(dv,∞, 0, t − dv, t, y + dv )

+ (1 − p)
f2(dv,∞, 0, min(x − dh, t − dv ), t, y + dv )

f2(dv,∞, 0, t − dv, t, y + dv )

× 1{x − dh > 0} + (1 − p)×
f5(0, x−dh, t +dv,∞, y)+ f5(0, x−dh, dv, t +dv, t +dv )

f5(0,∞, t +dv,∞, y)+ f5(0,∞, dv, t +dv, t +dv )

× 1{x − dh > 0} (16)

� Event E3,1,2:
Description: If there are no horizontal charging roads but
only one horizontal non-charging road between S and D,
as shown in Fig. 8 b;
Event L3,2 = E3,1,2 ∩ E3;
Probability: P (E3,1,2|E3) = e−λpdv × λ(1 − p)
dve−λ(1−p)dv , P (L3,2) = P (E3,1,2|E3)P (E3);
Action: we take the nearest horizontal non-charging road
from S. P (Dn < x|L3,2) = P (Dn < x|E3,1,2, E3)

= P (DN−HNC + dh < x|DN−HNC < dv, DN−HC > dv )

× 1{dh < x < dh + dv} + 1{x > dh + dv}

= P (DN−HNC < min(x − dh, dv ), DN−HC > dv )

P (DN−HNC < dv, DN−HC > dv )

× 1{dh < x < dh + dv} + 1{x > dh + dv}

= P (DN−HNC < x − dh)1{dh < x < dh + dv}
P (DN−HNC < dv )P (DN−HC > dv )

+ P (DN−HNC < dv )1{x > dh + dv}P (DN−HC > dv )

P (DN−HNC < dv )P (DN−HC > dv )

= FDN−HNC (x − dh)1{dh < x < dh + dv}
FDN−HNC (dv )

+ FDN−HNC (dv )1{dh + dv < x}
FDN−HNC (dv )
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= 1 − e−λ(1−p)(x−dh )

1 − e−λ(1−p)dv
1{dh < x < dh + dv}

+ 1{dh + dv < x}. (17)

� Event E3,1,3:
Description: If there are no horizontal charging roads
but at least two horizontal non-charging road between S
and D;
Probability: P (E3,1,3|E3) = e−λpdv (1 − e−λ(1−p)dv −
λ(1 − p)dve−λ(1−p)dv );
� Event E3,2,1:

Description: If there are no vertical charging roads
between S and D, as shown in Fig. 8 c;
Event L3,3 = E3,2,1 ∩ E3,1,3 ∩ E3;
Probability: P (E3,2,1|E3,1,3, E3) = e−λpdh , P (L3,3)
= P (E3,2,1|E3,1,3, E3)P (E3,1,3|E3)P (E3);
Action: we take the nearest horizontal non-charging
road from S.

P (Dn < x|L3,3) = P (Dn < x|E3,2,1, E3,1,3, E3)

= 1 − e−λ(1−p)(x−dh )

1 − e−λ(1−p)dv
× 1{dh < x < dh + dv}

+ 1{dh + dv < x}. (18)

The proof of P (Dn < x|E3,2,1, E3,1,3, E3) is similar to
that of P (Dn < x|E3,1,2, E3) given in (17).

� Event E3,2,2:
Description: If there is at least one vertical charging
road between S and D, as shown in Fig. 8 d;
Event L3,4 = E3,2,2 ∩ E3,1,3 ∩ E3;
Probability: P (E3,2,2|E3,1,3, E3) = 1 − e−λpdh ,
P (L3,4) = P (E3,2,2|E3,1,3, E3)P (E3,1,3|E3)P (E3);
Action: we take the nearest horizontal non-charging
road from S, then switch to the nearest verti-
cal charging road. P (Dn < x|L3,4) = P (Dn <

x|E3,2,2, E3,1,3, E3) =
P (DN−HNC + DN−VC < x|DN−HNC < dv, DN−VC < dh,

DN−HC > dv )1{x < dh + dv} + 1{x > dh + dv}
= P (DN−HNC+DN−VC<x,DN−HNC<dv,DN−VC<dh,DN−HC>dv )

P (DN−HNC<dv ,DN−VC<dh,DN−HC>dv )

× 1{x < dh + dv} + 1{x > dh + dv}

=
(∫ min(dh,x)

max(x−dv ,0) FDN−HNC (x − y) fDN−VC (y)dy

FDN−HNC (dv )FDN−VC (dh)

+
∫ min(dh,x−dv )

0 FDN−HNC (dv )1{x > dv} fDN−VC (r)dr

FDN−HNC (dv )FDN−VC (dh)

)

× 1{x < dh + dv} + 1{x > dh + dv}

=
(∫ min(dh,x)

max(x−dv ,0) FDN−HNC (x − y) fDN−VC (y)dy

FDN−HNC (dv )FDN−VC (dh)

+ FDN−VC (min(dh, x − dv ))1{x > dv}
FDN−VC (dh)

)

× 1{x < dh + dv} + 1{x > dh + dv}. (19)

� Event E3,1,4:
Description: If there is at least one horizontal charging
road between S and D;
Probability: P (E3,1,4|E3) = 1 − e−λpdv .
� Event E3,2,3:

Description: If there are no vertical charging roads
between S and D;
Probability: P (E3,2,3|E3,1,4, E3) = e−λpdh .
� Event E3,3,1:

Description: If there exists at least one horizon-
tal non-charging road below the nearest horizontal
charging road from S, as shown in Fig. 8 e;
Probability: P (E3,3,1|E3,2,3, E3,1,4, E3) =
1 − p−pe−λdv

1−e−λpdv
;

Action: we compare (i) the vertical distance be-
tween the nearest horizontal charging road and the
nearest horizontal non charging road, and (ii) dh, to
take the longer one.

� Event E3,4,1:
Description: If we decide to take the nearest hori-
zontal charging road;
Event L3,5 = E3,4,1 ∩ E3,3,1 ∩ E3,2,3 ∩ E3,1,4 ∩
E3;
Probability: P (E3,4,1|E3,3,1, E3,2,3, E3,1,4, E3) =
FX2 (dh); P (L3,5) = P (E3,4,1|E3,3,1, E3,2,3,

E3,1,4, E3) × P (E3,3,1|E3,2,3, E3,1,4, E3) ×
P (E3,2,3|E3,1,4, E3)P (E3,1,4|E3)P (E3);
P (Dn < x|L3,5) = P (Dn <

x|E3,4,1, E3,3,1, E3,2,3, E3,1,4, E3) =
P (DN−HC<x|DN−HC<dv ,DN−HNC<DN−HC,DN−HNC+dh>DN−HC)

× 1{x < dv} + 1{x > dv}
= f6(0,max(x−dh,0),dh+y,y)+ f6(max(x−dh,0),x,x,y)

f6(0,max(dv−dh,0),dh+y,y)+ f6(max(dv−dh,0),dv ,dv,y)

× 1{x < dv} + 1{x > dv}. (20)

� Event E3,4,2:
Description: If we take the nearest horizontal non-
charging road;
Event L3,6 = E3,4,2 ∩ E3,3,1 ∩ E3,2,3 ∩ E3,1,4 ∩
E3;
Probability: P (E3,4,2|E3,3,1, E3,2,3, E3,1,4, E3)=1 −
FX2 (dh); P (L3,6)=P (E3,4,2|E3,3,1, E3,2,3, E3,1,4,

E3)×P (E3,3,1|E3,2,3, E3,1,4, E3)×P (E3,2,3|E3,1,4,

E3)P (E3,1,4|E3)P (E3); P (Dn<x|L3,6)=P (Dn<

x|E3,4,2, E3,3,1, E3,2,3, E3,1,4, E3)
If dh>dv , P (Dn < x|E3,4,2, E3,3,1, E3,2,3, E3,1,4,

E3)=0. If dh < dv ,

P (Dn < x|E3,4,2, E3,3,1, E3,2,3, E3,1,4, E3)

= P (DN−HNC + dh < x|DN−HC < dv, DN−HNC

< DN−HC, dh < DN−HC − DN−HNC)1{dh < x

< dv} + 1{x > dv} =
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P (DN−HNC+dh<x,DN−HC<dv ,DN−HNC<DN−HC,dh<DN−HC−DN−HNC)
P (DN−HC<dv ,DN−HNC<DN−HC,dh<DN−HC−DN−HNC)

× 1{dh < x < dv} + 1{x > dv}

= P (DN−HNC+dh <min(x, DN−HC), DN−HC <dv )

P (DN−HNC+dh <DN−HC <dv )

× 1{dh < x < dv} + 1{x > dv}

= f10(x, dv, x−dh)+ f10(dh, min(x, dv ), y−dh)

f6(0, dv−dh, dv, dh+y)

× 1{dh < x < dv} + 1{x > dv}. (21)

� Event E3,3,2:
Description: If there does not exist horizontal non-
charging roads below the nearest horizontal charg-
ing road from S, as shown in Fig. 8f;
Event L3,7 = E3,3,2 ∩ E3,2,3 ∩ E3,1,4 ∩ E3;
Probability: P (E3,3,2|E3,2,3, E3,1,4, E3) =
p−pe−λdv

1−e−λpdv
, P (L3,7) = P (E3,3,2|E3,2,3, E3,1,4, E3) ×

P (E3,2,3|E3,1,4, E3)P (E3,1,4|E3)P (E3);
Action: we simply take the nearest horizontal
charging road.

P (Dn < x|L3,7) = P (Dn < x|E3,3,2, E3,2,3, E3,1,4, E3)

= P (DN−HC < x|DN−HC < DN−HNC, DN−HC < dv )

= P (DN−HC < min(x, DN−HNC, dv ))

P (DN−HC < min(DN−HNC, dv ))
1{x < dv}

+ 1{x > dv}

= f7(x,∞, x) + f7(0, x, y)

f7(dv,∞, dv ) + f7(0, dv, y)
1{x < dv} + 1{x > dv}.

(22)

� Event E3,2,4:
Description: If there is at least one vertical charging
road between S and D;
Probability: P (E3,2,4|E3,1,4, E3) = 1 − e−λpdh .
� Event E3,3,3:

Description: If there exists at least one horizon-
tal non-charging road below the nearest horizon-
tal charging road from S, as shown in Fig. 8 g;
Probability: P (E3,3,3|E3,2,4, E3,1,4, E3) =
1 − p−pe−λdv

1−e−λpdv
;

Action: we compare (i) the distance between the
nearest horizontal charging road and the near-
est horizontal non-charging road, and (ii) the
horizontal distance between the nearest vertical
charging road and source, to take the longer one.
� Event E3,4,3:

Description: If we take the nearest vertical
charging road;
Event L3,8 = E3,4,3 ∩ E3,3,3 ∩ E3,2,4 ∩
E3,1,4 ∩ E3;
Probability: P (E3,4,3|E3,3,3, E3,2,4, E3,1,4, E3) =
1 − ∫ dh

0 FX2 (x) fDN−VC (x)dx; P (L3,8) =

P (E3,4,3|E3,3,3, E3,2,4, E3,1,4, E3) ×
P (E3,3,3|E3,2,4, E3,1,4, E3) ×
P (E3,2,4|E3,1,4, E3)P (E3,1,4|E3)P (E3);

P (Dn < x|L3,8)

= P (Dn < x|E3,4,3, E3,3,3, E3,2,4, E3,1,4, E3)

= P (DN−HNC + DN−VC < x|DN−HC < dv,

DN−HNC < DN−HC, DN−HC > DN−VC

+ DN−HNC)1{x < dv} + 1{x > dv}
= P (DN−HNC+DN−VC<min(x,DN−HC),DN−HC<dv )

P (DN−HNC+DN−VC<DN−HC<dv )

× 1{x < dv} + 1{x > dv}
= f8(0,x,x,dv,x−t )+ f8(0,x,t,x,y−t )

f9(0,dv,0,dv−t,dv,t+y) 1{x < dv}
+ 1{x > dv}. (23)

� Event E3,4,4:
Description: If we take the nearest horizon-
tal charging road;
Event L3,9 = E3,4,4 ∩ E3,3,3 ∩ E3,2,4 ∩
E3,1,4 ∩ E3;
Probability: P (E3,4,4|E3,3,3, E3,2,4, E3,1,4, E3)
= ∫ dh

0 FX2 (x) fDN−VC (x)dx; P (L3,9) =
P (E3,4,4|E3,3,3, E3,2,4, E3,1,4, E3) ×
P (E3,3,3|E3,2,4, E3,1,4, E3) ×
P (E3,2,4|E3,1,4, E3)P (E3,1,4|E3)P (E3);

P (Dn < x|L3,9) = P (Dn < x|E3,4,4, E3,3,3,

E3,2,4, E3,1,4, E3) = P (DN−HC < x|DN−HC

< dv, DN−HNC < DN−HC, DN−HC − DN−HNC

< DN−VC)

= P (DN−HNC<DN−HC<min(x,dv ,DN−HNC+DN−VC))
P (DN−HNC<DN−HC<min(dv ,DN−HNC+DN−VC))

× 1{x < dv} + 1{x > dv}
= f9(0,x,0,max(x−t,0),y+t,y)+ f9(0,∞,max(x−t,0),x,x,y)

f9(0,∞,0,max(dv−t,0),y+t,y)+ f9(0,∞,max(dv−t,0),dv,x,y)

× 1{x < dv} + 1{x > dv}. (24)

� Event E3,3,4:
Description: If there does not exist horizontal
non-charging roads below the nearest horizontal
charging road from S, as shown in Fig. 8 h;
Event L3,10 = E3,3,4 ∩ E3,2,4 ∩ E3,1,4 ∩ E3;
Probability: P (E3,3,4|E3,2,4, E3,1,4, E3) =
p−pe−λdv

1−e−λpdv
, P (L3,10) = P (E3,3,4|E3,2,4, E3,1,4,

E3) × P (E3,2,4|E3,1,4, E3)P (E3,1,4|E3)P (E3);
Action: we simply take the nearest horizontal
charging road.
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P (Dn < x|L3,10) = P (Dn < x|E3,3,4, E3,2,4, E3,1,4, E3)

= P (DN−HC < x|DN−HC < DN−HNC, DN−HC < dv )

= P (DN−HC < min(x, DN−HNC)

P (DN−HC < min(DN−HNC, dv ))
1{x < dv} + 1{x > dv}

= f7(0, x, y) + f7(x,∞, x)

f7(0, dv, y) + f7(dv,∞, dv )
1{x < dv} + 1{x > dv}. (25)

�
APPENDIX E
PROOF OF LEMMA 4
In this appendix, we first provide the complete form of
Lemma 4, i.e., the distribution of Dn given E4, as follows:

P (Dn < x|E4)P (E4) =
6∑

i=1

Ci, (26)

where

C1 =(
p(g1 + g2 + g3)1{x > dv}

f1(0,∞, dv, t +dv, y, dv )+ f1(0,∞, t +dv,∞, t +dv, dv )

+ p
f2(dv,∞, 0, min(x, t − dv ), t, y + dv )

f2(dv,∞, 0, t − dv, t, y + dv )

+ p
f4(dv,∞, 0, min(x, t − dv ), t, y + dv )

f4(dv,∞, 0, t − dv, t, y + dv )

)

× e−λdv
(1 − p)2

2
,

C2 =(
FDN−HC (x)

FDN−HC (dv )
1{x < dv} + 1{x > dv}

)(
λpdve−λpdv

× e−λ(1−p)dv + e−λpdhλpdve−λpdv (1 − e−λ(1−p)dv )

+ e−λpdh (1 − e−λpdv − λpdve−λpdv )

)
(1 − p)2

2
,

C3 =
((∫ min(dh,x)

max(x−dv,0) FDN−HNC (x − y) fDN−VC (y)dy

FDN−HNC (dv )FDN−VC (dh)

+ FDN−VC (min(dh, x − dv ))1{x > dv}
FDN−VC (dh)

)

× 1{x < dh + dv} + 1{x > dh + dv}
)

(1 − e−λpdh )e−λpdv

× (1 − e−λ(1−p)dv − λ(1 − p)dve−λ(1−p)dv )
(1 − p)2

2
,

C4 =(
f8(0, x, x, dv, x − t ) + f8(0, x, t, x, y − t )

f9(0, dv, 0, dv − t, dv, t + y)
1{x < dv}

FIGURE 9. Tree E4: both source and destination roads are on two parallel
roads and are not charging.

+ 1{x > dv}
)(

1 −
∫ dh

0
FX2 (x) fDN−VC (x)dx

)

×
(

1 − p − pe−λdv

1 − e−λpdv

)
(1 − e−λpdh )

(
λpdve−λpdv

× (1 − e−λ(1−p)dv ) + (1 − e−λpdv − λpdve−λpdv )

)
(1 − p)2

2
,

C5 =(
f9(0,x,0,max(x−t,0),y+t,y)+ f9(0,∞,max(x−t,0),x,x,y)

f9(0,∞,0,max(dv−t,0),y+t,y)+ f9(0,∞,max(dv−t,0),dv ,x,y)

× 1{x < dv} + 1{x > dv}
)(∫ dh

0
FX2 (x) fDN−VC (x)dx

)

×
(

1 − p − pe−λdv

1 − e−λpdv

)
(1 − e−λpdh )

(
λpdve−λpdv

× (1 − e−λ(1−p)dv ) + (1 − e−λpdv − λpdve−λpdv )

)
(1 − p)2

2
,

C6 =(
f7(0, x, y) + f7(x,∞, x)

f7(0, dv, y) + f7(dv,∞, dv )
1{x < dv} + 1{x > dv}

)

× p − pe−λdv

1 − e−λpdv
(1 − e−λpdh )

(
λpdve−λpdv (1 − e−λ(1−p)dv )

+ (1 − e−λpdv − λpdve−λpdv )

)
(1 − p)2

2
.

Proof: We prove (26) by further dividing it into subevents,
as shown in Fig. 9, we hereby denote subevents as E4,i, j , in
which i is the level of depth of the event in the probability tree
and j is the index of the event at that level. Representative
figures for E4 are shown in Fig. 10. The distribution of Dn

given E4 can be derived as follows:

P (Dn < x|E4)P (E4) =
N4∑
i=1

P (Dn < x|L4,i )P (L4,i ),
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FIGURE 10. Subcases of tree E4.

where N4 denotes the number of leaves of tree E4, i.e., N4 =
13, and L4,i’s are successive events ending at the leaves of tree
E4 as shown in Fig. 9. The definition for each event L4,i will
be given in more details as we visit each leaf of the tree.
� Event E4,1,1:

Description: If there are no horizontal roads between S
and D, as shown in Fig. 10 a;
Event L4,1 = E4,1,1 ∩ E4;
Probability: P (E4,1,1|E4) = e−λdv , P (L4,1) =
P (E4,1,1|E4)P (E4);
Action: We simply take the shortest path from S to D.

P (Dn < x|L4,1) = P (Dn < x|E4,1,1, E4)

= P (Dn < x|DN−HC > dv, DN−HNC > dv )

= p(g1 + g2 + g3)

f1(0,∞, dv, t +dv, y, dv )+ f1(0,∞, t +dv,∞, t +dv, dv )

× 1{x > dv}

+ p
f2(dv,∞, 0, min(x, t − dv ), t, y + dv )

f2(dv,∞, 0, t − dv, t, y + dv )

+ p
f4(dv,∞, 0, min(x, t − dv ), t, y + dv )

f4(dv,∞, 0, t − dv, t, y + dv )
. (27)

The proof for P (Dn < x|E4,1,1, E4) is similar to that of
P (Dn < x|E3,1,1, E3) given in (16).

� Event E4,1,2:
Description: If there is only one horizontal non-charging
road and no horizontal charging road between S and D,
as shown in Fig. 10 b;
Event L4,2 = E4,1,2 ∩ E4;
Probability: P (E4,1,2|E4) = λ(1 − p)dve−λ(1−p)dv

e−λpdv , P (L4,2) = P (E4,1,2|E4)P (E4);
Action: We take that horizontal non-charging road.

P (Dn < x|L4,2) = P (Dn < x|E4,1,2, E4) = 0

� Event E4,1,3:
Description: If there is only one horizontal charging road
and no horizontal non-charging road between S and D, as
shown in Fig. 10 c;
Event L4,3 = E4,1,3 ∩ E4;
Probability: P (E4,1,3|E4) = λpdve−λpdv e−λ(1−p)dv ,
P (L4,3) = P (E4,1,3|E4)P (E4);
Action: We take that horizontal charging road.

P (Dn < x|L4,3) = P (Dn < x|E4,1,3, E4)

= P (Dn < x|DN−HC < dv, DN−HNC > dv )1{x < dv}
+ 1{x > dv}

= P (DN−HC < min(x, dv ), DN−HNC > dv )

P (DN−HC < dv < DN−HNC)
1{x < dv}

+ 1{x > dv}

= FDN−HC (x)

FDN−HC (dv )
1{x < dv} + 1{x > dv}. (28)

� Event E4,1,4:
Description: If there are no horizontal charging roads but
at least two horizontal non-charging road between S and
D;
Probability: P (E4,1,4|E4) = e−λpdv (1 − e−λ(1−p)dv −
λ(1 − p)dve−λ(1−p)dv ).
� Event E4,2,1:

Description: If there are no vertical charging roads
between S and D, as shown in Fig. 10 d;
Event L4,4 = E4,2,1 ∩ E4,1,4 ∩ E4;
Probability: P (E4,2,1|E4,1,4, E4) = e−λpdh ,
P (L4,4) = P (E4,2,1|E4,1,4, E4)P (E4,1,4|E4)P (E4);
Action: We take any horizontal non-charging road
between S and D.

P (Dn < x|L4,4) = P (Dn < x|E4,2,1, E4,1,4, E4) = 0

� Event E4,2,2:
Description: If there is at least one vertical charging
road between S and D, as shown in Fig. 10 e;
Event L4,5 = E4,2,2 ∩ E4,1,4 ∩ E4;
Probability: P (E4,2,2|E4,1,4, E4) = 1 − e−λpdh ,
P (L4,5) = P (E4,2,2|E4,1,4, E4)P (E4,1,4|E4)P (E4);
Action: We first go to the nearest horizontal non-
charging road, then switch to the nearest vertical
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charging road, then switch to the furthest horizontal
non-charging road.

P (Dn < x|L4,5) = P (Dn < x|E4,2,2, E4,1,4, E4)

=
(∫ min(dh,x)

max(x−dv,0) FDN−HNC (x − y) fDN−VC (y)dy

FDN−HNC (dv )FDN−VC (dh)

+ FDN−VC (min(dh, x − dv ))1{x > dv}
FDN−VC (dh)

)

× 1{x < dh + dv} + 1{x > dh + dv}. (29)

The proof for P (Dn < x|E4,2,2, E4,1,4, E4) is similar
to that of P (Dn < x|E3,2,2, E3,1,3, E3) given in (19).

� Event E4,1,5:
Description: If there is one horizontal charging road and
at least one horizontal non-charging road between S and
D;
Probability: P (E4,1,5|E4)=λpdve−λpdv (1 − e−λ(1−p)dv ).
� Event E4,2,3:

Description: If there are no vertical charging roads
between S and D, as shown in Fig. 10 f;
Event L4,6 = E4,2,3 ∩ E4,1,5 ∩ E4;
Probability: P (E4,2,3|E4,1,5, E4) = e−λpdh , P (L4,6)
= P (E4,2,3|E4,1,5, E4)P (E4,1,5|E4)P (E4);
Action: We take the horizontal charging road between
S and D.

P (Dn < x|L4,6) = P (Dn < x|E4,2,3, E4,1,5, E4)

= P (Dn < x|DN−HC < dv, DN−HNC < dv )1{x < dv}
+ 1{x > dv}

= FDN−HC (x)

FDN−HC (dv )
1{x < dv} + 1{x > dv}. (30)

The proof of P (Dn < x|E4,2,3, E4,1,5, E4) is similar to
that of P (Dn < x|E4,1,3, E4) given in (28).

� Event E4,2,4:
Description: If there is at least one vertical charging
road between S and D;
Probability: P (E4,2,4|E4,1,5, E4) = 1 − e−λpdh .
� Event E4,3,1:

Description: If there exists at least one horizon-
tal non-charging road below the nearest horizon-
tal charging road from S, as shown in Fig. 10 g;
Probability: P (E4,3,1|E4,2,4, E4,1,5, E4) =
1 − p−pe−λdv

1−e−λpdv
;

Action: we compare (i) the distance between the
nearest horizontal charging road and the near-
est horizontal non-charging road, and (ii) the
horizontal distance between the nearest vertical
charging road and source, to take the longer one.
� Event E4,4,1:

Description: If we take the nearest vertical
charging road;
Event L4,7 = E4,4,1 ∩ E4,3,1 ∩ E4,2,4 ∩
E4,1,5 ∩ E4;

Probability: P (E4,4,1|E4,3,1, E4,2,4, E4,1,5,

E4) = 1 − ∫ dh
0 FX2 (x) fDN−VC (x)dx; P (L4,7) =

P (E4,4,1|E4,3,1, E4,2,4, E4,1,5, E4) ×
P (E4,3,1|E4,2,4, E4,1,5, E4) ×
P (E4,2,4|E4,1,5, E4)P (E4,1,5|E4)P (E4);

P (Dn < x|L4,7) = P (Dn < x|E4,4,1, E4,3,1,

E4,2,4, E4,1,5, E4)

= f8(0, x, x, dv, x − t ) + f8(0, x, t, x, y − t )

f9(0, dv, 0, dv − t, dv, t + y)

1{x < dv} + 1{x > dv}. (31)

The proof of P (Dn < x|E4,4,1, E4,3,1,

E4,2,4, E4,1,5, E4) is similar to that of
P (Dn < x|E3,4,3, E3,3,3, E3,2,4, E3,1,4, E3)
given in (23).

� Event E4,4,2:
Description: If we take the nearest horizon-
tal charging road;
Event L4,8 = E4,4,2 ∩ E4,3,1 ∩ E4,2,4 ∩
E4,1,5 ∩ E4;
Probability: P (E4,4,2|E4,3,1, E4,2,4, E4,1,5, E4) =∫ dh

0 FX2 (x) fDN−VC (x)dx; P (L4,8) =
P (E4,4,2|E4,3,1, E4,2,4, E4,1,5, E4) ×
P (E4,3,1|E4,2,4, E4,1,5, E4) ×
P (E4,2,4|E4,1,5, E4)P (E4,1,5|E4)P (E4);

P (Dn < x|L4,8) = P (Dn < x|E4,4,2, E4,3,1,

E4,2,4, E4,1,5, E4)

= f9(0,x,0,max(x−t,0),y+t,y)+f9(0,∞,max(x−t,0), x,x,y)

f9(0,∞,0,max(dv−t,0),y+t,y)+f9(0,∞,max(dv−t,0),dv,x,y)

× 1{x < dv} + 1{x > dv}. (32)

The proof of P (Dn < x|E4,4,2, E4,3,1,

E4,2,4, E4,1,5, E4) is similar to that of
P (Dn < x|E3,4,4, E3,3,3, E3,2,4, E3,1,4, E3)
given in (24).

� Event E4,3,2:
Description: If there does not exist horizontal
non-charging roads below the nearest horizontal
charging road from S, as shown in Fig. 10 h;
Event L4,9 = E4,3,2 ∩ E4,2,4 ∩ E4,1,5 ∩ E4;
Probability: P (E4,3,2|E4,2,4, E4,1,5, E4) =
p−pe−λdv

1−e−λpdv
, P (L4,9) = P (E4,3,2|E4,2,4, E4,1,5,

E4) × P (E4,2,4|E4,1,5, E4)P (E4,1,5|E4)P (E4);
Action: we simply take the nearest horizontal
charging road.

P (Dn < x|L4,9)

= P (Dn < x|E4,3,2, E4,2,4, E4,1,5, E4)

= f7(0, x, y) + f7(x,∞, x)

f7(0, dv, y) + f7(dv,∞, dv )

× 1{x < dv} + 1{x > dv}. (33)
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The proof of P (Dn < x|E4,3,2, E4,2,4, E4,1,5, E4)
is similar to that of P (Dn <

x|E3,3,4, E3,2,4, E3,1,4, E3) given in (25).
� Event E4,1,6:
Description: If there are at least two horizontal charging
roads between S and D;
Probability: P (E4,1,6|E4) = 1 − e−λpdv − λpdve−λpdv .
� Event E4,2,5:

Description: If there are no vertical charging roads
between S and D, as shown in Fig. 10 i;
Event L4,10 = E4,2,5 ∩ E4,1,6 ∩ E4;
Probability: P (E4,2,5|E4,1,6, E4) = e−λpdh ,
P (L4,10) = P (E4,2,5|E4,1,6, E4)P (E4,1,6|E4)P (E4);
Action: We take any horizontal charging road between
S and D.

P (Dn < x|L4,10) = P (Dn < x|E4,2,5, E4,1,6, E4)

= FDN−HC (x)

FDN−HC (dv )
1{x < dv} + 1{x > dv}. (34)

The proof of P (Dn < x|E4,2,5, E4,1,6, E4) is similar to
that of P (Dn < x|E4,1,3, E4) given in (28).

� Event E4,2,6:
Description: If there is at least one vertical charging
road between S and D;
Probability: P (E4,2,6|E4,1,6, E4) = 1 − e−λpdh .
� Event E4,3,3:

Description: If there exists at least one horizon-
tal non-charging road below the nearest horizon-
tal charging road from S, as shown in Fig. 10 j;
Probability: P (E4,3,3|E4,2,6, E4,1,6, E4) =
1 − p−pe−λdv

1−e−λpdv
;

Action: we compare (i) the distance between the
nearest horizontal charging road and the near-
est horizontal non-charging road, and (ii) the
horizontal distance between the nearest vertical
charging road and source, to take the longer one.
� Event E4,4,3:

Description: If we take the nearest vertical
charging road;
Event L4,11 = E4,4,3 ∩ E4,3,3 ∩ E4,2,6 ∩
E4,1,6 ∩ E4;
Probability: P (E4,4,3|E4,3,3, E4,2,6, E4,1,6, E4)
= 1 − ∫ dh

0 FX2 (x) fDN−VC (x)dx; P (L4,11) =
P (E4,4,3|E4,3,3, E4,2,6, E4,1,6, E4) ×
P (E4,3,3|E4,2,6, E4,1,6, E4) ×
P (E4,2,6|E4,1,6, E4)P (E4,1,6|E4)P (E4);

P (Dn <x|L4,11) = P (Dn < x|E4,4,3,

E4,3,3, E4,2,6, E4,1,6, E4)

= f8(0, x, x, dv, x − t ) + f8(0, x, t, x, y − t )

f9(0, dv, 0, dv − t, dv, t + y)

1{x < dv} + 1{x > dv}. (35)

The proof of P (Dn < x|E4,4,3, E4,3,3,

E4,2,6, E4,1,6, E4) is similar to that of
P (Dn < x|E3,4,3, E3,3,3, E3,2,4, E3,1,4, E3)
given in (23).

� Event E4,4,4:
Description: If we take the nearest horizon-
tal charging road;
Event L4,12 = E4,4,4 ∩ E4,3,3 ∩ E4,2,6 ∩
E4,1,6 ∩ E4;
Probability: P (E4,4,4|E4,3,3, E4,2,6, E4,1,6, E4) =∫ dh

0 FX2 (x) fDN−VC (x)dx; P (L4,12) =
P (E4,4,4|E4,3,3, E4,2,6, E4,1,6, E4) ×
P (E4,3,3|E4,2,6, E4,1,6, E4) ×
P (E4,2,6|E4,1,6, E4)P (E4,1,6|E4)P (E4);

P (Dn < x|L4,12) = P (Dn < x|E4,4,4, E4,3,3,

E4,2,6, E4,1,6, E4)

= f9(0,x,0, max(x−t,0), y+t,y)+f9(0,∞,max(x−t,0),x,x,y)

f9(0,∞,0,max(dv−t,0), y+t, y)+f9(0,∞,max(dv−t,0),dv,x,y)

× 1{x < dv} + 1{x > dv}. (36)

The proof of P (Dn < x|E4,4,4, E4,3,3,

E4,2,6, E4,1,6, E4) is similar to that of
P (Dn < x|E3,4,4, E3,3,3, E3,2,4, E3,1,4, E3)
given in (24).

� Event E4,3,4:
Description: If there does not exist horizontal
non-charging roads below the nearest horizontal
charging road from S, as shown in Fig. 10 k;
Event L4,13 = E4,3,4 ∩ E4,2,6 ∩ E4,1,6 ∩ E4;
Probability: P (E4,3,4|E4,2,6, E4,1,6, E4) =
p−pe−λdv

1−e−λpdv
, P (L4,13) = P (E4,3,4|E4,2,6, E4,1,6,

E4) × P (E4,2,6|E4,1,6, E4)P (E4,1,6|E4)P (E4);
Action: we simply take the nearest horizontal
charging road.

P (Dn < x|L4,13) = P (Dn < x|E4,3,4, E4,2,6,

E4,1,6, E4)

= f7(0, x, y) + f7(x,∞, x)

f7(0, dv, y) + f7(dv,∞, dv )

1{x < dv} + 1{x > dv}. (37)

The proof of P (Dn < x|E4,3,4, E4,2,6, E4,1,6, E4)
is similar to that of P (Dn <

x|E3,3,4, E3,2,4, E3,1,4, E3) given in (25).
�

APPENDIX F
PROOF OF LEMMA 6
In this appendix, we outline the proof for the probability that
the distance to the nearest charging road is less than a positive
real number x given the event E6, i.e., P (Dn < x|E6). As
shown in Fig. 11, we hereby denote subevents as E6,i, j , in
which i is the level of depth of the event in the probability tree
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FIGURE 11. Tree E6: source and destination roads are on two
perpendicular roads and only the source road is charging.

FIGURE 12. Subcases of tree E6.

and j is the index of the event at that level. Representative
figures for E6 are shown in Fig. 12. The distribution of Dn

given E6 can be derived as follows:

P (Dn < x|E6)P (E6) =
N6∑
i=1

P (Dn < x|L6,i )P (L6,i ),

where N6 denotes the number of leaves of tree E6, i.e., N6 = 6,
and L6,i’s are successive events ending at the leaves of tree E6

as shown in Fig. 11. The definition for each event L6,i will be
given in more details as we visit each leaf of the tree.
� Event E6,1,1:

Description: If there are no horizontal roads between S
and D, as shown in Fig. 12 a;
Event L6,1 = E6,1,1 ∩ E6;
Probability: P (E6,1,1|E6) = e−λdv , P (L6,1) =
P (E6,1,1|E6)P (E6);

Action: We simply take the source road then the destina-
tion road.

� Event E6,1,2:
Description: If there are no horizontal charging roads but
at least one horizontal non-charging road between S and
D;
Probability: P (E6,1,2|E6) = e−λpdv (1 − e−λ(1−p)dv ).
� Event E6,2,1:

Description: If there are no vertical charging roads
between S and D, as shown in Fig. 12 b;
Event L6,2 = E6,2,1 ∩ E6,1,2 ∩ E6;
Probability: P (E6,2,1|E6,1,2, E6) = e−λpdh ,
P (L6,2) = P (E6,2,1|E6,1,2, E6)P (E6,1,2|E6)P (E6);
Action: We take the source road then the destination
road.

� Event E6,2,2:
Description: If there is at least one vertical charging
road between S and D, as shown in Fig. 12 c;
Event L6,3 = E6,2,2 ∩ E6,1,2 ∩ E6;
Probability: P (E6,2,2|E6,1,2, E6) = 1 − e−λpdh ,
P (L6,3) = P (E6,2,2|E6,1,2, E6)P (E6,1,2|E6)P (E6);
Action: we compare (i) the distance between source
and the furthest horizontal non-charging road and (ii)
the distance between the furthest vertical charging
road to destination, to take the longer one.

� Event E6,1,3:
Description: If there is at least one horizontal charging
road between S and D;
Probability: P (E6,1,3|E6) = 1 − e−λpdv .
� Event E6,2,3:

Description: If there are no vertical charging roads
between S and D, as shown in Fig. 12 d;
Event L6,4 = E6,2,3 ∩ E6,1,3 ∩ E6;
Probability: P (E6,2,3|E6,1,3, E6) = e−λpdh ,
P (L6,4) = P (E6,2,3|E6,1,3, E6)P (E6,1,3|E6)P (E6);
Action: We take the source road then the destination
road.

� Event E6,2,4:
Description: If there is at least one vertical charging
road between S and D;
Probability: P (E6,2,4|E6,1,3, E6) = 1 − e−λpdh .
� Event E6,3,1:

Description: If there exists at least one horizon-
tal non-charging road above the furthest horizon-
tal charging road from S, as shown in Fig. 12 e;
Event L6,5 = E6,3,1 ∩ E6,2,4 ∩ E6,1,3 ∩ E6;
Probability: P (E6,3,1|E6,2,4, E6,1,3, E6) =
1 − p−pe−λdv

1−e−λpdv
, P (L6,5) = P (E6,3,1|E6,2,4, E6,1,3,

E6) × P (E6,2,4|E6,1,3, E6)P (E6,1,3|E6)P (E6);
Action: we compare (i) the distance between the
furthest horizontal charging road and the fur-
thest horizontal non-charging road, and (ii) the
horizontal distance between the furthest vertical
charging road and destination, to take the longer
one.
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� Event E6,3,2:
Description: If there does not exist one hor-
izontal non-charging road above the furthest
horizontal charging road from S, as shown in
Fig. 12 f;
Event L6,6 = E6,3,2 ∩ E6,2,4 ∩ E6,1,3 ∩ E6;
Probability: P (E6,3,2|E6,2,4, E6,1,3, E6) =
p−pe−λdv

1−e−λpdv
, P (L6,6) = P (E6,3,2|E6,2,4, E6,1,3, E6)

× P (E6,2,4|E6,1,3, E6)P (E6,1,3|E6)P (E6);
Action: we simply go with the furthest horizontal
charging road.

Since the source road is already a charging road, P (Dn <

x|L6,i ) = 1 for all i.

APPENDIX G
PROOF OF LEMMA 7
In this appendix, we first provide the complete form of
Lemma 7, i.e., the distribution of Dn given E7, as follows:

P (Dn < x|E7)P (E7) =
9∑

i=1

Ci, (38)

where

C1 = e−λdv 1{x > dh} p(1 − p)

2
,

C2 = e−λpdv (1 − e−λ(1−p)dv )e−λpdh1{x > dh} p(1 − p)

2
,

C3 =(
FDN−VC (x)

FDN−VC (dh)
1{x < dh} + 1{x > dh}

)
(1 − e−λpdh )

× e−λpdv (1 − e−λ(1−p)dv )
p(1 − p)

2
,

C4 = (1 − e−λpdv )1{x > dh} p(1 − p)

2
,

C5 =
(

f11(max(x−dv ,0),x,x−y)+ f11(0,x−dv ,dv )1{x>dv}
f11(max(dh−dv,0),dh,dh−y)+ f11(0,dh−dv ,dv )1{dh>dv}

× 1{x < dh} + 1{x > dh}
)(∫ dh

0

1 − e−λp(dh−w)

1 − e−λpdv

× λ(1 − p)e−λ(1−p)w

1 − e−λpdv
dw

)
e−λpdh (1 − e−λ(1−p)dh )

× (1 − e−λpdv )
p(1 − p)

2
,

C6 = 1{x > dh}
(

1 −
∫ dh

0

1 − e−λp(dh−w)

1 − e−λpdv

× λ(1 − p)e−λ(1−p)w

1 − e−λpdv
dw

)
e−λpdh (1 − e−λ(1−p)dh )

× (1 − e−λpdv )
p(1 − p)

2
,

FIGURE 13. Tree E7: source and destination roads are on two
perpendicular roads and the destination road is charging.

C7 =(
f12(0, x, x, dh, x − t ) + f12(0, x, 0, x, y − t )

f13(0, dh, 0, dh − t, dh, t + y)
1{x < dh}

+ 1{x > dh}
)(

1 −
∫ dv

0
FX1 (x) fDN−HC(x)dx

)

×
(

1 − p − pe−λdh

1 − e−λpdh

)
(1 − e−λpdh )(1 − e−λpdv )

p(1 − p)

2
,

C8 =(
f13(0,∞,0,max(x−t,0),y+t,y)− f13(0,∞,max(x−t,0),x,x,y)

f13(0,∞,0,max(dh−t,0),y+t,y)− f13(0,∞,max(dh−t,0),dh,x,y)

× 1{x < dh} + 1{x > dh}
)(∫ dv

0
FX1 (x) fDN−HC(x)dx

)

×
(

1 − p − pe−λdh

1 − e−λpdh

)
(1 − e−λpdh )(1 − e−λpdv )

p(1 − p)

2
,

C9 =(
f11(0, x, y) + f11(x,∞, x)

f11(0, dh, y) + f11(dh,∞, dh)
1{x < dh} + 1{x > dh}

)

×
(

p − pe−λdh

1 − e−λpdh

)
(1 − e−λpdh )(1 − e−λpdv )

p(1 − p)

2
.

Proof: We prove (38) by further dividing it into subevents,
as shown in Fig. 13, we hereby denote subevents as E7,i, j , in
which i is the level of depth of the event in the probability tree
and j is the index of the event at that level. Representative
figures for E7 are shown in Fig. 14. The distribution of Dn

given E7 can be derived as follows:

P (Dn < x|E7)P (E7) =
N7∑
i=1

P (Dn < x|L7,i )P (L7,i ),

where N7 denotes the number of leaves of tree E7, i.e., N7 = 9,
and L7,i’s are successive events ending at the leaves of tree E7
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FIGURE 14. Subcases of tree E7.

as shown in Fig. 13. The definition for each event L7,i will be
given in more details as we visit each leaf of the tree.
� Event E7,1,1:

Description: If there are no horizontal roads between S
and D, as shown in Fig. 14 a;
Event L7,1 = E7,1,1 ∩ E7;
Probability: P (E7,1,1|E7) = e−λdv , P (L7,1) =
P (E7,1,1|E7)P (E7);
Action: We simply take the source road then the destina-
tion road.

P (Dn < x|L7,1) = P (Dn < x|E7,1,1, E7) = 1{x > dh}.
� Event E7,1,2:

Description: If there are no horizontal charging roads
but at least one horizontal non-charging road between S
and D;
Probability: P (E7,1,2|E7) = e−λpdv (1 − e−λ(1−p)dv ).
� Event E7,2,1:

Description: If there are no vertical charging roads
between S and D, as shown in Fig. 14 b;
Event L7,2 = E7,2,1 ∩ E7,1,2 ∩ E7;
Probability: P (E7,2,1|E7,1,2, E7) = e−λpdh ,
P (L7,2) = P (E7,2,1|E7,1,2, E7)P (E7,1,2|E7)P (E7);
Action: We simply take the source road then
the destination road. P (Dn < x|L7,2) = P (Dn <

x|E7,2,1, E7,1,2, E7) = 1{x > dh}.
� Event E7,2,2:

Description: If there is at least one vertical charging
road between S and D, as shown in Fig. 14 c;
Event L7,3 = E7,2,2 ∩ E7,1,2 ∩ E7;

Probability: P (E7,2,2|E7,1,2, E7) = 1 − e−λpdh ,
P (L7,3) = P (E7,2,2|E7,1,2, E7)P (E7,1,2|E7)P (E7);
Action: We take the nearest vertical charging road.

P (Dn < x|L7,3) = P (Dn < x|E7,2,2, E7,1,2, E7)

= P (Dn<x|DN−HNC<dv, DN−HC>dv, DN−VC < dh)

= P (DN−VC < x|DN−HNC < dv, DN−HC > dv,

DN−VC < dh)1{x < dh} + 1{x > dh}

= FDN−VC (x)

FDN−VC (dh)
1{x < dh} + 1{x > dh}. (39)

� Event E7,1,3:
Description: If there is at least one horizontal charging
road between S and D;
Probability: P (E7,1,3|E7) = 1 − e−λpdv .
� Event E7,2,3:

Description: If there are no vertical roads between S
and D, as shown in Fig. 14 d;
Event L7,4 = E7,2,3 ∩ E7,1,3 ∩ E7;
Probability: P (E7,2,3|E7,1,3, E7) = e−λdh , P (L7,4) =
P (E7,2,3|E7,1,3, E7)P (E7,1,3|E7)P (E7);
Action: We simply take the source road then
the destination road. P (Dn < x|L7,4) = P (Dn <

x|E7,2,3, E7,1,3, E7) = 1{x > dh}.
� Event E7,2,4:

Description: If there are no vertical charging roads
but at least one vertical non-charging road between S
and D, as shown in Fig. 14 e;
Probability: P (E7,2,4|E7,1,3, E7) = e−λpdh (1 −
e−λ(1−p)dh );
Action: We compare (i) the distance from the nearest
vertical non-charging road to destination and (ii) the
distance from source to the nearest horizontal charg-
ing road, to take the longer one.
� Event E7,3,1:

Description: If we take the horizontal charging
road;
Event L7,5 = E7,3,1 ∩ E7,2,4 ∩ E7,1,3 ∩ E7;
Probability: P (E7,3,1|E7,2,4, E7,1,3, E7) =∫ dh

0
1−e−λp(dh−w)

1−e−λpdv

λ(1−p)e−λ(1−p)w

1−e−λ(1−p)dh
dw,

P (L7,5) = P (E7,3,1|E7,2,4, E7,1,3, E7) ×
P (E7,2,4|E7,1,3, E7)P (E7,1,3|E7)P (E7);

P (Dn<x|L7,5)=P (Dn<x|E7,3,1, E7,2,4, E7,1,3, E7)

=P (Dn<x|DN−HC<dv, DN−VNC<dh, DN−VC>dh,

dh − DN−VNC > DN−HC)

= P (DN−VNC + DN−HC < x|DN−HC < dv,

DN−VNC < dh,

DN−VC > dh, dh − DN−VNC > DN−HC)

=
P (DN−HC<min(x−DN−VNC,dv ,dh−DN−VNC),DN−VNC<dh,DN−VC>dh )

P (DN−HC<min(dv ,dh−DN−VNC),DN−VNC<dh,DN−VC>dh )
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=
f11(max(x−dv ,0),x,x−y)+ f11(0,x−dv ,dv )1{x>dv}

f11(max(dh−dv,0),dh,dh−y)+ f11(0,dh−dv,dv )1{dh>dv}

× 1{x < dh} + 1{x > dh}. (40)

� Event E7,3,2:
Description: If we take the destination vertical
road;
Event L7,6 = E7,3,2 ∩ E7,2,4 ∩ E7,1,3 ∩ E7;
Probability: P (E7,3,2|E7,2,4, E7,1,3, E7) =
1 − ∫ dh

0
1−e−λp(dh−w)

1−e−λpdv

λ(1−p)e−λ(1−p)w

1−e−λ(1−p)dh
dw,

P (L7,6) = P (E7,3,2|E7,2,4, E7,1,3, E7) ×
P (E7,2,4|E7,1,3, E7)P (E7,1,3|E7)P (E7);
P (Dn < x|L7,6) = P (Dn <

x|E7,3,2, E7,2,4, E7,1,3, E7) = 1{x > dh}.
� Event E7,2,5:

Description: If there is at least one vertical charging
road between S and D;
Probability: P (E7,2,5|E7,1,3, E7) = 1 − e−λpdh .
� Event E7,3,3:

Description: If there exists at least one verti-
cal non-charging road before the nearest vertical
charging road from source, as shown in Fig. 14
f;
Probability: P (E7,3,3|E7,2,5, E7,1,3, E7) =
1 − p−pe−λdh

1−e−λpdh
;

Action: we compare (i) the distance between the
nearest vertical charging road and the nearest
vertical non-charging road, and (ii) the vertical
distance between the nearest horizontal charging
road and source, to take the longer one.
� Event E7,4,1:

Description: If we take the nearest horizon-
tal charging road;
Event L7,7 = E7,4,1 ∩ E7,3,3 ∩ E7,2,5 ∩
E7,1,3 ∩ E7;
Probability: P (E7,4,1|E7,3,3, E7,2,5, E7,1,3, E7)

= 1 − ∫ dv

0 FX1 (x) fDN−HC(x)dx; P (L7,7) =
P (E7,4,1|E7,3,3, E7,2,5, E7,1,3, E7) ×
P (E7,3,3|E7,2,5, E7,1,3, E7) ×
P (E7,2,5|E7,1,3, E7)P (E7,1,3|E7)P (E7);

P (Dn < x|L7,7) = P (Dn < x|E7,4,1, E7,3,3,

E7,2,5, E7,1,3, E7)

= P (DN−VNC + DN−HC < x|DN−VC < dh,

DN−VNC < DN−VC, DN−VC − DN−VNC

× > DN−HC)1{x < dh} + 1{x > dh}

= f12(0, x, x, dh, x − t ) + f12(0, x, 0, x, y − t )

f13(0, dh, 0, dh − t, dh, t + y)

× 1{x < dh} + 1{x > dh}. (41)

The proof for P (Dn <

x|E7,4,1, E7,3,3, E7,2,5, E7,1,3, E7)

is similar to that of P (Dn <

x|E3,4,3, E3,3,3, E3,2,4, E3,1,4, E3) given
in (23).

� Event E7,4,2:
Description: If we take the nearest vertical
charging road;
Event L7,8 = E7,4,2 ∩ E7,3,3 ∩ E7,2,5 ∩
E7,1,3 ∩ E7;
Probability: P (E7,4,2|E7,3,3, E7,2,5, E7,1,3,

E7) = ∫ dv

0 FX1 (x) fDN−HC(x)dx; P (L7,8) =
P (E7,4,2|E7,3,3, E7,2,5, E7,1,3, E7) ×
P (E7,3,3|E7,2,5, E7,1,3, E7) ×
P (E7,2,5|E7,1,3, E7)P (E7,1,3|E7)P (E7);

P (Dn < x|L7,8) = P (Dn < x|E7,4,2, E7,3,3,

E7,2,5, E7,1,3, E7) = P (DN−VC < x|DN−VC

< dh, DN−VNC < DN−VC, DN−VC − DN−VNC

< DN−HC)1{x < dh} + 1{x > dh}
= f13(0,∞,0,max(x−t,0),y+t,y)− f13(0,∞,max(x−t,0),x,x,y)

f13(0,∞,0,max(dh−t,0),y+t,y)− f13(0,∞,max(dh−t,0),dh,x,y)

× 1{x < dh} + 1{x > dh}. (42)

The proof for P (Dn <

x|E7,4,2, E7,3,3, E7,2,5, E7,1,3, E7)
is similar to that of P (Dn <

x|E3,4,4, E3,3,3, E3,2,4, E3,1,4, E3) given
in (24).

� Event E7,3,4:
Description: If there exists no vertical non-
charging road before the nearest vertical charg-
ing road from source, as shown in Fig. 14 g;
Event L7,9 = E7,3,4 ∩ E7,2,5 ∩ E7,1,3 ∩ E7;
Probability: P (E7,3,4|E7,2,5, E7,1,3, E7) =
p−pe−λdh

1−e−λpdv
, P (L7,9) = P (E7,3,4|E7,2,5, E7,1,3, E7)

× P (E7,2,5|E7,1,3, E7)P (E7,1,3|E7)P (E7);
Action: we simply go with the nearest vertical
charging road.

P (Dn<x|L7,9)=P (Dn<x|E7,3,4, E7,2,5, E7,1,3, E7)

= P (DN−VC<x|DN−VC<DN−VNC, DN−VC<dh)

= P (DN−VC < min(x, DN−VNC)

P (DN−VC < min(DN−VNC, dh))
1{x < dh}

+ 1{x > dh}

= f11(0, x, y) + f11(x,∞, x)

f11(0, dh, y) + f11(dh,∞, dh)
1{x < dh}

+ 1{x > dh}. (43)

The proof for P (Dn < x|E7,3,4, E7,2,5,

E7,1,3, E7) is similar to that of P (Dn <

x|E3,3,4, E3,2,4, E3,1,4, E3) given in (25).
�
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APPENDIX H
PROOF OF LEMMA 8
In this appendix, we first provide the complete form of
Lemma 8, i.e., the distribution of Dn given E8, as follows:

P (Dn < x|E8)P (E8) =
5∑

i=1

Ci, (44)

where

C1 =(
FDN−VC (x)

FDN−VC (dh)
1{x < dh} + 1{x > dh}

)
(1 − e−λpdh )

× e−λpdv (1 − e−λ(1−p)dv )
(1 − p)2

2
,

C2 =(
f11(max(x−dv ,0),min(x,dh ),x−o)+ f11(0,min(x−dv,dh ),dv )1{x>dv}

FDN−HC (dv )FDN−VNC (dh )

× 1{x < dh + dv} + 1{x > dh + dv}
)

e−λpdh

× (1 − e−λ(1−p)dh )(1 − e−λpdv )
(1 − p)2

2
,

C3 =(
f12(0, x, x, dh, x − t ) + f12(0, x, 0, x, y − t )

f13(0, dh, 0, dh − t, dh, t + y)
1{x < dh}

+ 1{x > dh}
)(

1 −
∫ dv

0
FX1 (x) fDN−HC(x)dx

)

×
(

1 − p − pe−λdh

1 − e−λpdh

)
(1 − e−λpdh )(1 − e−λpdv )

(1 − p)2

2
,

C4 =(
f13(0,∞,0,max(x−t,0),y+t,y)− f13(0,∞,max(x−t,0),x,x,y)

f13(0,∞,0,max(dh−t,0),y+t,y)− f13(0,∞,max(dh−t,0),dh,x,y)

× 1{x < dh} + 1{x > dh}
)(∫ dv

0
FX1 (x) fDN−HC(x)dx

)

×
(

1 − p − pe−λdh

1 − e−λpdh

)
(1 − e−λpdh )(1 − e−λpdv )

(1 − p)2

2
,

C5 =(
f11(0, x, y) + f11(x,∞, x)

f11(0, dh, y) + f11(dh,∞, dh)
1{x < dh} + 1{x > dh}

)

×
(

p − pe−λdh

1 − e−λpdh

)
(1 − e−λpdh )(1 − e−λpdv )

(1 − p)2

2
.

Proof: We prove (44) by further dividing it into subevents,
as shown in Fig. 15, we hereby denote subevents as E8,i, j , in
which i is the level of depth of the event in the probability tree
and j is the index of the event at that level. Representative
figures for E8 are shown in Fig. 16. The distribution of Dn

FIGURE 15. Tree E8: source and destination roads are on two
perpendicular roads and both are not charging.

FIGURE 16. Subcases of tree E8.

given E8 can be derived as follows:

P (Dn < x|E8)P (E8) =
N8∑
i=1

P (Dn < x|L8,i )P (L8,i ),

where N8 denotes the number of leaves of tree E8, i.e., N8 =
8, and L8,i’s are successive events ending at the leaves of
tree E8 as shown in Fig. 15. The definition for each event
L8,i will be given in more details as we visit each leaf of
the tree.
� Event E8,1,1:

Description: If there are no horizontal roads between S
and D, as shown in Fig. 16 a;
Event L8,1 = E8,1,1 ∩ E8;
Probability: P (E8,1,1|E8) = e−λdv , P (L8,1) =
P (E8,1,1|E8)P (E8);
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Action: We simply take the source road then the destina-
tion road.

P (Dn < x|L8,1) = P (Dn < x|E8,1,1, E8) = 0.

� Event E8,1,2:
Description: If there are no horizontal charging roads but
at least one horizontal non-charging road between S and
D;
Probability: P (E8,1,2|E8) = e−λpdv (1 − e−λ(1−p)dv ).
� Event E8,2,1:

Description: If there are no vertical charging roads
between S and D, as shown in Fig. 16 b;
Event L8,2 = E8,2,1 ∩ E8,1,2 ∩ E8;
Probability: P (E8,2,1|E8,1,2, E8) = e−λpdh ,
P (L8,2) = P (E8,2,1|E8,1,2, E8)P (E8,1,2|E8)P (E8);
Action: We take the source road then the destination
road.

P (Dn < x|L8,2) = P (Dn < x|E8,2,1, E8,1,2, E8) = 0.

� Event E8,2,2:
Description: If there is at least one vertical charging
road between S and D, as shown in Fig. 16 c;
Event L8,3 = E8,2,2 ∩ E8,1,2 ∩ E8;
Probability: P (E8,2,2|E8,1,2, E8) = 1 − e−λpdh ,
P (L8,3) = P (E8,2,2|E8,1,2, E8)P (E8,1,2|E8)P (E8);
Action: We go to the nearest vertical charging road
from source, then switch to the furthest horizontal
non-charging road from source.

P (Dn < x|L8,3) = P (Dn < x|E8,2,2, E8,1,2, E8)

= FDN−VC (x)

FDN−VC (dh)
1{x < dh} + 1{x > dh}. (45)

The proof for P (Dn < x|E8,2,2, E8,1,2, E8) is similar
to that of P (Dn < x|E7,2,2, E7,1,2, E7) given in (39).

� Event E8,1,3:
Description: If there is at least one horizontal charging
road between S and D;
Probability: P (E8,1,3|E8) = 1 − e−λpdv .
� Event E8,2,3:

Description: If there are no vertical roads between S
and D, as shown in Fig. 16 d;
Event L8,4 = E8,2,3 ∩ E8,1,3 ∩ E8;
Probability: P (E8,2,3|E8,1,3, E8) = e−λdh , P (L8,4) =
P (E8,2,3|E8,1,3, E8)P (E8,1,3|E8)P (E8);
Action: We take the source road then the destination
road.

P (Dn < x|L8,4) = P (Dn < x|E8,2,3, E8,1,3, E8) = 0.

� Event E8,2,4:
Description: If there are no vertical charging roads
but at least one vertical non-charging road between S
and D, as shown in Fig. 16 e;
Event L8,5 = E8,2,4 ∩ E8,1,3 ∩ E8;

Probability: P (E8,2,4|E8,1,3, E8) = e−λpdh (1 −
e−λ(1−p)dh ) ), P (L8,5) = P (E8,2,4|E8,1,3, E8)P (E8,1,3

|E8)P (E8);
Action: We go to the nearest vertical non-charging
road, then switch to any horizontal charging road be-
tween S and D.

P (Dn < x|L8,5) = P (Dn < x|E8,2,4, E8,1,3, E8)

= P (DN−VNC+DN−HC<x|DN−HC<dv, DN−VC>dh,

DN−VNC < dh)

= P (DN−HC<min(x−DN−VNC,dv ),DN−VC>dh,DN−VNC<dh )
P (DN−HC<dv,DN−VNC<dh<DN−VC)

= f11(max(x−dv ,0),min(x,dh ),x−o)+ f11(0,min(x−dv,dh ),dv )1{x>dv}
FDN−HC (dv )FDN−VNC (dh )

× 1{x < dh + dv} + 1{x > dh + dv}. (46)

� Event E8,2,5:
Description: If there is at least one vertical charging
road between S and D;
Probability: P (E8,2,5|E8,1,3, E8) = 1 − e−λpdh .
� Event E8,3,1:

Description: If there exists at least one verti-
cal non-charging road before the nearest vertical
charging road from S, as shown in Fig. 16 f;
Probability: P (E8,3,1|E8,2,5, E8,1,3, E8) =
1 − p−pe−λdh

1−e−λpdh
;

Action: we compare (i) the distance between the
nearest vertical charging road and the nearest
vertical non-charging road, and (ii) the vertical
distance between the nearest horizontal charging
road and source, to take the longer one.
� Event E8,4,1:

Description: If we take the nearest horizon-
tal charging road;
Event L8,6 = E8,4,1 ∩ E8,3,1 ∩ E8,2,5 ∩
E8,1,3 ∩ E8;
Probability: P (E8,4,1|E8,3,1, E8,2,5, E8,1,3,

E8) = 1 − ∫ dv

0 FX1 (x) fDN−HC(x)dx;
P (L8,6) = P (E8,4,1|E8,3,1, E8,2,5, E8,1,3,

E8) × P (E8,3,1|E8,2,5, E8,1,3, E8) ×
P (E8,2,5|E8,1,3, E8)P (E8,1,3|E8)P (E8);

P (Dn < x|L8,6) = P (Dn < x|E8,4,1, E8,3,1,

E8,2,5, E8,1,3, E8)

= f12(0, x, x, dh, x − t ) + f12(0, x, 0, x, y − t )

f13(0, dh, 0, dh − t, dh, t + y)

× 1{x < dh} + 1{x > dh} (47)

The proof for P (Dn <

x|E8,4,1, E8,3,1, E8,2,5, E8,1,3, E8)
is similar to that of P (Dn <

x|E7,4,1, E7,3,3, E7,2,5, E7,1,3, E7) given
in (41).
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� Event E8,4,2:
Description: If we take the nearest vertical
charging road;
Event L8,7 = E8,4,2 ∩ E8,3,1 ∩ E8,2,5 ∩
E8,1,3 ∩ E8;
Probability: P (E8,4,2|E8,3,1|E8,2,5, E8,1,3, E8) =∫ dv

0 FX1 (x) fDN−HC(x)dx; P (L8,7) =
P (E8,4,2|E8,3,1, E8,2,5, E8,1,3, E8) ×
P (E8,3,1|E8,2,5, E8,1,3, E8) ×
P (E8,2,5|E8,1,3, E8)P (E8,1,3|E8)P (E8);

P (Dn < x|L8,7) = P (Dn < x|E8,4,2,

E8,3,1, E8,2,5, E8,1,3, E8)

= f13(0,∞,0,max(x−t,0),y+t,y)− f13(0,∞,max(x−t,0),x,x,y)
f13(0,∞,0,max(dh−t,0),y+t,y)− f13(0,∞,max(dh−t,0),dh,x,y)

× 1{x < dh} + 1{x > dh}. (48)

The proof for P (Dn <

x|E8,4,2, E8,3,1, E8,2,5, E8,1,3, E8)
is similar to that of P (Dn <

x|E7,4,2, E7,3,3, E7,2,5, E7,1,3, E7) given
in (42).

� Event E8,3,2:
Description: If there exists no vertical non-
charging road before the nearest vertical charg-
ing road from source, as shown in Fig. 16 g;
Event L8,8 = E8,3,2 ∩ E8,2,5 ∩ E8,1,3 ∩ E8;
Probability: P (E8,3,2|E8,2,5, E8,1,3, E8) =
p−pe−λdh

1−e−λpdh
, P (L8,8) = P (E8,3,2|E8,2,5, E8,1,3, E8) ×

P (E8,2,5|E8,1,3, E8)P (E8,1,3|E8)P (E8);
Action: we simply go with the nearest vertical
charging road.

P (Dn < x|L8,8) = P (Dn < x|E8,3,2,

E8,2,5, E8,1,3, E8)

= f11(0, x, y) + f11(x,∞, x)

f11(0, dh, y) + f11(dh,∞, dh)

1{x < dh} + 1{x > dh}. (49)

The proof for P (Dn < x|E8,3,2, E8,2,5,

E8,1,3, E8) is similar to that of P (Dn <

x|E7,3,4, E7,2,5, E7,1,3, E7) given in (43).
�

APPENDIX I
PROOF OF THEOREM 2
In this appendix, we outline the proof for the probability that
any given trip passes through at least one charging road, i.e.,
P (Tc). P (Tc|E4)P (E4):

P (Tc|E4)P (E4) = [P (E4,1,1)(1 − p) + P (E4,1,2)

+ P (E4,1,4)P (E4,2,1)]P (E4)

= [e−λdv (1 − p) + λ(1 − p)dve−λ(1−p)dv e−λpdv

+ e−λpdv (1 − e−λ(1−p)dv − λ(1 − p)dve−λ(1−p)dv )e−λpdh ]

× (1 − p)2. (50)

P (Tc|E8)P (E8):

P (Tc|E8)P (E8) = [P (E8,1,1) + P (E8,1,2)P (E8,2,1)

+ P (E8,1,3)P (E8,2,3)]P (E8)

= [e−λdv + e−λpdv (1 − e−λ(1−p)dv )e−λpdh

+ (1 − e−λpdv )e−λdh ](1 − p)2. (51)
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[50] P. Erdős and A. Rényi, “On the evolution of random graphs,” Publ.
Math. Inst. Hung. Acad. Sci, vol. 5, no. 1, pp. 17–60, 1960.

[51] D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’
networks,” Nature, vol. 393, no. 6684, p. 440–442, 1998.

[52] D. J. Aldous et al., “Connected spatial networks over random points and
a route-length statistic,” Stat. Sci., vol. 25, no. 3, pp. 275–288, 2010.

[53] F. Baccelli, M. Klein, M. Lebourges, and S. Zuyev, “Stochastic geom-
etry and architecture of communication networks,” Telecommun. Syst.,
vol. 7, pp. 209–227, Jun. 1997.

[54] C. Gloaguen, F. Fleischer, H. Schmidt, and V. Schmidt, “Analy-
sis of shortest paths and subscriber line lengths in telecommuni-
cation access networks,” Netw. Spatial Econ., vol. 10, pp. 15–47,
Mar. 2010.

[55] S. Chiu, D. Stoyan, W. Kendall, and J. Mecke, Stochastic Geometry and
Its Applications. Hoboken, NJ, USA: Wiley, Sep. 2013.

[56] C. Choi and F. Baccelli, “Poisson Cox point processes for vehicular net-
works,” IEEE Trans. Veh. Technol., vol. 67, no. 10, pp. 10 160–10 165,
Oct. 2018.

[57] Y. Wang, K. Venugopal, A. F. Molisch, and R. W. Heath, “Mmwave
vehicle-to-infrastructure communication: Analysis of urban microcellu-
lar networks,” IEEE Trans. Veh. Technol., vol. 67, no. 8, pp. 7086–7100,
Aug. 2018.

[58] H. Ushijima-Mwesigwa, M. Khan, M. A. Chowdhury, and I. Safro,
“Optimal installation for electric vehicle wireless charging lanes,” 2017,
[Online]. Available: arxiv.org/abs/1704.01022

[59] J. G. Andrews, A. K. Gupta, and H. S. Dhillon, “A primer on cellular
network analysis using stochastic geometry,” 2016. [Online]. Available:
arxiv.org/abs/1604.03183

[60] H. ElSawy, E. Hossain, and M. Haenggi, “Stochastic geometry for
modeling, analysis, and design of multi-tier and cognitive cellular wire-
less networks: A survey,” IEEE Commun. Surv. Tut., vol. 15, no. 3,
pp. 996–1019, Jun. 2013.

[61] H. ElSawy, A. Sultan-Salem, M. Alouini, and M. Z. Win, “Modeling
and analysis of cellular networks using stochastic geometry: A tutorial,”
IEEE Commun. Surv. Tut., vol. 19, no. 1, pp. 167–203, 2017.

[62] V. V. Chetlur and H. S. Dhillon, “Coverage analysis of a vehicular
network modeled as Cox process driven by Poisson line process,” IEEE
Trans. Wireless Commun., vol. 17, no. 7, pp. 4401–4416, Jul. 2018.

[63] G. Zhao, X. Zheng, Z. Yuan, and L. Zhang, “Spatial and temporal
characteristics of road networks and urban expansion,” Land, vol. 6,
no. 2, pp. 30–49, 2017.

[64] C. Song, Z. Qu, N. Blumm, and A.-L. Barabasi, “Limits of predictability
in human mobility,” Science, vol. 327, pp. 1018–1021, Feb. 2010.

VOLUME 2, 2021 43

https://www.qualcomm.com/news/releases/2017/05/18/qualcomm-demonstrates-dynamic-electric-vehicle-charging
https://witricity.com/witricity-acquires-qualcomm-halo


NGUYEN ET AL.: MODELING AND ANALYSIS OF DYNAMIC CHARGING FOR EVS: A STOCHASTIC GEOMETRY APPROACH

DUC MINH NGUYEN was born in Hanoi, Viet-
nam. He received the B.Eng. degree in mobile sys-
tems engineering from Dankook University, Yon-
gin, South Korea, in 2018 and the M.S. degree in
electrical and computer engineering in 2020 from
King Abdullah University of Science and Tech-
nology (KAUST), Thuwal, Saudi Arabia, where
he is currently working toward the Ph.D. degree
with the Computer, Electrical and Mathematical
Science and Engineering Division. His research in-
terests include social/vehicular networks analysis,

data mining, and machine learning.

MUSTAFA A. KISHK (Member, IEEE) received
the B.Sc. and M.Sc. degrees from Cairo Univer-
sity, Giza, Egypt, in 2013 and 2015, respectively,
and the Ph.D. degree from Virginia Tech, Blacks-
burg, VA, USA, in 2018. He is currently a Post-
doctoral Research Fellow with the Communication
Theory Lab, King Abdullah University of Science
and Technology (KAUST), Thuwal, Saudi Ara-
bia. His current research interests include stochas-
tic geometry, energy harvesting wireless networks,
UAV-enabled communication systems, and satel-

lite communications.

MOHAMED-SLIM ALOUINI (Fellow, IEEE) was
born in Tunis, Tunisia. He received the Ph.D. de-
gree in electrical engineering from the California
Institute of Technology (Caltech), Pasadena, CA,
USA, in 1998. He served as a faculty member
with the University of Minnesota, Minneapolis,
MN, USA, then with the Texas A&M University at
Qatar, Education City, Doha, Qatar before joining
King Abdullah University of Science and Technol-
ogy (KAUST), Thuwal, Makkah Province, Saudi
Arabia as a Professor of Electrical Engineering in

2009. His current research interests include the modeling, design, and perfor-
mance analysis of wireless communication systems.

44 VOLUME 2, 2021



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


