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Abstract

The main objective of this thesis is to describe the codes that we have developed in order

to simulate the ground state of a spin one and spin two Bose-Einstein condensate as well

as codes that we have developed to solve the Bogoliubov equations used to examine the

elementary excitations of these ground states. Motivated by viewing non-abelian vortices

within a spin two condensate as anyons that can be used for quantum computation, we also

look at introducing vortices into our codes by means of suitable initial conditions. To do

this, we have developed methods for setting up and looking at vortices in our ground state

systems. Finally, we will put all our code together by numerically solving the Bogoliubov

equations for a ground state system with a vortex present and provide analysis of these

results.
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Introduction

Bose-Einstein condensates were first predicted in the 1920’s by Einstein [1], when he gen-

eralized work carried out by Bose [2] regarding photons to atoms. The general idea is that

under a certain temperature, a system of bosons will undergo a phase transition where a

significant fraction of the bosons will sit in the ground state of the system. This is what is

known as a Bose-Einstein condensate [3].

It was not until the mid 1990’s that experimental realizations of this predicted phase

of matter were seen, with three separate groups managing to cool the atoms in rubidium-

87, sodium and lithium into a condensed state [4, 5, 6], using techniques such as laser and

evaporative cooling as well as confining atoms in magnetic traps [3].

As a result of these experiments, this area of research grew explosively with studies

directly related to understanding the theory behind these systems [7, 8], as well as theoretical

papers building on initial experiments [9, 10]. As knowledge grew in this field, it was not

long before both theoretical and experimental studies of spinor Bose-Einstein codnensates,

where the particles have spin degrees of freedom and hence multiple components, appeared

[11, 12].

An interesting area of study to look at regarding Bose-Einstein condensates is that

of vortex formation. Vortices are regions of circulation within a condensate that can be

described by homotopy theory. For a spinless condensate, we see only one type of vortex

occur due to the single-valuedness of the order parameter. However, for spinor condensates,

there is a much richer variety of vortex types that can occur due to the presence of spin

degrees of freedom. Many studies have been carried out in relation to vortices in spinless [13],

two-component [14], and spinor condensates [15, 16, 17]. In recent years, there have been

experimental realizations of vortices in both spin one and spin two condensates [18, 19, 20].

Of particular interest to us and what has served as the inspiration for this thesis is

treating the non-abelian vortices that can occur in a spin two condensate as anyons, which

can be used for topological quantum computation [21]. Anyons are quasiparticles that exist

in two dimensions due to the wider variety of exchange statistics present [22, 23]. Certain

anyon models can be used to represent qubits and the braiding and fusion of these anyons

can be seen as acting with quantum gates on these qubits [24].

The main work of this thesis is to describe the codes that we have developed to simulate

the ground state of a spin one and spin two condensate as well as codes that we have

developed to look at Bogoliubov excitations on top of these ground states. Since we have a

particular interest in vortices within these systems, we have also developed code that allows

for vortices to be imprinted in the ground state of these condensates. We have published

these codes online for public use [25].

The layout of this thesis is as follows. We first give a brief introduction to spinless

Bose-Einstein condensates, describing the mean field approach used to model them which

leads to the Gross-Pitaevskii equation. This is followed by a short section on describing a
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condensate using the hydrodynamic approach and connecting this to the single vortex type

that can be realized in a spinless condensate. We then turn our attention to introducing

spinor condensates, focusing on the Hamiltonian used to describe these systems and how

we arrive at the coupled Gross-Pitaevskii equations for spinor condensates in a mean-field

approach. We also give a brief description of the different phases that can occur in spinor

condensates based on the interaction that is occurring. Once we have introduced the systems

of interest, we will look at how the symmetry of a spinor condensate is described and how

this, along with homotopy theory, is used to describe the different types of vortices that can

occur in these systems. Here, we will provide examples of these vortex types. We will then

turn to describing how we have developed the codes used to simulate the ground state of a

spin one and spin two condensate along with the codes for looking at Bogoliubov excitations

on top of these states. This will include looking at how we set up the code in such a way that

we can introduce vortices into our systems. Finally, we will provide results from this code,

demonstrating its validity. Since we are particularly interested in the non-abelian vortex

types seen in a spin two condensate, we will focus our attention here, not only showing some

of the vortices that our code can hold in our systems, but also looking at excited states

of these vortex states using our Bogoliubov code where we will provide analysis of results

shown.
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1 The Gross-Pitaevskii Equation for a Spinless Conden-

sate

In order to describe a system of interacting bosons, some simplifications must be made. To

arrive at a description of this system, let’s first start by considering the most simple case

and build up to the more complicated one. One of the simplest systems we can consider is

that of a single particle trapped in some potential. The Hamiltonian for this system is given

by the following:

H =
P⃗ 2

2m
+ V (r⃗), (1.1)

where P⃗ = −iℏ∇r is the momentum operator, V (r⃗) is the potential the that the particle

is in and m is the mass of the particle.

The equation of motion for this system is governed by the time-dependent Schrodinger

equation:

HΨ(r⃗, t) = iℏ
∂

∂t
Ψ(r⃗, t). (1.2)

If we only wish to look at stationary states of the above equation, namely those of the

form:

Ψ(r⃗, t) = e−iEt/ℏψ(r⃗), (1.3)

where E is the energy of the state in question and ψ(r⃗) = Ψ(r⃗, 0), then the Schrodinger

equation takes the following form for ψ(r⃗):

Hψ(r⃗) = Eψ(r⃗). (1.4)

The ground state of this system, ϕ0(r⃗), is the state that minimizes the energy of equation

(1.4).

Taking this one step further, let’s now consider N non-interacting bosons in the same

potential. The Hamiltonian for this system is:

H =

N∑
i=1

[
P⃗ 2
i

2m
+ V (r⃗i)

]
. (1.5)

If this system is in the condensed state where all particles occupy the lowest energy

ground state, then, following [26], we can take the ground state of the full system to be a

symmetrized product of single particle ground states.

Ψ(r⃗1, r⃗2, ..., r⃗N ) =

N∏
i=1

ψ(r⃗i). (1.6)

As a result of this, (1.6) also satisfies the time-independent Schrodinger equation given

by equation (1.4) with H now given by (1.5). The ground state will again minimize the
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energy of (1.4).

With the above groundwork, we can now turn to the system of interest: N interacting

bosons in a potential V (r⃗). In the same way that a system of N non-interacting bosons

was described above; we would like to describe a state of this system using a single wave

function. To do this, we need a simplified way of describing the interactions between the

particles in the system. One such way of doing this is by adding an extra potential to the

Hamiltonian that accounts for the force that a particle feels due to all other particles in the

system and then adding over all pairs of particles to account for the entire system.

For our purposes, we will take the system to be dilute and therefore can take the potential

that a particle at position r⃗i feels due to interaction with a particle at r⃗j to be of the form:

U = U0δ(r⃗i − r⃗j), (1.7)

where:

U0 =
4πℏ2a
m

, (1.8)

and a is the s-wave scattering length between the two particles.

The full interaction potential, Vint is then given by summing over all pairs of particles:

Vint = U0

∑
i<j

δ(r⃗i − r⃗j). (1.9)

Therefore, the Hamiltonian for this system of N interacting bosons is:

H =

N∑
i=1

[
P⃗ 2
i

2m
+ V (r⃗i)

]
+ U0

∑
i<j

δ(r⃗i − r⃗j). (1.10)

We now try to find the energy of this system by taking a trial wavefunction where all

particles occupy the same state. As a result, we again take our trial wavefunction to be a

product of single particle states.

Φ(r⃗1, r⃗2, ..., r⃗N ) =

N∏
i=1

ϕ(r⃗i), (1.11)

where ϕ(r⃗i) is the single particle wave function for the particle at position r⃗i in the

system described by the Hamiltonian as in (1.10). We also take the normalization:

∫
|ϕ(r⃗)|2 dr⃗ = 1 (1.12)
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The energy of the system in state Φ is then given by:

E = ⟨Φ |H|Φ⟩

=

∫ ∏
i

dr⃗i
∏
p

ϕ∗(r⃗p)

 N∑
i=1

[
P⃗ 2
i

2m
+ V (r⃗i)

]
+ U0

∑
i<j

δ(r⃗i − r⃗j)

∏
q

ϕ(r⃗q),
(1.13)

where ϕ∗(r⃗) is the complex conjugate of ϕ(r⃗).

We can work out each term of (1.13) individually, the first of these being:

E1 =

∫ ∏
i

dr⃗i
∏
p

ϕ∗(r⃗p)

N∑
i=1

P⃗ 2
i

2m

∏
q

ϕ(r⃗q),

=

∫ ∏
i

dr⃗i
∏
p

ϕ∗(r⃗p)

N∑
i=1

− ℏ2

2m
∇2
r⃗i

∏
q

ϕ(r⃗q),

= −ℏ2N
2m

∫
ϕ∗(r⃗)∇2

r⃗i
ϕ(r⃗)dr⃗,

= −ℏ2N
2m

[∫
ϕ∗(r⃗)∇2

r⃗ϕ(r⃗)dr⃗ −
∫
∇r⃗ϕ∗(r⃗)∇r⃗ϕ(r⃗)dr⃗

]
,

= −ℏ2N
2m

[∫
Σ

ϕ∗(r⃗)(∇ϕ(r⃗) · n̂)dS⃗ −
∫
|∇ϕ(r⃗)|2 dr⃗

]
,

=
ℏ2N
2m

∫
|∇ϕ(r⃗)|2 dr⃗.

(1.14)

In going from the second to third line, we have used that the normalization (1.12) holds

for all except the ith term. We integrate by parts to go from line three to four and use

the divergence theorem to integrate the first term on the boundary of the system. Since all

particles are confined by the potential V (r⃗), the first term on line five vanishes and so we

are left with the final expression.

The second term of (1.13) is:

E2 =

∫ ∏
i

dr⃗i
∏
p

ϕ∗(r⃗p)
∑
i

V (r⃗i)
∏
q

ϕ(r⃗q),

= N

∫
|ϕ(r⃗)|2 V (r⃗)dr⃗,

(1.15)

where (1.12) has again been used here going from the first to second line.

The third and final term of (1.13) is the interaction term:
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E3 =

∫ ∏
i

dr⃗i
∏
p

ϕ∗(r⃗p)U0

∑
i<j

δ(r⃗i − r⃗j)
∏
q

ϕ(r⃗q),

=
∑
i<j

∫
dr⃗idr⃗j |ϕ(r⃗i)|2 |ϕ(r⃗j)|2 U0δ(r⃗i − r⃗j),

=
U0N(N − 1)

2

∫
|ϕ(r⃗)|4 dr⃗,

(1.16)

where we have used (1.12) on all terms except the ith and jth term, and have then integrated

over rj . We then sum over the number of pairs of particles to get the final expression.

All in all, this means that the expression for the energy in (1.13) becomes:

E = N

∫
dr⃗

[
ℏ2

2m
|∇ϕ(r⃗)|2 + V (r⃗) |ϕ(r⃗)|2 + U0(N − 1)

2
|ϕ(r⃗)|4

]
. (1.17)

Now that we have an expression for the energy of this system, we can vary this to find

the wavefunction ϕ(r⃗) that minimizes it, hence finding an expression for the condensed state

of the system.

Before minimizing the energy, let’s take ψ(r⃗) to be the wave function of the condensed

state which is given by:

ψ(r⃗) =
√
Nϕ(r⃗), (1.18)

which means that ψ is normalized in the following way:∫
|ψ(r⃗)|2 = N. (1.19)

This means that we get the following expression for the energy functional by subbing

(1.18) into (1.17) and dropping terms of order 1/N :

E[ψ] =

∫
dr⃗

[
ℏ2

2m
|∇ψ(r⃗)|2 + V (r⃗) |ψ(r⃗)|2 + U0

2
|ψ(r⃗)|4

]
. (1.20)

It is this energy functional that we now wish to minimize in order to find an equation

for the the condensed state ψ. Since ψ is a complex wave function, we must minimize (1.20)

with respect to both ψ and its complex conjugate, ψ∗. This means that we will get an

equation with two components, one for ψ and one for ψ∗. It turns out, however that these

equations are identical and so we will just focus on minimizing (1.20) with respect to ψ∗

which will give the equation for ψ.

The problem of minimizing (1.20) under the constraint (1.19) is a constrained variation

problem. We can solve this by defining the following functional:

K[ψ] =

∫ [
Ẽ(r⃗, ψ, ψ′)− µG(r⃗, ψ, ψ′)

]
dr⃗, (1.21)
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where Ẽ is the integrand of (1.20), ψ′ is equal to ∇r⃗ψ, µ is a Lagrange multiplier and

G(r⃗, ψ, ψ′) = |ψ(r⃗)|2 (1.22)

To find the equation for ψ which minimizes K, we apply the Euler-Lagrange equation

with respect to ψ∗:

∂

∂ψ∗ (Ẽ − µG)−
d

dr⃗

[
∂

∂(ψ∗)′
(Ẽ − µG)

]
= 0

=⇒ ∂Ẽ

∂ψ∗ −
d

dr⃗

(
∂Ẽ

∂(ψ∗)′

)
− µ

[
∂G

∂ψ∗ −
d

dr⃗

(
∂G

∂(ψ∗)′

)]
= 0

(1.23)

Working out the above, we are left with the following equation for the wave function of

the condensed state:

− ℏ2

2m
∇2ψ(r⃗) + V (r⃗)ψ(r⃗) + U0|ψ(r⃗)|2ψ(r⃗) = µψ(r⃗). (1.24)

This is the Gross-Pitaevskii equation which describes the stationary states of a Bose-

Einstein condensate.

We see from the above that the Lagrange multiplier µ is the chemical potential that

keeps the number of particles in the condensate fixed.

We can look at time-dependent states of Bose-Einstein condensates by generalizing equa-

tion (1.24) to the time-dependent Gross-Pitaevskii equation:

− ℏ2

2m
∇2ψ(r⃗, t) + V (r⃗)ψ(r⃗, t) + U0|ψ(r⃗, t)|2ψ(r⃗, t) = iℏ

∂ψ(r⃗, t)

∂t
(1.25)

Motivation for (1.25) comes from noting that (1.24) is essentially a non-linear Schrodinger

equation where µ has replaced the energy per particle. Then in going from a time indepen-

dent regime to a time-dependent one, we replace the chemical potential by a time derivative

acting on ψ which now also depends on time. For consistency between equation (1.24) and

(1.25), we must have that ψ(r⃗, t) evolves in time as:

ψ(r⃗, t) = e−iµt/ℏψ(r⃗). (1.26)

Healing Length of the condensate An important length scale that we will have to

consider throughout this research is the healing length of the condensate. This will determine

the scale over which changes can occur in the condensate and is important when looking at

the size of vortices.

In order to arrive at an expression for this length, we will look at a condensate in one

dimension, in the region x > 0. That is, we will assume that we have an infinite potential

in the region x < 0 and zero potential otherwise. The Gross-Pitaevskii equation for this
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system is:

− ℏ2

2m

d2ψ(x)

dx2
+ U0|ψ(x)|2ψ(x) = µψ(x). (1.27)

For this system, we will have the following boundary conditions. We require ψ(0) = 0

and ψ(∞) = ψ0, where ψ0 is a constant. What this means is that as we move away from

the wall at x = 0, ψ(x) approaches its bulk value, ψ0, at which the derivative of ψ(x) is

zero. As a result we can find a value for the chemical potential for this system by looking at

the system when ψ(x) = ψ0 and the derivative of ψ(x) is zero. Plugging this into equation

(1.27) gives the following for µ.

µ = U0|ψ0|2 = U0n. (1.28)

Here we approximate the absolute value of the condensate’s bulk value, |ψ0|2 as the

particle density, n.

Rearranging (1.27) and subbing in for µ, we get:

ℏ2

2m

d2ψ(x)

dx2
= −U0(|ψ0|2 − |ψ(x)|2)ψ(x). (1.29)

We will solve this equation in order to look at the wavefunction of this condensate, from

which we arrive at the healing length.

First we will multiply across by ψ′. By this notation, we mean the derivative of ψ(x)

with respect to x. We will also, for now, use ψ′′ to denote the second derivative with respect

to x. For our case here, we will also assume that ψ(x) is real and ψ′(x) > 0.

ψ′′ψ′ = −2mU0

ℏ2
(ψ2

0 − ψ2)ψ′ψ. (1.30)

We now integrate both sides with respect to ψ to get:

1

2
(ψ′)2 = −2mU0

ℏ2

[
1

2
ψ2
0ψ

2 − 1

4
ψ4 + C

]
. (1.31)

In order to determine the constant of integration, C, we must use the boundary conditions

of this system. Here, we will use that ψ(∞) = ψ0 which means that ψ′(∞) = 0. Plugging

this into (1.31) gives the following for C:

C = −1

4
ψ4
0 . (1.32)

We can then sub this back into (1.31) and simplify:

6



1

2
(ψ′)2 = −2mU0

ℏ2

[
1

2
ψ2
0ψ

2 − 1

4
ψ4 − 1

4
ψ4
0

]
,

= −mU0

ℏ2

[
ψ2
0ψ2 −

1

2
ψ4 − 1

2
ψ4
0

]
=
mU0

2ℏ2
(
ψ2 − ψ2

0

)2
=⇒ dψ

dx
=

√
mU0

ℏ2
(ψ2 − ψ2

0). (1.33)

We can rearrange this further and integrate both sides as shown below:

−
∫

dψ

(ψ2
0 − ψ2)

=

∫ √
mU0

ℏ2
dx

− 1

ψ0
arctanh

(
ψ

ψ0

)
=

√
mU0

ℏ2
x+D. (1.34)

To determine the constant of integration, D, we use the other boundary condition that

we have not yet used, which is that ψ(0) = 0. When we sub this into (1.34), we get that

D = 0. We can then rearrange (1.34) for ψ(x).

− 1

ψ0
arctanh

(
ψ

ψ0

)
=

√
mU0

ℏ2
x (1.35)

=⇒ ψ(x) = ψ0tanh

(
−ψ0

√
mU0

ℏ2
x

)
(1.36)

= −ψ0tanh

(
ψ0

√
mU0

ℏ2
x

)
(1.37)

We can suppress the minus sign into ψ0 out front. We also now substitute for n = |ψ0|2

inside the hyperbolic tangent function.

ψ(x) = ψ0tanh

(√
mnU0

ℏ2
x

)
. (1.38)

If we define ξ2 = ℏ2

2mnU0
, we can rewrite (1.38) in the following way:

ψ(x) = ψ0tanh

(
x√
2ξ

)
. (1.39)

We see that the general behaviour of this wavefunction is given by the hyperbolic tan

function. If x = 0, we see that the wavefunction is zero. However, if x >> ξ, then we

see that tanh
(
x√
ξ

)
approaches one and so the condensate wavefunction approaches its bulk
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value. Since this is happening on a scale of some number of lengths ξ, we say that ξ is the

healing length of the condensate over which the condensate reaches its bulk value.
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2 Hydrodynamic Equations for a Spinless Condensate

In order to gain some intuition for how vortices arise in Bose-Einstein condensates, let’s

first draw some parallels with fluid dynamics by formulating the Gross-Pitaevskii equation

in terms of hydrodynamic equations [26].

The starting point for this section is the time-dependent Gross-Pitaevskii equation given

by equation (1.25). If we multiply this by ψ∗(r⃗, t) and subtract the complex conjugate of

the resulting equation, we are left with:

∂|ψ|2

∂t
+∇ ·

[
ℏ

2mi
(ψ∗∇ψ − ψ∇ψ∗)

]
= 0, (2.1)

where we have used the product rule for differentiation and the identity:

∇2ψ = ∇ · (∇ψ). (2.2)

We have also suppressed the spatial and time dependence of ψ for notational convenience.

By inspecting equation (2.1), we see that it has the form of a continuity equation:

∂n

∂t
+∇ · (nv⃗) = 0, (2.3)

where n = |ψ|2 is the particle density and v⃗ is the velocity of the condensate given by:

v⃗ =
ℏ

2mi

(ψ∗∇ψ − ψ∇ψ∗)

|ψ|2
. (2.4)

Using the above, we can obtain two useful physical observables of the condensate by

rewriting the wave function in polar form:

ψ = feiϕ, (2.5)

where f = |ψ| and ϕ is the phase of the complex wave function.

From this, we get expressions for the particle density and velocity of the condensate:

n = f2, (2.6)

v⃗ =
ℏ
m
∇ϕ, (2.7)

where we have obtained the second expression by subbing (2.5) into (2.4).

From equation (2.7), we immediately see that the motion of the condensate corresponds

to potential flow and as a result the motion of the condensate is irrotational.

We can find equations of motion for the particle density and velocity of the condensate

by substituting (2.5) into the time-dependent Gross-Pitaevskii equation, (1.25):

9



− ℏ2

2m
∇2[feiϕ]+V (r⃗)feiϕ + U0|feiϕ|2feiϕ = iℏ

∂

∂t
[feiϕ], (2.8)

=⇒ ℏ2

2m
[−∇2f + (∇ϕ)2f − if∇2ϕ− 2i∇ϕ · ∇f ]eiϕ

+ V (r⃗)feiϕ + U0f
3eiϕ = iℏ

∂f

∂t
eiϕ − ℏ

∂ϕ

∂t
feiϕ. (2.9)

Splitting (2.9) into its real and imaginary components gives us the equations of motion

we are looking for. The imaginary part of (2.9) is:

− ℏ2

2m
[f∇2ϕ+ 2∇ϕ · ∇f ] = ℏ

∂f

∂t
,

−ℏ2

m
[f2∇2ϕ+ 2f∇ϕ · ∇f ] = 2fℏ

∂f

∂t
,

− ℏ
m
∇ · (f2∇ϕ) = ∂(f2)

∂t
,

(2.10)

where, in going from the second to third line, we have used the chain rule for differentiation

on the right hand side. On the left hand side, we have used the product rule identity for

the divergence operator:

∇ · (ψA⃗) = ψ∇ · A⃗+ A⃗ · ∇ψ, (2.11)

where ψ is a scalar field and A⃗ is a vector field.

Equation (2.10) is the continuity equation rewritten in terms of the scalar field ϕ and

particle density f2. The real part component of (2.9) is:

ℏ2

2m
[−∇2f + (∇ϕ)2f ] + fV (r⃗) + U0f

3 = −ℏ∂ϕ
∂t
f

− ℏ2

2mf
∇2f +

1

2
mv2 + V (r⃗) + U0f

2 = −ℏ∂ϕ
∂t
.

(2.12)

Equation (2.12) gives an equation of motion for the scalar potential ϕ. In order to get

an equation of motion for the velocity of the condensate, we take the gradient of this:

m
∂v⃗

∂t
= −∇

(
V (r⃗) + nU0 −

ℏ2

2m
√
n
∇2
√
n+

1

2
mv2

)
. (2.13)

In order to rewrite (2.13) in a form that is more familiar, we note that, for a uniform

condensate, the chemical potential is given as µ = nU0. To see this, examine the Gross-

Pitaevskii equation for a stationary state as given by (1.24), neglecting the kinetic and

potential energy terms but keeping the interaction potential. We can then use the Gibbs-

Duhem relation relating changes to the chemical potential of a system to changes in pressure

10



at zero temperature, dp = ndµ.

Using this, we can rewrite (2.13):

∂v⃗

∂t
= − 1

mn
∇p−∇

(
v2

2

)
+

1

m
∇
(

ℏ2

2m
√
n
∇2
√
n

)
− 1

m
∇V (r⃗). (2.14)

This equation is the analogue of the Euler equation for fluid dynamics. The usual form

of the Euler equation for a perfect fluid with irrotational flow is:

∂v⃗

∂t
= − 1

mn
∇p−∇

(
v2

2

)
− 1

m
∇V (r⃗). (2.15)

The only difference between equations (2.14) and (2.15) is the third term on the right

hand side of (2.14). This term is called the quantum pressure term and accounts for forces

due to spatial variations of the wave function of the condensed state.

We saw earlier in this section from equation (2.7) that the motion of the condensate is

irrotational and as such we would normally conclude from this that no vortices are present.

However, this is not the case here. Let’s consider the circulation of the condensate around

a closed loop, C.

τ =

∮
C

v⃗ · d⃗l = ℏ
m
∇ϕ · d⃗l. (2.16)

We can calculate this circulation by taking into account that the wavefunction of the

condensate must be single-valued. This means that if we go around a loop in the condensate

and end at the same point that we started, we must get the same value for the condensate

wavefunction at this point. This means that the change in the phase of the wavefunction,

∇ϕ, must be a multiple of 2π along a closed loop.∮
C

∇ϕ · d⃗l = 2πl. (2.17)

Subbing this into (2.16) gives:

τ =
2πℏl
m

=
ℏ
m
l. (2.18)

Therefore we see that the circulation is quantized in units of h
m . This means that we

can get one type of vortex in a spinless condensate. This vortex consists of a winding of

the phase of the wavefunction where the phase winds from zero to 2π an integer number of

times. We will arrive at this result again when we consider vortices in a condensate from

the point of view of homotopy theory in section (5).
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3 Spinor Bose-Einstein condensates

With the formalism of a spinless condensate set up in the previous sections; we can now take

a similar approach in order to deal with a system of bosons with spin. To do this, we will

follow the approach taken in [27] and first consider the Hamiltonian for this system. From

this, we will derive the Gross-Pitaevskii equation for a spinor Bose-Einstein condensate

coming from a mean-field approach. We note that some of the formalism here has been

previously dealt with for spin two in [28] and the interaction Hamiltonian for spin one has

been originally looked at in [29, 30].

3.1 Hamiltonian for a Spinor Bose-Einstein Condensate

3.1.1 General Setup for Spin-n Condensate

To start, consider a system of identical bosons with mass M and spin f . This system is

described by field operators Ψ̂m(r⃗), where m is the magnetic quantum number running from

−f to f and the field operators satisfy the canonical commutation relations:

[
Ψ̂m(r⃗), Ψ̂†

m′(r⃗
′)
]
= δmm′δ(r⃗ − r⃗ ′), (3.1)[

Ψ̂m(r⃗), Ψ̂m′(r⃗ ′)
]
=
[
Ψ̂†
m(r⃗), Ψ̂†

m′(r⃗
′)
]
= 0. (3.2)

As was done in the spinless case, we will first look at the non-interacting system. The

Hamiltonian for this is given by:

Ĥ0 =

∫
dr⃗

f∑
m,m′=−f

Ψ̂†
m

[
−ℏ2∇2

2M
+ V (r⃗)− p(fz)mm′ + q(f2z )mm′

]
Ψ̂m′ , (3.3)

which has the usual kinetic energy term and potential that the particles are in. The linear

and quadratic Zeeman terms, p and q, are included to allow for the presence of external

fields such as a magnetic field. Within these terms we are using the (m,m′) components of

the fz and f2z spin matrices, the spin matrices fν where ν = (x, y, z) for spin one and spin

two are listed below:

fx =
1√
2

0 1 0

1 0 1

0 1 0

 , fy =
i√
2

0 −1 0

1 0 −1
0 1 0

 , fz =

1 0 0

0 0 0

0 0 −1

 . (3.4)
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fx =



0 1 0 0 0

1 0
√

3
2 0 0

0
√

3
2 0

√
3
2 0

0 0
√

3
2 0 1

0 0 0 1 0


,

fy =



0 −i 0 0 0

i 0 −i
√

3
2 0 0

0 i
√

3
2 0 −i

√
3
2 0

0 0 i
√

3
2 0 −i

0 0 0 i 0


,

fz =


2 0 0 0 0

0 1 0 0 0

0 0 0 0 0

0 0 0 −1 0

0 0 0 0 −2

 .

(3.5)

Neglecting the Zeeman terms, the Hamiltonian in (3.3) has the same form as that of

the spinless case, however, we now sum over the different values of spin that the magnetic

quantum number can take.

Now, let’s include interactions in this system. Just like in the spinless case, we will

assume that the system is dilute and as a result, we will only consider interactions where a

particle at position r⃗ feels a force due to a particle at position r⃗ ′. This interaction is spin

conserving.

If we think of this interaction as the exchange of two particles, each with spin f , at

positions r⃗ and r⃗ ′, we can gain some insight into the form that the interaction Hamiltonian

should take. Following [27], consider two identical particles of spin f . If we exchange these

particles, the many body wave function picks up a phase factor of (−1)2f . At the same

time, the spin and orbital parts of the wave function will also change by (−1)F+2f and

(−1)L respectively, where F is the total spin of the two particles in question and L is the

relative orbital angular momentum of the particles. In order for the changes in the wave

function to be consistent, we must have that the changes in the many body wave function

equate to the combined changes in the spin and orbital parts of the wave function:

(−1)2f = (−1)F+2f · (−1)L

=⇒ (−1)F+L = 1,
(3.6)
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which tells us that the sum of the total spin and orbital angular momentum must be even.

Since we are considering a dilute system, we will only look at S-wave scattering between

the particles (L = 0) which means that the total spin, F , between the two interacting

particles must be even. Since the interaction is spin conserving, we can split the interaction

Hamiltonian into different spin channels:

Û =
∑

F=0,2,...,2f

Û (F ), (3.7)

where Û (F ) is the interaction Hamiltonian between two bosons whose total spin is F.

This means that we can find the full interaction Hamiltonian, Û , by examining the form

of the interaction Hamiltonian for each seperate spin channel and then adding these together.

To determine the form of Û (F ), consider the following operator that annihilates a pair

of bosons at positions r⃗ and r⃗ ′:

ÂFM(r⃗, r⃗ ′) =

f∑
m,m′=−f

⟨F,M|f,m; f,m′⟩Ψ̂m(r⃗)Ψ̂m′(r⃗ ′). (3.8)

This operator contains the Clebsch-Gordon coefficients for transforming from an uncou-

pled two-particle state, where both particles have spin f , to a coupled single particle state

with total spin F and magnetic quantum numberM.

It can be shown that, since the field operators Ψ̂m(r⃗) and Ψ̂m′(r⃗ ′) commute,

ÂFM(r⃗, r⃗ ′) = 0 when F is odd. This is due to the fact that odd F will give antisymmetric

Clebsch-Gordon coefficients when f is an integer. Therefore since m and m′ run through

all values from −f to f , we will get sums of pairs that are summing to zero. This suggests

that we can use (3.8) to construct Û (F ). Since we are thinking of this interaction as an

exchange of particles, we will need both creation and annihilation operators to remove

particles with a given spin, and then replace these particles with some possibly different

spin after interaction. This exchange should also contain a prefactor describing the strength

of interaction between the two particles. All in all, this means that we can take the following

form for the interaction Hamiltonian between two particles with total spin F :

Û (F ) =
1

2

∫
dr⃗

∫
dr⃗ ′U (F )(r⃗, r⃗ ′)

F∑
M=−F

Â†
FM(r⃗, r⃗ ′)ÂFM(r⃗, r⃗ ′). (3.9)

We have seen, from examining a spinless condensate, that this prefactor should take the

form of (1.7), where we again take a delta function interaction due to the system being

dilute. The only difference made to the prefactor we will take in this case is that we have

to account for the spin channel we are considering which is done by taking different S-wave

scattering lengths, aF , for each total spin F channel.

U (F )(r⃗, r⃗ ′) = gF δ(r⃗ − r⃗ ′), (3.10)
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where:

gF =
4πℏ2

M
aF . (3.11)

Putting all of this together, we find the full interaction Hamiltonian:

Û =
1

2

∫
dr⃗

∑
m1m2m′

1m
′
2

Cm1m2

m′
1m

′
2
Ψ̂†
m1

(r⃗)Ψ̂†
m2

(r⃗)Ψ̂m′
2
(r⃗)Ψ̂m′

1
(r⃗), (3.12)

where:

Cm1m2

m′
1m

′
2
=

4πℏ2

M

∑
F=0,2,...,2f

aF ⟨f,m1; f,m2|P̂F |f,m′
1; f,m

′
2⟩ (3.13)

P̂F =

F∑
M=−F

|F,M⟩⟨F,M|, (3.14)

P̂F is a projection operator onto a two body state with total spin F .

Before we work out the interaction hamiltonian for the specific examples of a spin one and

spin two condensate, we first introduce the following physical observables that we can relate

to (3.8) and as such write the interaction hamiltonian in terms of these physical observables

of the condensate. These are the total density operator:

n̂(r⃗) =

f∑
m=−f

Ψ̂†
m(r⃗)Ψ̂m(r⃗), (3.15)

the singlet-pair operator:

Â00(r⃗, r⃗
′) =

1√
2f + 1

f∑
m=−f

(−1)f−mΨ̂m(r⃗)Ψ̂−m(r⃗ ′), (3.16)

and the spin density operator:

F̂ν(r⃗) =

f∑
m,m′=−f

(fν)mm′Ψ̂†
m(r⃗)Ψ̂m′(r⃗ ′), (3.17)

where, in (3.17), (fν)mm′ are the (m,m′) components of the spin matrices fν , where ν =

x, y, z. In (3.16), the Clebsch-Gordon coefficient for F =M = 0 has been used:

⟨0, 0|f,m; f,m′⟩ = δm+m′,0
(−1)f−m√
2f + 1

. (3.18)

In order to relate these physical observables to ÂFM(r⃗, r⃗ ′), we start with the complete-
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ness relation for the projection operator given by (3.14):

1̂ =
∑
F

P̂F , (3.19)

and act the following operator on the left and right hand sides of (3.19):∑
m1m2m′

1m
′
2

Ψ̂†
m1

(r⃗)Ψ̂†
m2

(r⃗ ′)⟨f,m1; f,m2| · |f,m′
1; f,m

′
2⟩Ψ̂m′

2
(r⃗ ′)Ψ̂m′

1
(r⃗), (3.20)

where · denotes the left and right hand sides of (3.19). After acting with this on (3.19) and

using (3.15) and (3.8), we get:

: n̂(r⃗)n̂(r⃗ ′) : =
∑

F=0,2,...,2f

F∑
M=−F

Â†
FM(r⃗, r⃗ ′)ÂFM(r⃗, r⃗ ′), (3.21)

where :: represents normal ordering which puts annihilation operators to the right of creation

operators.

This gives us a relation between the total density operator and (3.8). In order to obtain

a relation between (3.8) and the spin density operator, we consider the inner product for

angular momentum:

f⃗1 · f⃗2 =
1

2
[(f⃗1 + f⃗2)

2 − f⃗21 − f⃗22 ]

=
1

2
f⃗2tot − f(f + 1)

=
1

2
F (F + 1)− f(f + 1),

(3.22)

where f⃗i is the total spin angular momentum vector for particle i, f is the spin quantum

number for f⃗i which in this case is the same for each f⃗i as we are considering identical

particles. F is the spin quantum number of the total spin angular momentum vector, f⃗tot.

Acting this on the completeness relation expression (3.19) gives:

f⃗1 · f⃗2 =
∑
F

[
1

2
F (F + 1)− f(f + 1)

]
P̂F . (3.23)

We then find the relation we are looking for by acting again with (3.20) on the left and

right hand side of (3.23). Substituting in for (3.17) and (3.8) in the resultant expression

gives:

: F̂ (r⃗) · F̂ (r⃗ ′) : =
∑

F=0,2,...,2f

[
1

2
F (F + 1)− f(f + 1)

] F∑
M=−F

Â†
FM(r⃗, r⃗ ′)ÂFM(r⃗, r⃗ ′), (3.24)
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where in obtaining the above, we used the following expression:

⟨f,m1; f,m2|f⃗1 · f⃗2|f,m′
1; f,m

′
2⟩ =

∑
ν=x,y,z

(fν)m1m′
1
· (fν)m2m′

2
. (3.25)

This gives us an expression relating the spin density operator and annihilation operator,

ÂFM(r⃗, r⃗ ′).

3.1.2 Interaction Hamiltonian for Spin-1 Condensate

We can now write out the relations above specifically for a spin-1 Bose-Einstein condensate

by filling in f = 1 in equations (3.21) and (3.24):

: n̂(r⃗) · n̂(r⃗ ′) : =
∑
M

Â†
2M(r⃗, r⃗ ′)Â2M(r⃗, r⃗ ′) + Â†

00(r⃗, r⃗
′)Â00(r⃗, r⃗

′), (3.26)

: F̂ (r⃗) · F̂ (r⃗ ′) : =
∑
M

Â†
2M(r⃗, r⃗ ′)Â2M(r⃗, r⃗ ′)− 2Â†

00(r⃗, r⃗
′)Â00(r⃗, r⃗

′). (3.27)

If we subtract (3.27) from (3.26) and rearrange, we find an expression involving all three

of our physical observables:

: n̂(r⃗) · n̂(r⃗ ′) : = : F̂ (r⃗) · F̂ (r⃗ ′) : +3Â†
00(r⃗, r⃗

′)Â00(r⃗, r⃗
′) (3.28)

This equation shows that we only have two independent operators describing the interaction

in a spin-1 condensate.

Using the above relations, we can work out the interaction Hamiltonian given by (3.7)

and (3.9). Since we are looking at spin-1 (f=1), (3.7) reduces to:

Û = Û0 + Û2. (3.29)

We then get expressions for Û0 and Û2 from (3.9):

Û (0) =
g0
2

∫
dr⃗Â†

00(r⃗)Â00(r⃗) (3.30)

Û (2) =
g2
2

∫
dr⃗

2∑
M=−2

Â†
2M(r⃗)Â2M(r⃗)

=
g2
2

∫
dr⃗
[
: n̂2(r⃗) : −Â†

00(r⃗)Â
†
00(r⃗)

]
.

(3.31)

Here, we have integrated over r⃗ ′ which sets r⃗ ′ = r⃗ due to the delta function interaction as

described by the expression for the interaction prefactor, (3.10). For conciseness, we adopt

the notation ÂFM(r⃗) = ÂFM(r⃗, r⃗). In going from the first to second line of (3.31) we have
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used equation (3.26).

Substituting (3.30) and (3.31) back into (3.29), we get the full expression for the inter-

action Hamiltonian of a spin-1 Bose-Einstein condensate:

Û =

∫
dr⃗

[
g2
2

: n̂2(r⃗) : +
g0 − g2

2
Â†

00(r⃗)Â00(r⃗)

]
,

=⇒ Û =
1

2

∫
dr⃗
[
c0 : n̂2(r⃗) : +c1 : F̂ 2(r⃗) :

]
.

(3.32)

Here, we have used (3.28) and have defined c0 and c1 in the following way:

c0 =
g0 + 2g2

3
,

c1 =
g2 − g0

3
.

(3.33)

The strength of interaction parameters, gF , are defined in (3.11).

3.1.3 Interaction Hamiltonian for spin-2 Condensate

In the same way that was done for a spin-1 condensate, we now find the interaction Hamil-

tonian for a spin-2 condensate by first evaluating equations (3.21) and (3.24) for f = 2:

: n̂(r⃗) · n̂(r⃗ ′) : =
∑
M

Â†
4M(r⃗, r⃗ ′)Â4M(r⃗, r⃗ ′) +

∑
M

Â†
2M(r⃗, r⃗ ′)Â2M(r⃗, r⃗ ′)

+ Â†
00(r⃗, r⃗

′)Â00(r⃗, r⃗
′), (3.34)

: F̂ (r⃗) · F̂ (r⃗ ′) : = 4
∑
M

Â†
4M(r⃗, r⃗ ′)Â4M(r⃗, r⃗ ′)− 3

∑
M

Â†
2M(r⃗, r⃗ ′)Â2M(r⃗, r⃗ ′)

− 6Â†
00(r⃗, r⃗

′)Â00(r⃗, r⃗
′). (3.35)

In a similar manner to the spin-1 case, we can combine the two equations above to obtain

a third relation. Here, we multiply (3.34) by four and subtract this from (3.35). Rearranging

this gives:

4 : n̂(r⃗) · n̂(r⃗ ′) : = : F̂ (r⃗) · F̂ (r⃗ ′) : + 7
∑
M

Â†
2M(r⃗, r⃗ ′)Â2M(r⃗, r⃗ ′) + 10Â†

00(r⃗, r⃗
′)Â00(r⃗, r⃗

′).

(3.36)

Comparing to the spin-1 case, where the interaction was described by two independent

operators, we see here from equation (3.36) that the interaction is described by three inde-

pendent operators.
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Using these relations along with (3.7) and (3.9), we find the interaction Hamiltonian for

a spin-2 condensate:

Û = Û (0) + Û (2) + Û (4),

=
1

2

∫
dr⃗

[
g0Â

†
00(r⃗)Â00(r⃗) + g2

2∑
M=−2

Â†
2M(r⃗)Â2M(r⃗) + g4

4∑
M=−4

Â†
4M(r⃗)Â4M(r⃗)

]
,

=
1

2

∫
dr⃗
[
c0 : n̂2(r⃗) : +c1 : F̂ 2(r⃗) : +c2Â

†
00(r⃗)Â00(r⃗)

]
,

(3.37)

where:

c0 =
4g2 + 3g4

7
,

c1 =
g4 − g2

7
,

c2 =
7g0 − 10g2 + 3g4

7
.

(3.38)

In going from line two to line three of (3.37), we have used (3.34) and (3.36) to eliminate

the expressions involving Â4M(r⃗, r⃗ ′) and Â2M(r⃗, r⃗ ′) in favour of the physical observables.

3.2 Gross-Pitaevskii Equation for a Spinor Condensate

Now that we have worked out the full Hamiltonian for a spinor condensate, we can do the

same thing as in the spinless case, and determine the energy for the system. Once we have

done this, we again minimize this energy, resulting in the time-independent Gross-Pitaevskii

equation for the ground state of the system.

To start, we need to expand the bosonic field operators, Ψ̂m(r⃗), in the Hamiltonian in

terms of a complete orthonormal set of basis functions, {ϕmi(r⃗)}, describing the spin degree

of freedom using the magnetic quantum number m running from −f to f in integer steps

and the spatial mode, i.

Ψ̂m(r⃗) =
∑
i

âmiϕmi(r⃗). (3.39)

Here, {âmi} are annihilation operators satisfying the canonical commutation relations:

[
âmi, â

†
m′j

]
= δmm′δij ,

[âmi, âm′j ] =
[
â†mi, â

†
m′j

]
= 0.

(3.40)

This setup ensures that the bosonic field operators still satisfy the canonical commutation
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relations given by (3.1) and (3.2).

As mentioned, the basis functions are orthogonal and satisfy the completeness relation:

∫
dr⃗ϕ∗mi(r⃗)ϕmj(r⃗) = δij ,∑
i

ϕmi(r⃗)ϕ
∗
mi(r⃗

′) = δ(r⃗ − r⃗ ′).
(3.41)

We consider a state vector that creates N bosons in a single spatial mode (i = 0),

superposed over all magnetic sublevels of the condensate:

|ζ⟩ = 1√
N !

 f∑
m=−f

ζmâ
†
m0

N

|vac⟩ (3.42)

We will find the general expression for the energy of a system in the state given by (3.42).

Once we find this, we will vary the prefactors ζm in order to minimize the energy and find

an equation for the ground state of the system.

In order to find the energy for the state |ζ⟩, we will need the following relations:

⟨ζ|Ψ̂†
m(r⃗)Ψ̂m′(r⃗ ′)|ζ⟩ = ψ∗

m(r⃗)ψm′(r⃗ ′), (3.43)

⟨ζ|Ψ̂†
m1

(r⃗1)Ψ̂
†
m2

(r⃗2)Ψ̂m′
2
(r⃗3)Ψ̂m′

1
(r⃗4)|ζ⟩ =

(
1− 1

N

)
ψ∗
m1

(r⃗1)ψ
∗
m2

(r⃗2)ψm′
2
(r⃗3)ψm′

1
(r⃗4),

(3.44)

where ψm(r⃗) =
√
Nζmϕm0(r⃗).

To see where these two relations come from, we will derive the second of the two as it

contains all the steps required to work out the first one along with steps only needed for the

second one.

Starting with the left hand side of equation (3.44), we expand this out into its full form

using (3.42) and (3.39):
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⟨ζ|Ψ̂†
m1

(r⃗1)Ψ̂
†
m2

(r⃗2)Ψ̂m′
2
(r⃗3)Ψ̂m′

1
(r⃗4)|ζ⟩ =

1

N !
⟨vac

∣∣∣∣∣∣∣
 f∑
m=−f

ζ∗mâm0

N
∣∣∣∣∣∣∣∑

i

â†m1i
ϕ∗m1i(r⃗1)

∑
i

â†m2i
ϕ∗m2i(r⃗2)

∑
i

âm3iϕm3i(r⃗3)

∑
i

âm4iϕm4i(r⃗4)

∣∣∣∣∣∣∣
 f∑
m=−f

ζmâ
†
m0

N
∣∣∣∣∣∣∣ vac⟩. (3.45)

We will evaluate this expression by breaking it down into a series of steps, the first of

these being: ∑
i

âm4iϕm4i(r⃗4)

∣∣∣∣∣∣∣
 f∑
m=−f

ζmâ
†
m0

N
∣∣∣∣∣∣∣ vac⟩ (3.46)

This first creates N particles, followed by an annihilation of any particle with magnetic

quantum number m4. We can see from (3.46) that since we only created particles in spatial

mode i = 0, the only nonzero contribution from this expression will be from the i = 0 term

of the sum acting on the N particle state. This means that the above expression is equivalent

to computing:

âm40ϕm40(r⃗4)

∣∣∣∣∣∣∣
 f∑
m=−f

ζmâ
†
m0

N
∣∣∣∣∣∣∣ vac⟩. (3.47)

To help calculate the above, we will relabel the terms in the following way and substitute

back after:

Â = âm40ϕm40(r⃗4), (3.48)

B̂ =

 f∑
m=−f

ζmâ
†
m0

 . (3.49)

This now reduces (3.47) to:

ÂB̂N |vac⟩ (3.50)

We would like to have Â acting on the vacuum before B̂ and so we must commute A

through each of the N B̂ operators.
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To start, let’s rewrite (3.50):

ÂB̂N |vac⟩ = ÂB̂B̂N−1|vac⟩,

= B̂ÂB̂N−1|vac⟩+
[
Â, B̂

]
B̂N−1|vac⟩,

= B̂ÂB̂B̂N−2|vac⟩+
[
Â, B̂

]
B̂N−1|vac⟩,

= B̂2ÂB̂N−2|vac⟩+ B̂
[
Â, B̂

]
B̂N−2|vac⟩+

[
Â, B̂

]
B̂N−1|vac⟩,

...

= B̂N Â|vac⟩+
N∑
n=1

B̂n−1
[
Â, B̂

]
B̂N−n|vac⟩.

(3.51)

In order to move the Â operator through each of the B̂ operators, we have used the definition

of the commutator and rearranged for ÂB̂:

ÂB̂ = B̂Â+
[
Â, B̂

]
. (3.52)

Since Â is actually an annihilation operator as defined by (3.48), the first term in the last

line of (3.51) goes to zero. We can express the second term of (3.51) by calculating the

commutator:

[
Â, B̂

]
=

âm40,

f∑
m=−f

ζmâ
†
m0

 . (3.53)

We can expand out the commutator on the right hand side as a sum of commutators of the

form: [
âm40ϕm40(r⃗4), ζmâ

†
m0

]
.

The only one of these that is nonzero is where m = m4:[
âm40ϕm40(r⃗4), ζm4

â†m40

]
= ϕm40(r⃗4)ζm4

[
âm40, â

†
m40

]
= ϕm40(r⃗4)ζm4

. (3.54)

Subbing this into the last line of (3.51) gives:

ÂB̂N |vac⟩ = ϕm40(r⃗4)ζm4

N∑
n=1

B̂n−1B̂N−n|vac⟩,

= ϕm40(r⃗4)ζm4

N∑
n=1

B̂N−1|vac⟩

= Nϕm40(r⃗4)ζm4B̂
N−1|vac⟩.

(3.55)

Subbing back in for the operator B̂ gives us the expression for the first step of (3.45) given
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by (3.46):

∑
i

âm4iϕm4i(r⃗4)

∣∣∣∣∣∣∣
 f∑
m=−f

ζmâ
†
m0

N
∣∣∣∣∣∣∣ vac⟩ = Nζm4ϕm40(r⃗4)

 f∑
m=−f

ζmâ
†
m0

N−1

|vac⟩.

(3.56)

The next step from (3.45) is to compute

∑
i

âm3iϕm3i(r⃗3)
∑
i

âm4iϕm4i(r⃗4)

∣∣∣∣∣∣∣
 f∑
m=−f

ζmâ
†
m0

N
∣∣∣∣∣∣∣ vac⟩,

=
∑
i

âm3iϕm3i(r⃗3)Nζm4
ϕm40(r⃗4)

 f∑
m=−f

ζmâ
†
m0

N−1

|vac⟩,

= N(N − 1)ζm3
ϕm30(r⃗3)ζm4

ϕm40(r⃗4)

 f∑
m=−f

ζmâ
†
m0

N−2

|vac⟩.

(3.57)

In going from the first to second line, we used (3.56). Then to go from the second to

third line, we again used (3.56), but this time replace N with N − 1, m4 with m3 and r⃗4

with r⃗3.

The remaining section of (3.45) is:

⟨vac

∣∣∣∣∣∣∣
 f∑
m=−f

ζ∗mâm0

N
∣∣∣∣∣∣∣
∑
i

â†m1i
ϕ∗m1i(r⃗1)

∑
i

â†m2i
ϕ∗m2i(r⃗2). (3.58)

This can be calculated by using the same steps as above, however, now acting operators

to the left instead of the right. Doing this and subbing back in for the full expression gives:

⟨ζ|Ψ̂†
m1

(r⃗1)Ψ̂
†
m2

(r⃗2)Ψ̂m′
2
(r⃗3)Ψ̂m′

1
(r⃗4)|ζ⟩ =

1

N !
⟨vac|

 f∑
m=−f

ζ∗mâm0

N−2

(N(N − 1))2ζ∗m1
ϕ∗m10(r⃗1)ζ

∗
m2
ϕ∗m20(r⃗2)ζm3

ϕm30(r⃗3)ζm4
ϕm40(r⃗4) f∑

m=−f

ζmâ
†
m0

N−2

|vac⟩. (3.59)
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In the above expression, we can calculate the following inner product:

⟨vac|

 f∑
m=−f

ζ∗mâm0

N−2 f∑
m=−f

ζmâ
†
m0

N−2

|vac⟩ = (N − 2)!. (3.60)

This can be seen by looking at the expression for the condensed state, |ζ⟩, given by (3.42).

This creates N particles and has a normalization factor of 1√
N !

so that ⟨ζ|ζ⟩ = 1. In this case

we are taking an inner product of a state creating N −2 particles but with no normalization

factor. If our condensed state |ζ⟩ did not have the normalization factor, then ⟨ζ|ζ⟩ would
equal N !. By this reasoning, we can see that the inner product we are looking at here must

evaluate to (N-2)!.

Therefore, we can rewrite (3.59) as:

⟨ζ|Ψ̂†
m1

(r⃗1)Ψ̂
†
m2

(r⃗2)Ψ̂m′
2
(r⃗3)Ψ̂m′

1
(r⃗4)|ζ⟩ = (N(N − 1))2

(N − 2)!

N !

ζ∗m1
ϕ∗m10(r⃗1)ζ

∗
m2
ϕ∗m20(r⃗2)ζm3

ϕm30(r⃗3)ζm4
ϕm40(r⃗4),

= N(N − 1)ζ∗m1
ϕ∗m10(r⃗1)ζ

∗
m2
ϕ∗m20(r⃗2)ζm3

ϕm30(r⃗3)ζm4
ϕm40(r⃗4),

=

(
1− 1

N

)
ψ∗
m1

(r⃗1)ψ
∗
m2

(r⃗2)ψm′
2
(r⃗3)ψm′

1
(r⃗4),

(3.61)

where, on the last line, we have made the substitution ψm(r⃗) =
√
Nζmϕm0(r⃗).

An extension which follows from (3.43) by a similar argument, that will be used in finding

the energy in the state |ζ⟩ is the following:

⟨ζ|Ψ̂†
m(r⃗)

(
−ℏ2∇2

2M

)
Ψ̂m′(r⃗ ′)|ζ⟩ = ψ∗

m(r⃗)

(
−ℏ2∇2

2M

)
ψm′(r⃗ ′) (3.62)

3.2.1 Mean field theory: Spin 1 condensate

Now that we have relations (3.43), (3.44) and (3.62), we can calculate the energy of the

system in the state |ζ⟩ by taking the expectation value of the Hamiltonian of the spin one

condensate with this state. The full Hamiltonian for the spin one system is the sum of

the non-interacting Hamiltonian, given by equation (3.3) with f = 1, and the interaction

Hamiltonian for spin one given by (3.32):

Ĥ = Ĥ0 + Û ,

=

∫
dr⃗

1∑
m,m′=−1

Ψ̂†
m

[
−ℏ2∇2

2M
+ V (r⃗)− p(fz)mm′ + q(f2z )mm

′
]
Ψ̂m′

+
1

2

∫
dr⃗
[
c0 : n̂2(r⃗) : +c1 : F̂ 2(r⃗) :

]
.

(3.63)
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The energy of this system in the state |ζ⟩ is therefore:

E[ψm] = ⟨ζ|Ĥ|ζ⟩,

=

∫
dr⃗

{
1∑

m=−1

ψ∗
m

[
−ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm +

c0
2
n2 +

c1
2
|F⃗ |2

}
,

(3.64)

where n is the particle density given by:

n = n(r⃗) = ⟨ζ|n̂(r⃗)|ζ⟩ =
1∑

m=−1

|ψm(r⃗)|2, (3.65)

and F⃗ = (Fx, Fy, Fz) is the spin density vector where:

Fν(r⃗) = ⟨ζ|F̂ν(r⃗)|ζ⟩,

=

1∑
m,m′=−1

ψ∗
m(r⃗)(fν)mm′ψm′(r⃗).

(3.66)

As mentioned earlier, fν are the spin matrices for ν = x, y, z. For spin one, the spin matrices

are given by the following irreducible representation:

fx =
1√
2

0 1 0

1 0 1

0 1 0

 , fy =
i√
2

0 −1 0

1 0 −1
0 1 0

 , fz =

1 0 0

0 0 0

0 0 −1

 . (3.67)

Using these and (3.66), we can work out the components of the spin density vector:

Fx =
1

2

[
ψ∗
1ψ0 + ψ∗

0

(
ψ1 + ψ−1

)
+ ψ∗

−1ψ0

]
, (3.68)

Fy =
i√
2

[
−ψ∗

1ψ0 + ψ∗
0

(
ψ1 − ψ−1

)
+ ψ∗

−1ψ0

]
, (3.69)

Fz = |ψ1|2 − |ψ−1|2. (3.70)

With all of this, we can now find an equation for the ground state of the system in a

similar way to what was done in section 1. Again, we will find the equation for the full

wavefunction by noting that minimizing with respect to either of ψm or ψ∗
m will give an

equivalent form of equation and so we choose to minimize with respect to ψ∗
m and to get an

equation for ψm.

An important note to make is that what we are really varying is ζm, the coefficient gov-

erning the distribution of bosons in each magnetic sublevel as introduced in the condensate
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state vector (3.42). This can be seen by looking at the definition of ψm(r⃗) defined from

equation (3.44).

In order to conserve partice number, we take the following constraint on the wavefunction:

G[ψ] =

∫ (
|ψ1|2 + |ψ0|2 + |ψ−1|2

)
dr⃗ = N. (3.71)

Above, we use ψ = (ψ1, ψ0, ψ−1).

Therefore, the expression we wish to minimize is the following functional:

K[ψ] =

∫ [
Ē(r⃗, ψ, ψ′)− µḠ(r⃗, ψ, ψ′)

]
dr⃗, (3.72)

where µ is a lagrange multiplier used to keep the number of particles constant. Ē is the

integrand of the energy functional given by (3.64) and Ḡ is the integrand of the constraint

given by (3.71).

To minimize this, we use the Euler-Lagrange equation for each ψm, m ∈ (1, 0,−1):

∂

∂ψ∗
m

(Ē − µḠ)− d

dr⃗

[
∂

∂(ψ∗
m)′

(Ē − µḠ)
]
= 0. (3.73)

To work out the Euler-Lagrange equation for each ψm, it is useful to break up the

integrand, Ē − µḠ into the following three parts:

Ē − µḠ =

1∑
m=−1

ψ∗
m

[
−ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm − µ

1∑
m=−1

|ψm|2 (3.74)

+
c0
2

(
1∑

m=−1

ψmψ
∗
m

)2

(3.75)

+
c1
2

[
F 2
x + F 2

y + F 2
z

]
. (3.76)

Looking at the full expression for the above integrand, we can see that there is no (ψ∗
m)′

dependence and so the second term in (3.73) is zero. This means that the Euler-Lagrange

equations reduce to the following:

∂

∂ψ∗
m

(Ē − µḠ) = 0. (3.77)

We now work out this derivative for each part of the integrand (Ē − µḠ), starting with
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(3.74):

∂

∂ψ∗
m

(
1∑

m=−1

ψ∗
m

[
−ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm − µ

1∑
m=−1

|ψm|2
)

=

[
−ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm − µψm, (3.78)

where m ∈ (1, 0,−1). The derivative with respect to ψ∗
m of (3.75) is:

∂

∂ψ∗
m

c0
2

(
1∑

m=−1

ψmψ
∗
m

)2
 = c0

(
1∑

m=−1

|ψm|2
)
ψm = c0nψm. (3.79)

Finally, we need to compute the derivative of (3.76) with respect to ψm. We will first

calculate this derivative for one component of the spin density vector:

∂F 2
ν (r⃗)

∂ψ∗
m

=
∂

∂ψ∗
m


 1∑
m,m′=−1

ψ∗
m(r⃗)(fν)mm′ψm′(r⃗)

2
 ,

= 2

 1∑
m,m′=−1

ψ∗
m(r⃗)(fν)mm′ψm′(r⃗)

( 1∑
m′=−1

(fν)mm′ψm′

)
,

= 2

1∑
m′=−1

Fν(fν)mm′ψm′ .

(3.80)

Again, this holds for each component of m ∈ (1, 0,−1). With this we can write out the full

derivative of (3.76) with respect to ψm:

∂

∂ψ∗
m

(c1
2

[
F 2
x + F 2

y + F 2
z

])
= c1

[ 1∑
m′=−1

Fx(fx)mm′ψm′ +

1∑
m′=−1

Fy(fy)mm′ψm′

+

1∑
m′=−1

Fz(fz)mm′ψm′

]
= c1

1∑
m′=−1

F⃗ · f⃗mm′ψm′ . (3.81)

Now that we have calculated the derivatives for each part of the integrand, K, we can sub

these back into the Euler-Lagrange equation (3.77) to obtain the multi-component Gross-

Pitaevskii equation for m ∈ (1, 0,−1), describing the ground state of a spin-one Bose-

Einstein condensate:[
−ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm + c0nψm + c1

1∑
m′=−1

F⃗ · f⃗mm′ψm′ = µψm. (3.82)

We can fill in for m ∈ (1, 0,−1) to write out the time-independent Gross-Pitaevskii
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equation for each ψm:

µψ1 =

[
−ℏ2∇2

2M
+ V (r⃗)− p+ q + c0n+ c1Fz

]
ψ1 +

c1√
2
F−ψ0, (3.83)

µψ0 =

[
−ℏ2∇2

2M
+ V (r⃗) + c0n

]
ψ0 +

c1√
2
F+ψ1 +

c1√
2
F−ψ−1, (3.84)

µψ−1 =

[
−ℏ2∇2

2M
+ V (r⃗) + p+ q + c0n− c1Fz

]
ψ−1 +

c1√
2
F+ψ0. (3.85)

In the above expressions we have used:

F± = Fx ± iFy. (3.86)

In the same way as was done for the spinless case, we can generalize (3.82) to the time-

dependent Gross-Pitaevskii equations.

iℏ
∂ψ1

∂t
=

[
−ℏ2∇2

2M
+ V (r⃗)− p+ q + c0n+ c1Fz

]
ψ1 +

c1√
2
F−ψ0, (3.87)

iℏ
∂ψ0

∂t
=

c1√
2
F+ψ1 +

[
−ℏ2∇2

2M
+ V (r⃗) + c0n

]
ψ0 +

c1√
2
F−ψ−1 (3.88)

iℏ
∂ψ−1

∂t
=

c1√
2
F+ψ0 +

[
−ℏ2∇2

2M
+ V (r⃗) + p+ q + c0n− c1Fz

]
ψ−1. (3.89)

3.2.2 Mean field theory: Spin 2 condensate

The procedure for arriving at the Gross-Pitaevskii equation for a spin 2 condensate is the

exact same as in the spin 1 case, detailed in section 3.2.1. As such, the steps will be given

here without as much detail as to why each step is carried out.

The hamiltonian for the spin 2 system is obtained from (3.3) with f = 2 and (3.37):

Ĥ = Ĥ0 + Û ,

=

∫
dr⃗

2∑
m,m′=−2

Ψ̂†
m

[
−ℏ2∇2

2M
+ V (r⃗)− p(fz)mm′ + q(f2z )mm

′
]
ψ

+
1

2

∫
dr⃗
[
c0 : n̂2(r⃗) : +c1 : F̂ 2(r⃗) : +c2Â

†
00(r⃗)Â00(r⃗)

]
. (3.90)

The energy of the system in the state |ζ⟩ is given by the expectation value of the Hamiltonian
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(3.90) in the state |ζ⟩:

E [ψm] = ⟨ζ|Ĥ|ζ⟩,

=

∫
dr⃗

{ 2∑
m=−2

ψ∗
m

[
−ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm +

c0
2
n2 +

c1
2
|F⃗ |2 + c2

2
|A00|2

}
.

(3.91)

Here we have used A00 = ⟨ζ|Â00(r⃗)|ζ⟩ = 1√
5

[
2ψ2(r⃗)ψ−2(r⃗)− 2ψ1(r⃗)ψ−1(r⃗) + ψ2

0(r⃗)
]
. The

particle density and spin density vector are defined in a similar manner to the spin one case:

n = n(r⃗) = ⟨ζ|n̂(r⃗)|ζ⟩ =
2∑

m=−2

|ψm(r⃗)|2. (3.92)

F⃗ = (Fx, Fy, Fz), where:

Fν(r⃗) = ⟨ζ|F⃗ν(r⃗)|ζ⟩

=

2∑
m,m′=−2

ψ∗
m(r⃗)(fν)mm′ψm′(r⃗).

(3.93)

For spin two, the spin matrices, fν , are given by the following matrices:

fx =



0 1 0 0 0

1 0
√

3
2 0 0

0
√

3
2 0

√
3
2 0

0 0
√

3
2 0 1

0 0 0 1 0


,

fy =



0 −i 0 0 0

i 0 −i
√

3
2 0 0

0 i
√

3
2 0 −i

√
3
2 0

0 0 i
√

3
2 0 −i

0 0 0 i 0


,

fz =


2 0 0 0 0

0 1 0 0 0

0 0 0 0 0

0 0 0 −1 0

0 0 0 0 −2

 .

(3.94)

Using these and equation (3.93), we can work out the components of the spin density

vector:
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Fx = ψ∗
2ψ1 + ψ∗

1ψ2 +

√
3

2
ψ∗
1ψ0 +

√
3

2
ψ∗
0ψ1 +

√
3

2
ψ∗
0ψ−1

+

√
3

2
ψ∗
−1ψ0 + ψ∗

−1ψ−2 + ψ∗
−2ψ−1, (3.95)

Fy = i

[
− ψ∗

2ψ1 + ψ∗
1ψ2 −

√
3

2
ψ∗
1ψ0 +

√
3

2
ψ∗
0ψ1 −

√
3

2
ψ∗
0ψ−1

+

√
3

2
ψ∗
−1ψ0 − ψ∗

−1ψ−2 + ψ∗
−2ψ−1

]
, (3.96)

Fz = 2|ψ2|2 + |ψ1|2 − |ψ−1|2 − 2|ψ−2|2. (3.97)

We again compute the Euler-Lagrange equations in order to minimize the energy func-

tional. We still want to conserve particle number and so we minimize subject to the following

constraint:

G[ψ] =

∫
(|ψ2|2 + |ψ1|2 + |ψ0|2 + |ψ−1|2 + |ψ−2|2)dr⃗ = N. (3.98)

The Euler-Lagrange equation is then given by equation (3.73) but now with

ψ = (ψ2, ψ1, ψ0, ψ−1, ψ−2), Ē being the integrand of (3.91) and Ḡ being the integrand of

(3.98).

Like in the spin one case, since there is no (ψ∗
m)′ dependence, the Euler-Lagrange equation

reduces to setting the derivative of Ē − µḠ to zero.

From the spin one case, we have already worked out general expressions for most of these

derivatives. The only difference here is that the sums over m now run from −2 to 2 and the

components of the spin matrix are now given by (3.94). The only term that we have left to

work out is the spin singlet interaction term:

∂

∂ψ∗
m

|A00|2 =
∂

∂ψ∗
m

[
A00

(
1√
5

2∑
m=−2

(−1)f−mψ∗
mψ

∗
−m

)]
,

=
2√
5
A00(−1)f−mψ∗

−m.

(3.99)

Subbing in for all of the derivative terms and setting to zero gives the components of the

Gross-Pitaevskii equation for a spin two condensate, listed in the order m = 2, 1, 0,−1,−2:
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µψ2 =

[
−ℏ2∇2

2M
+ V (r⃗)− 2p+ 4q + c0n+ 2c1Fz

]
ψ2 + c1F−ψ1 +

c2√
5
A00ψ

∗
−2, (3.100)

µψ1 =

[
−ℏ2∇2

2M
+ V (r⃗)− p+ q + c0n+ c1Fz

]
ψ1

+ c1

(√
3

2
F−ψ0 + F+ψ2

)
− c2√

5
A00ψ

∗
−1, (3.101)

µψ0 =

[
−ℏ2∇2

2M
+ V (r⃗) + c0n

]
ψ0 + c1

(√
3

2
F+ψ1 +

√
3

2
F−ψ−1

)
+

c2√
5
A00ψ

∗
0 , (3.102)

µψ−1 =

[
−ℏ2∇2

2M
+ V (r⃗) + p+ q + c0n− c1Fz

]
ψ−1

+ c1

(√
3

2
F+ψ0 + F−ψ−2

)
− c2√

5
A00ψ

∗
1 , (3.103)

µψ−2 =

[
−ℏ2∇2

2M
+ V (r⃗) + 2p+ 4q + c0n− 2c1Fz

]
ψ−2 + c1F+ψ−1 +

c2√
5
A00ψ

∗
2 . (3.104)

In these expressions, we have again used the expression given by (3.86), however in this

case, the expressions for Fx and Fy are the spin 2 forms given by (3.95) and (3.96).

Again, these can be generalized to the time dependent Gross Pitaevskii equations for

spin two:

iℏ
∂ψ2

∂t
=

[
−ℏ2∇2

2M
+ V (r⃗)− 2p+ 4q + c0n+ 2c1Fz

]
ψ2 + c1F−ψ1 +

c2√
5
A00ψ

∗
−2, (3.105)

iℏ
∂ψ1

∂t
=

[
−ℏ2∇2

2M
+ V (r⃗)− p+ q + c0n+ c1Fz

]
ψ1

+ c1

(√
3

2
F−ψ0 + F+ψ2

)
− c2√

5
A00ψ

∗
−1, (3.106)

iℏ
∂ψ0

∂t
=

[
−ℏ2∇2

2M
+ V (r⃗) + c0n

]
ψ0 + c1

(√
3

2
F+ψ1 +

√
3

2
F−ψ−1

)
+

c2√
5
A00ψ

∗
0 ,

(3.107)

iℏ
∂ψ−1

∂t
=

[
−ℏ2∇2

2M
+ V (r⃗) + p+ q + c0n− c1Fz

]
ψ−1

+ c1

(√
3

2
F+ψ0 + F−ψ−2

)
− c2√

5
A00ψ

∗
1 , (3.108)

iℏ
∂ψ−2

∂t
=

[
−ℏ2∇2

2M
+ V (r⃗) + 2p+ 4q + c0n− 2c1Fz

]
ψ−2 + c1F+ψ−1 +

c2√
5
A00ψ

∗
2 .

(3.109)
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4 Ground state phases

In this section, we will list some of the different types of phases that can be observed in a

spinor Bose-Einstein condensate based on the magnetization of the system. These results

have been obtained from [27].

We will first look at this for a spin one condensate; considering the phases that arise

with and without the presence of an external magnetic field. Building on this, we will look

at the different types of phases present in a spin two condensate without the presence of

an external magnetic field, which is more varied than the spin one analogue. It will be

particularly important to understand the phases for both spin one and spin two condensates

without an external magnetic field as it will be these phases that we consider when we look

at the different types of vortices that can be hosted within these systems.

4.1 Spin One Ground State Phases

We first start by looking at the ground state phases of a spin one condensate without

an external magnetic field. The governing factor for deciding the magnetization of the

system and thus the phase that the condensate is in is the energy functional for a spin one

condensate, which is shown here again for convenience:

E[Ψ̂m] =

∫
dr⃗

{
1∑

m=−1

ψ∗
m

[
−ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm +

c0
2
n2 +

c1
2
|F⃗ |2

}
. (4.1)

The ground state of the system will minimize this energy and so we can use this result to

decide what the phase of the condensate is for different values of c1. We will look at this

first for a uniform system (V (r⃗) = 0, ∇2ψm = 0). Since we are first only considering the

condensate without an external magnetic field, we also have that the Zeeman terms are zero

(p = q = 0). Since we are looking at a uniform system with a fixed number density n, we

can renormalize the order parameter in the following way:

ψm =
√
nζm, (4.2)

where ζm is a normalized spinor. Furthermore, since we are looking at a uniform system,

where we are neglecting the potential and kinetic energy terms, the entire normalized spinor

becomes constant in space, leaving us with the following to minimize:

c0
2
n2 +

c1
2
|F⃗ |2 (4.3)

With this, we can define the spin expectation value per particle:

f⃗ =
∑
mm′

ζ∗mf⃗mm′ζm′ , (4.4)
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where this is related to the spin density (3.66) through F⃗ = nf⃗ and f⃗mm′ is a vector whose

components are the spin one matrices given by (3.67).

Since we are dealing with a spin one condensate, we can see that the maximum value

that |f⃗ | can take is |f⃗ | = 1 and the minimum value it can take is |f⃗ | = 0. With this we can

see that there are two different phases for a spin one condensate with no external magnetic

field that depend on what value is assigned to c1 (ie: whether or not the spin interaction is

attractive or repulsive):

c1 < 0 |f⃗ | = 1 Ferromagnetic ζ = (1, 0, 0)T or ζ = (0, 0, 1)T

c1 > 0 |f⃗ | = 0 Antiferromagnetic ζ = (1, 0, 1)T /
√
2 or ζ = (0, 1, 0)T .

The final column above lists a representative spinor for the phase in question where the

general format is ζ = (ζ1, ζ0, ζ−1)
T for a spin one condensate.

We will briefly revisit the ferromagnetic phase of a spin one condensate later when we

look at vortices for this system.

Now, we consider the different phases that are possible for a spin one condensate in the

presence of an external magnetic field. Here, we will just summarize what these phases are

rather than derive them as we will not be working with them past this section and will only

use them when discussing different phases in the cores of some vortices present in a spin one

condensate. This is described in section (5). The procedure for finding these phases is well

documented between [27] and [31].

For a spin one condensate in the presence of an external magnetic field, we get the

following five phases:

Phase Order Parameter fz

Ferromagnetic (1) (eiχ1 ,0,0) 1

Ferromagnetic (2) (0, 0, eiχ−1) -1

Antiferromagnetic

(
eiχ1

√
1
2

(
1 + p

c1n

)
, 0, eiχ−1

√
1
2

(
1− p

c1n

))
p
c1n

Polar (0,eiχ0 ,0) 0

Broken Axisymmetry See Ref. [31] p(−p2+q2+2qc1n)
2c1nq2

4.2 Spin 2 Ground State Phases

We will now look at the ground state phases for a spin two condensate without the presence

of an external magnetic field. Comparing with the spin one case, we have a wider array of

phases possible due to both the spin density and spin singlet density varying. This means

that the phase of the condensate depends on the values of the interaction parameters c1 and

c2. We list the phase that the condensate lies in when these parameters take on different

values, as well as the representative order parameter for each phase.
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Phase Order Parameter Interaction Parameters

Ferromagnetic (1, 0, 0, 0, 0)T c1 < 0, c2 > 0

Uniaxial Nematic (0, 0, 1, 0, 0)T c1 > 0, c2 < 0

Biaxial Nematic (1, 0, 0, 0, 1)T /
√
2 c1 > 0, c2 < 0

Cyclic (1/2, 0, i/
√
2, 0, 1/2)T c1 > 0, c2 > 0

Note that the uniaxial and biaxial nematic phases of the condensate occur in the same

space of interaction parameter values, however we can see by using the graphical represen-

tation described in the next section that these phases have different symmetries and are

therefore different. Since the method described for finding these states is for a uniform

system, we are here only minimizing:

c0
2
n2 +

c1
2
|F⃗ |2 + c2

2
|A00|2. (4.5)

When we only look at the minimization of this part of the energy functional, it is difficult

to see how the system chooses between which of these phases to be in when the interaction

parameters are set appropriately. However, since a simplified approach of a uniform system

has been taken here as well as looking at a condensate through mean field theory, we note

that going beyond these simplifications must cause one of these two phases to be favoured

in certain situations.

4.3 Graphical Representation of a Bose-Einstein Condensate

In certain cases it is useful to have some sort of graphical representation of the condensate.

Two such reasons that will be used in this research are to see what phase of the wavefunction

we are in and to determine whether there is a winding within the condensate in spin space

and phase space, suggesting the presense of a vortex. We will see more on this later in

section (5), however for now we will just detail the spherical harmonic representation of a

spinor condensate which gives a nice graphical picture [27].

The motivation for using spherical harmonics comes from the fact that they are used to

describe integer spin states. In our case, since we have different spin channels, we can take

the following expression to describe the state of the system:

Ψ(θ, ϕ) =
∑
m

ψmY
m
f (θ, ϕ), (4.6)

where f is the spin of the particles in the condensate, for us we will only be looking at

spin f = 1 and f = 2 condensates; m is the magnetic quantum number describing the spin

channel the particles are in, for example, for a spin two condensate, m runs from −2 to

2. ψm is the wavefunction for the spin m state. Y mf (θ, ϕ) is the spherical harmonic for

spin quantum number f and magnetic quantum number m that depends on the spherical

coordinate angles θ and ϕ.
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z

y

Figure 1: Spherical harmonic representation for cyclic representative order parameter.

We can use this expression to get a graphical representation of what phase of the con-

densate we are in by taking surface plots of |Ψ(θ, ϕ)|2 on top of which we plot the complex

phase of Ψ(θ, ϕ) as a representation of the phase of the condensate. We show some examples

of this graphical representation for some of the phases of a spin two condensate in figures

(1) and (2).
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Figure 2: Spherical harmonic representation for biaxial nematic representative order param-
eter.
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5 Vortices in Spinor Bose-Einstein Condensates

When reviewing the setup and properties of spinless condensates in the first two sections, we

briefly discussed the possibility of vortices being hosted. Although we saw that the spinless

condensate was irrotational from the hydrodynamic equations, we could still get a vortex

that caused an integer winding in the complex phase of the wavefunction due to its single-

valuedness. Similarly in spinor condensates, we can discuss the possibility of vortices being

hosted. However, here, the variety of vortices that can be realized is much more diverse

where we see both mass and spin circulation can occur. As we will see, this variety comes

from the fact that we now have spin degrees of freedom that were not present in the spinless

condensate. A hydrodynamic approach can be taken to look at spinor condensates which

can then be used to obtain information about vortices, however we will not look at this here.

Details of the hydrodynamic approach for spinor condensates can be found in [27]. Instead

we will study vortices in different phases of a spinor condensate through homotopy theory

as well as group theory. Before doing this, we will look at how we can describe different

phases of the condensate by using symmetry considerations which will be useful when we

go to classifying vortices in these different phases.

5.1 Symmetries of spinor bose-einstein condensates

In order to describe the vortices that can be hosted in a spinor condensate, we first need a

way of describing the different phases of the relevant condensate that were discussed earlier.

We follow [27] for this discussion and the sections to follow. To do this we will consider

what symmetries remain when we restrict ourselves to the phase in question.

First of all, let’s consider the full space that describes a spin f condensate. We have

seen previously that we can describe a state in this space with an order parameter Ψ that

is made up of a set of 2f + 1 complex amplitudes:

Ψ = (ψ−f , ψ−f+1, . . . , ψf )
T (5.1)

As an example, we know that the order parameter for a spin one condensate is Ψ =

(ψ1, ψ0, ψ−1).

We can see that this general order parameter can move in a spaceM = C2f+1. We call

this space,M, the order parameter manifold for a spin f condensate.

With this, we can look at the symmetries that are present in this system. We do this by

finding a group, G, that acts onM and leaves the energy of the system invariant.

This is done by noting that the energy functional of a spin f condensate, with no external

magnetic field, is invariant under the following:

1. SO(3) rotations in spin space.

2. U(1) gauge transformations.

39



This means that the full symmetry group of a spin f condensate is G = SO(3)× U(1).

With this, we see that any element, g ∈ G has the following form:

g = eiϕe−ifzαe−ifyβe−ifzγ , (5.2)

where α,β and γ are the Euler angles in ZYZ format [32], and fν are the spin matrices

with ν = (x, y, z). We will discuss the Euler angles in more detail when we look at how to

implement specific vortices numerically.

Now, let’s restrict ourselves to a certain phase of the condensate and look at how to

describe its order parameter manifold. We restrict ourselves by only considering certain

spinors, ζ ∈M. How can we classify this phase? If we take a representative order parameter

from this phase, say ζ0, and act with a group element of G, we should reach another order

parameter that also describes the phase of the condensate that we have restricted ourselves

to since the group G leaves the energy of the system invariant. Looking at all elements that

we can obtain by acting different elements of G on our representative order parameter, ζ0

is called the orbit of ζ0:

M0(ζ0) = {gζ0|g ∈ G}. (5.3)

As an example, we can look at the ferromagnetic phase of a spin one condensate. A

representative order parameter for this phase is Ψ = (1, 0, 0). By using the orbit of this

spinor, we can obtain a general spin vector representing the ferromagnetic phase of a spin

one condensate:

ζ = eiϕe−ifzαe−ifyβe−ifzγ

1

0

0

 ,

= ei(ϕ−γ)

e
−iαcos2(β2 )
1√
2
sin(β)

eiαsin2(β2 )

 . (5.4)

Here, we have used the 3-dimensional SU(3) spin matrix to represent e−ifzαe−ifyβe−ifzγ

which is given by [32].

U3(α, β, γ) =


e−i(α+γ) cos2(β2 ) − e

−iα
√
2

sin(β) e−i(α−γ) sin2(β2 )
e−iγ
√
2
sin(β) cos(β) − e

iγ
√
2
sin(β)

ei(α−γ) sin2(β2 )
eiα√

2
sin(β) ei(α+γ) cos2(β2 )

 (5.5)

We will list the five-dimensional matrix for spin two, in a later section.

From this, we see that we can describe the order parameter manifold of a certain phase

of the condensate if we know the orbit of the representative spinor for this phase.
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Can we find a nice, tidy expression for the orbit of ζ0? One way to do this is by

introducing the stabilizer or isotropy group of ζ0, written Hζ0 which is the group of elements,

g ∈ G that, when acted on ζ0, leave it invariant.

Hζ0 = {g ∈ G|gζ0 = ζ0}. (5.6)

Next, we consider a map from the full symmetry group G to the orbit of ζ0 defined by:

ϕ : G→M0(ζ0), (5.7)

ϕ(g) = gζ0. (5.8)

It is clear that this map is onto by definition of the map ϕ and by definition of the orbit.

We now note that this map is constant on cosets of the stabilizer, Hζ0 . We can see this

by taking two elements, h1, h2 ∈ Hζ0 and acting gh1 and gh2 on ζ0 for g ∈ G. Since h1 and

h2 leave ζ0 invariant. We see that acting with gh1 or gh2 on ζ0 just leaves us with gζ0 for

g ∈ G, therefore showing that the map ϕ is constant on cosets of the stabilizer.

This means that every coset of Hζ0 gets sent to an element of the orbit, M0(ζ0) and so

we choose to look at this map instead.

ϕ′ : G/Hζ0 →M0(ζ0), (5.9)

ϕ′(gHζ0) = gζ0, g ∈ G. (5.10)

It follows from the map ϕ that ϕ′ is onto. if we can show that ϕ′ is 1-1 then we will have

a bijective correspondence between the orbit of ζ0 and the cosets of the stabilizer group of

ζ0. We can do this by taking two elements g1, g2 ∈ G and assume that ϕ′ sends g1 and g2

to the same element of the orbit of ζ0, that is:

g1ζ0 = g2ζ0, (5.11)

=⇒ g−1
1 g2ζ0 = ζ0, (5.12)

=⇒ g−1
1 g2 ∈ Hζ0 , (5.13)

=⇒ g1Hζ0 = g2Hζ0 . (5.14)

As we can see, if we assume that two elements in G are sent to the same element of the

orbit, the only way that this can happen is if those two elements belong to the same coset

of the stabilizer and so we see that the map ϕ′ is 1-1 and since we already know this map is

onto, we can conclude that we have the following bijection:
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M0(ζ0) ∼ G/Hζ0 . (5.15)

From this, we see that we can write the order parameter manifold for a certain phase of

the condensate, described by the representative order parameter, ζ0, as:

R = G/Hζ0 . (5.16)

5.2 Describing vortices in a certain phase

Now that we have a way of describing the order parameter manifold for a certain phase of

a condensate, we can look at how we describe vortices within such a phase. We will classify

vortices using loops within the condensate. A loop is defined as the image of a map from

a loop in real space to the order parameter manifold, R. For example, in 2-dimensional

space, the map would be from the circle to the order parameter manifold, f : S1 → R. Put
more rigorously, a loop l is a map from the interval [0, 1] to the order parameter manifold,

R where l(0) = l(1) = x0 ∈ R. x0 is called the base point of a loop. If two loops l1 and l2

share the same base point, x0, and one can be deformed into the other, then the two loops

are said to be homotopic to each other. We can already see how these loops might describe a

vortex in two-dimensions. If we look at how the order parameter is changing along a closed

loop, we can think of that as looking at how the condensate is circulating around this loop,

whether this be a spin or mass circulation. We know that we could have two vortices that

are the same but at different regions in the condensate. In this case we would like to be able

to identify these as the same vortex using the loop classification given above. To do this we

will say that two loops that can be continuously deformed into each other without sharing a

base point are freely homotopic to one another. We will use this in a few moments where we

will not specify the base point we are using. For now though we will keep the base point and

consider loops that are homotopic to each other. We can easily see that homotopy forms

an equivalence relation by checking the conditions of reflexivity, symmetry and transitivity.

This means that we can classify loops into equivalence classes known as homotopy classes

in which we consider all loops in a certain homotopy class to be essentially the same. The

homotopy class of a loop, l, is denoted as [l].

What if we want to know what happens if we bring two vortices together. To do this, we

need to have some idea of what happens if we traverse one loop and then another. This idea

is depicted in figure (3) where we start at a base point x0, traverse a loop in the homotopy

class [l1] and then traverse a loop in the homotopy class [l2]. We can describe this operation

by taking the product [l1] · [l2] = [l1 · l2]. It is worth noting that we do not need to return

to the base point when traversing a loop within the homotopy group [l1 · l2].
We see that this set has an identity element given by [e], in which all points on the circle

map to the base point x0. We also have an inverse loop [l−1] where we traverse a loop in [l]

in the opposite direction.
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x0

l1
l2

Figure 3: Demonstration of taking a product of two loops [l1] · [l2].

We see that since the set of homotopy classes has a closed product, an identity element

and an inverse, this set and product form a group known as the fundamental group or first

homotopy group of R at x0, π1(R, x0). Since we will be working in two-dimensions, we

need only concern ourselves with this group, however there are other homotopy groups that

can be considered when working in higher dimensions such as π2(R, x0) where points on a

sphere are mapped to an order parameter manifold.

As stated earlier, we want to be able to identify vortices that are the same even if they

are in different regions of space and as a result we will refrain from choosing a specific base

point from here on out and just consider the fundamental group of R, π1(R). We can do

this due to the fact that any fundamental group at some base point is isomorphic to the

fundamental group at R as shown in [33]. Another fact that we will use that is shown in

[33], is that if the fundamental group of R is non-abelian, then freely homotopic classes

correspond to the conjugacy classes of the fundamental group. That is, two non-abelian

vortices that are conjugate to each other are indistinguishable as far as homotopy theory is

concerned. It is worth noting that if we wish to merge to vortices together, we will have

to consider the exact base point for this operation again in order to use the group product

discussed above, however, if we are just looking at a single vortex type, it is permissible to

not specify the base point.

We will now look at how we can obtain the fundamental group for different phases of a

condensate and how we can then use that to classify vortices. First, we will discuss this in

general, followed by examples in both spin one and spin two.

We know that in order to describe vortices, we want to look at the fundamental group

of the order parameter manifold for a certain phase of the condensate. Recall from section

(5.1) that the order parameter manifold for the phase of a condensate with stabilizer group

H is given by R = G/H where G is the full symmetry group of a spin f condensate and H

is the symmetry group left in the system when we restrict to a certain phase. So we would

like to find the fundamental group of G/H, given by π1(G/H). It is elements of this group

that represent the different types of vortices present in the current phase of the condensate.

As mentioned above, if this group is non-abelian, then it is conjugacy classes of this group
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that describe the different types of vortices that can be hosted.

We can write the fundamental group, π1(G/H) in a way that will be nicer to deal with

by using a key identity which is stated and proved in [33]. If G is both connected and simply

connected, and H is a subgroup of G, then the following holds:

π1(G/H) ∼ π0(H) (5.17)

If H is a discrete group then it follows that π0(H) = H.

This means that as long as the conditions above hold, we can characterize vortices by

the elements of the symmetry group H of a particular phase. We will use this in some of

the examples given in the next section.

5.3 Examples of vortices in Bose-Einstein condensates

We will now provide some examples, illustrating how the above is used practically in de-

scribing the different types of vortices that can be observed in both spinless and spinor

condensates. Some of these examples, particularly in spin two, will be used in later sections

and so this section also serves as an introduction to some background material for upcoming

sections.

5.3.1 Vortices in a spinless condensate

Here, we revisit looking at the different types of vortices that can be hosted in a spinless

condensate. As we have already seen, it turns out that only one type of vortex can be

realized in this system. We will again come to this conclusion by considering the different

types of vortices accommodated by a spinless condensate from the viewpoint of homotopy

theory described above. To do this we follow the series of steps described below.

First, we need to determine the order parameter manifold for a spinless condensate.

We have seen previously that the order parameter for a spinless condensate takes the form

ψ = |ψ|eiϕ and as such we can easily see that the order parameter manifold for a spinless

condensate is given by R = U(1).

Once we know this, we want to classify loops within this system which will then corre-

spond to the different types of vortices the system can host. To do this, we need to find the

fundamental group of U(1). Since we know that U(1) ∼ S1 and π1(S
1) = Z, it follows that

π1(U(1)) = Z.
We see that this gives us exactly the same result as was discussed in section (2). Namely,

the one type of vortex is characterized by a winding number that tells us how many times

we have wound around the unit circle. Linking this back to our previous discussion, it tells

us that the circulation of a vortex in a spinless condensate is quantized which is exactly

what we observed earlier.

44



5.3.2 Vortices in a spin one condensate

Once we introduce spin degrees of freedom, there is a much wider variety of vortices that can

be obtained other than just those with quantized mass circulation as observed in a spinless

condensate. Here we will show an example of the vortex types that can be observed in a spin

one ferromagnetic condensate. As discussed earlier, a representative order parameter for the

spin one ferromagnetic phase is ζ0 = (1, 0, 0). In order to find the order parameter manifold

for this phase, we need to find the stabilizer group for this order parameter. Since this order

parameter is restricted to one component in spin space, we see that the only symmetry that

occurs is that of rotating the complex phase of the nonzero spin component, similar to a

spinless condensate. As a result, we see that the stabilizer group is H = U(1). Therefore, to

get the order parameter manifold, we take R = G/H where G is the full symmetry group of

a spin one condensate given by G = SO(3)×U(1). Therefore, the order parameter manifold

for a spin one ferromagnetic condensate is:

R =
SO(3)× U(1)

U(1)
= SO(3). (5.18)

To classify vortices in this phase, we need to find the fundamental group for this order

parameter manifold which is π1(SO(3)) = Z2. Therefore we see that we have two cases to

deal with here that correspond to the two elements of Z2 = {0, 1}.
To see what these cases correspond to, it is useful to compare to the general order

parameter for a spin one ferromagnetic condensate which is given by (5.4) and listed here

again for convenience:

ζ = ei(ϕ
′)

e
−iαcos2(β2 )
1√
2
sin(β)

eiαsin2(β2 )

 . (5.19)

Following [27], we can write ϕ′ = ϕ−γ as a single variable due to the spin-gauge symmetry

displayed. Recall, that γ is one of the Euler angles. In order to satisfy the single-valuedness

of the wave function, we vary α and ϕ′ in terms of the azimuthal angle φ as α = nφ and

ϕ′ = mφ where n,m ∈ Z.
With this, we can see what vortices the elements 0 and 1 in Z2 correspond to. First let’s

look at 0 ∈ Z2. This corresponds to n+m being an even integer. As an example, let’s take

n = −nα and m = nα where nα ∈ Z. If we do this the order parameter (5.19) becomes:

ζ =

e
2inαφcos2(β2 )

1√
2
sin(β)

sin2(β2 )

 (5.20)

To ensure that we don’t have any singularities at the origin, we require that β(r = 0, φ) =
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π. We can then have circulation far away from the origin, say at r0 with β(r = r0, φ) = 0.

However, this vortex is unstable. To see this we can follow a continuous path in the order

parameter manifold from β = 0 to β = π. If we do this, we see that the order parameter

goes from (e2inαφ, 0, 0)T to (0, 0, 1)T . Therefore there is no vortex present under stable

conditions.

Next, we can look at what type of vortex corresponds to 1 ∈ Z2. In this case, we will

have n+m being an odd integer. As an example, let’s take n = −nα and m = nα + 1. The

order parameter for this is:

ζ =

e
i(2nα+1)φcos2(β2 )

1√
2
sin(β)

eiφsin2(β2 ).

 (5.21)

Again, to avoid singularities at the origin, we require them = 1 andm = −1 components

of the order parameter to go to zero. The difference in this case to the previous one is that

the number density in the m = 0 case need not vanish at r = 0 and so the core of the vortex

is filled with a polar state, leading to this vortex being called the polar-core vortex. Far

away from the vortex core we are still in a ferromagnetic phase and as a result, we have

the following variational order parameter that describes the situation, both at and far away

from the core, given by [27]:

ζ =


e−iφg1(r⃗)cos

2(β2 )√
1− g21(r⃗)cos4(

β
2 )− g

2
2(r⃗)sin

4(β2 )

eiφg2(r⃗)sin
2(β2 )

 , (5.22)

where g1(r⃗) and g2(r⃗) are variational functions such that g1(0) = g2(0) = 0 and g1(∞) =

g2(∞) = 1.

As with the previous example, we can check to see if the vortex far away from the origin,

given by (5.21), is stable. Again, we can take a continuous path in the order parameter

manifold from β = 0 to β = π. If we do this we see that the aforementioned order parameter

changes from (ei(2nα+1)φ, 0, 0)T to (0, 0, eiφ)T . This shows that a vortex with winding 2nα+1

decays into a singly quantized vortex which is stable. This shows that the singly quantized

polar-core vortex is stable in the ferromagnetic phase. More details of this can be found in

[27, 30].

We can also have other types of vortices that occur in different phases of a spin one

condensate such as the polar phase. Details of this are discussed in [27].

5.3.3 Vortices in a spin two condensate

Just as there was a wider variety of vortices present in a spin one condensate when compared

to the spinless case, so too is the case between a spin one and spin two condensate. One

of the interesting types of vortices that can show up in a spin two condensate that is not
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present at spin one is that of non-abelian vortices. This occurs when the stabilizer group

that is describing the phase of the condensate is non-abelian. Both of the examples that we

will look at here are examples of non-abelian vortices.

Cyclic phase vortices We follow the same steps outlined in sections (5.1) and (5.2).

These steps for cyclic phase vortices can be found in [27], however are listed here with

further explanation to serve as an introduction for upcoming sections. Just like in all the

previous examples we have shown so far, we would first like to find the order parameter

manifold for this phase. To do this, we need to determine the stabilizer group for this phase.

That is, we want to find the group that leaves the representative order parameter for this

phase invariant. As we have seen earlier in section (4), the representative order parameter

for the cyclic phase is given by:

ζ =



1
2

0
i√
2

0
1
2

 . (5.23)

The easiest way to determine the stabilizer group for this order parameter is geometri-

cally. That is, by looking at the spherical harmonic representation for this order parameter

and investigating its symmetries in spin space. The spherical harmonic representation for

(5.23) is shown in figure (4). We see that the spherical harmonic depicting the represen-

tative order parameter of the cyclic phase is characterized by three lobes emanating from

each of the coordinate axes. The colour of each lobe characterizes the phase of the spherical

harmonic representation as discussed in section (4). The difference between the phase at a

point on one lobe and the corresponding point on the next lobe going anticlockwise is 2π
3 .

We would now like to look at what symmetries are present. Figure (5) reveals the

underlying symmetry for the cyclic phase is rotations of the tetrahedron. We obtain figure

(5) by rotating the (1,1,1) axis onto the z-axis. This means we can generate the tetrahedral

group using rotations of 2π
3 about the (1,1,1) axis and rotations of π about the z-axis. There

is one addition that we must make here which is different to the usual tetrahedral group.

Since the full condensate has a U(1) gauge degree of freedom which is broken when we

restrict ourselves to a certain phase, we need to account for this when looking at symmetries

in a certain phase. We can clearly see this in figure (5) where if we perform a 2π
3 rotation

about the (1,1,1) axis by itself, this will not be a symmetry of the system as the phase

colours of the lobes have not been shifted. For example, the rotation described above will

send the yellow lobe onto green lobe, the green lobe onto the blue and the blue lobe onto the

yellow. To correct for this we need to make a phase shift of 2π
3 together with this rotation

to preserve the symmetry. We therefore see that the generators for the remaining symmetry

group of the cyclic phase are the following:

47



x

z

y

Figure 4: Spherical harmonic representation for cyclic representative order parameter.

Figure 5: Rotated spherical harmonic representation of cyclic phase. We see that this phase
has the rotational symmetry of a tetrahedron.
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C = e2πi/3C3,x+y+z (5.24)

fz = C2,z. (5.25)

Here, we are using the notation that Cn,Ωxx+Ωyy+Ωzz is a 2π
n rotation about the

(Ωx,Ωy,Ωz) axis. We see that the two generators correspond to a rotation of 2π
3 of the

tetrahedron and a flip of π. The modification for the gauge angle has been accounted for in

(5.24). From these two generators, we can obtain our modified tetrahedral group.

T = {1, fx, fy, fz, C, fxC, fyC, fzC, fxC
2
, fyC

2
, fzC

2
, C

2}. (5.26)

Now that we have found the stabilizer group for the cyclic phase, we can use it to

construct the order parameter manifold by subbing this into equation (5.16).

R =
SO(3)× U(1)

T
. (5.27)

We can now classify the types of vortices that can be hosted in the cyclic phase by looking

at the fundamental group of the above order parameter manifold, π1(SO(3)× U(1)/T ). In

order to find this fundamental group, we would like to be able to use the expression given

by (5.17). However, at the moment, we cannot use this as SO(3) is not simply connected.

To fix this issue, we need to lift SO(3) to SU(2) which is a double cover space of SO(3) and

is both connected and simply connected. The connection between SO(3) and SU(2) can be

seen by thinking of both groups as rotations in space. SO(3) gives all rotations in three-

dimensional space. We can also view SU(2) as describing rotations in three-dimensional

space through the isomorphism with the unit quaternions [34]. The unit quaternions give

rotations in the following way. If we take a unit quaternion q = a1 + bi + cj + dk, we can

construct R3 as the span of (i, j,k) and can therefore rotate an element v ∈ R3 through the

conjugation qvq−1. However, we can get the same rotation by taking q → −q which means

that one element in SO(3) corresponds to two elements in SU(2).

When we perform this lift, we must also lift the stabilizer group of the phase of the

condensate we are looking at which, in this case, is the tetrahedral group given by (5.26).

To do this, we need to consider what elements of SU(2) correspond to our elements in T .

This is a particularly easy task as all elements of T correspond to a simple rotation about

some axis, neglecting the gauge angle shift. Therefore, we can link our elements of T to

those in SU(2) using the Pauli matrices, σx, σy and σz, which describe a rotation by an

angle π about the x, y and z axes respectively. A general rotation in SU(2) is given by [35]:

R(n̂, θ) = 1 cos

(
θ

2

)
− iσ⃗ · n̂ sin

(
θ

2

)
(5.28)

With this, we can see how the generator elements of T lift to elements of SU(2):
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fz → ±iσz

e2πi/3C3,x+y+z → ±
1

2
e2πi/3(1+ iσx + iσy + iσz) = ±σ̃. (5.29)

From this, we can lift all elements of T to their corresponding elements in SU(2) given

by T ∗:

T ∗ =


±1, ±iσx, ±iσy, ±iσz,
±iσxσ̃, ±iσyσ̃, ±iσzσ̃, ±σ̃,
±iσxσ̃2, ±iσyσ̃2, ±iσzσ̃2, ±σ̃2

 . (5.30)

We still cannot use (5.17) as we have not yet accounted for the U(1) symmetry contained

within the full symmetry group of the condensate, G. Here, we see that U(1) is not simply

connected. However, the lift that we must perform is very easy to see and is U(1)→ R.
We again must account for this lift when we lift the stabilizer group T . Since the U(1)

component of the symmetry group G describes what happens to the gauge angle ϕ, we

expect that accounting for this lift in the stabilizer group will similarly affect the portion

of the element affecting the gauge angle. This is indeed the case and can be determined by

looking at the homomorphism between U(1) and R given by e2πiϕ → ϕ. Since the kernel

of the inverse map is Z, we can just consider ϕ → nw + t where nw ∈ Z and t ∈ [0, 1). nw

tells us how many times the gauge angle winds around the unit circle. We saw, in the case

of a spinless condensate, that this winding of the gauge angle was the only vortex present.

However, in this case, we can have fractional vortices which is accounted for by t. We see

this in elements of T ∗ such as σ̃ where we get a phase shift of 2π
3 , or σ̃2 where there is a

phase shift of 4π
3 . We can make the same change in the gauge angle of these elements as is

done above. Namely, send ϕ = 0→ 2πnw, ϕ = 2π
3 → 2π(nw+ 1

3 ) and ϕ = 4π
3 → 2π(nw+ 2

3 ).

With this full lift, we see that the elements of T go to the following, note that an

alternative view to classifying the closed paths in the cyclic order parameter manifold is

given in [34]:

T̃ =


(nw,1), (nw,−1), (nw, iσα), (nw,−iσα),

(nw + 1
3 , σ̃), (nw + 1

3 ,−σ̃), (nw + 1
3 , iσασ̃), (nw + 1

3 ,−iσασ̃)
(nw + 2

3 , σ̃
2), (nw + 2

3 ,−σ̃
2), (nw + 2

3 , iσασ̃
2), (nw + 2

3 ,−iσασ̃
2)

 , (5.31)

Now that we have fully lifted the full symmetry group G = SO(3)× U(1) to SU(2)×R
which is both connected and simply connected, and we have accounted for how this lift

affects the tetrahedral group, T ; we can now use the expression given by (5.17).

π1

(
SO(3)× U(1)

T

)
∼ π1

(
SU(2)× R

T̃

)
∼ π0(T̃ ). (5.32)
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Further to this, if T̃ is a discrete group, which it is in this case, then we have π0(T̃ ) = T̃ .

Therefore the vortices in the cyclic phase of a spin two condensate are described by the ele-

ments of the group T̃ above. As mentioned earlier, for non-abelian groups, homotopy theory

cannot distinguish between two vortices that are conjugate to each other and therefore, to

be fully correct, we must say that the vortex types that can be hosted by the cyclic phase

of a spin two condensate are given by the conjugacy classes of T̃ . The group T̃ splits into

seven conjugacy classes [21]:

(1){(nw,1)} (5.33)

(2){(nw,−1)} (5.34)

(3){(nw, iσν), (nw,−iσν} (5.35)

(4){(nw + 1/3, σ̃), (nw + 1/3,−iσν σ̃)} (5.36)

(5){(nw + 1/3,−σ̃), (nw + 1/3, iσν σ̃)} (5.37)

(6){(nw + 2/3,−σ̃2), (nw + 2/3,−iσν σ̃2)} (5.38)

(7){(nw + 2/3, σ̃2), (nw + 2/3, iσν σ̃
2)}. (5.39)

From this, we see that we get seven different vortex types that can be hosted in the

cyclic phase of a spin two condensate. Class (1) is the vacuum state of the system and class

(2) is the integer spin vortex that we have seen in a spinless condensate where we just get

a winding of the U(1) phase of the wavefunction. Class (3) is the first vortex in this phase

where we see a winding in the spin degree of freedom. This vortex is called the half quantum

vortex as the elements cause a rotation of π in spin space. Classes (4) to (7) are the first

examples of fractional winding in the gauge degree of freedom. Due to the accompanying

rotation in spin space, these elements still represent a closed loop in the order parameter

manifold. Due to the extra 1
3 or 2

3 winding of the phase of the condensate order parameter,

vortices classed by (4) and (5) are known as 1
3 fractional vortices and vortices classed by (6)

and (7) are known as 2
3 fractional vortices. We see that we get two different types of these

vortices corresponding to the amount of rotation that occurs in spin space. This difference

between two vortices with the same fractional winding in the gauge degree of freedom is

shown in figures (6) and (7) for vortices described by class (4) and (5) respectively.

Biaxial Nematic phase vortices We will follow the exact same procedure as detailed

in (5.3.3) to study the types of vortices that can occur in the biaxial nematic phase of a

spin two condensate. The representative order parameter for this phase of the condensate

is given by:
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Figure 6: A class 4 vortex. A 1
3 fractional vortex with a rotation of 2π

3 in spin space.

Figure 7: A class 5 vortex. A 1
3 fractional vortex with a rotation of 4π

3 in spin space.
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Figure 8: Spherical harmonic representation for biaxial nematic representative order param-
eter.

ζ =



1√
2

0

0

0
1√
2

 . (5.40)

We can again determine the stabilizer group for this phase by looking at the symmetries of

the spherical harmonic representation of the representative order parameter. This is shown

in figure (8) where we can clearly see that this spherical harmonic posseses the symmetry

of a square and so we can describe the stabilizer group using the dihedral four group D4.

Just as was the case for the cyclic phase, we need to slightly modify the dihedral-4 group

in order to account for the phase of the spherical harmonic representation. We see that the

difference in phase between the x-lobe and y-lobe in figure (8) is π and so when we make a

rotation of π2 about the z-axis, we have to include a phase shift of π. This means that the

generators for the symmetry group are:
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C = eiπC4,z, (5.41)

fy = C2,y. (5.42)

We will again need to lift these elements to their SU(2) counterparts in order to account

for lifting SO(3) × U(1) → SU(2) × R. Here we will just lift the generators and then use

them to generate the remaining group elements.

fy → ±iσy
eiπC4,z → ±eiπ(1+ iσz)/

√
2 = ±eiπσ̃. (5.43)

Note that we have redefined σ̃ here from what it represented when discussing the cyclic

phase.

Just as was done previously, we must also lift the gauge angle part of each element. This

is done by sending the gauge angle ϕ = 2π
m to 2π(nw + 1/m). Once we do this and use the

generators described above, we get the following lifted stabilizer group, D̃4 for the biaxial

nematic phase, which is split into its conjugacy classes [21]:

(1){(nw,1)} (5.44)

(2){(nw,−1)} (5.45)

(3){(nw,±iσx), (nw,±iσy)} (5.46)

(4){(nw, iσz), (nw,−iσz)} (5.47)

(5){(nw + 1/2, σ̃), (nw + 1/2,−iσzσ̃)} (5.48)

(6){(nw + 1/2,−σ̃), (nw + 1/2, iσzσ̃)} (5.49)

(7){(nw + 1/2,±iσxσ̃), (nw + 1/2,±iσyσ̃)}. (5.50)

Here, we see that we get a different type of fractional vortex, the half quantum vortex with

a corresponding spin rotation. We get three different types of this vortex which correspond

to spin rotations of π2 ,
3π
2 and π for classes (5), (6) and (7) respectively. These vortices are

shown in figures (9) to (11).
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Figure 9: A class 5 vortex. A 1
2 fractional vortex with a rotation of π2 in spin space

Figure 10: A class 6 vortex. A 1
2 fractional vortex with a rotation of 3π

2 in spin space
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Figure 11: A class 7 vortex. A 1
2 fractional vortex with a rotation of π in spin space
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6 Numerical Methods

This section details how the code involved in this thesis works, which includes ground state

solvers for spin one and spin two condensates and code to solve the Bogoliubov equations

for a spin one and spin two condensate [25]. The Bogoliubov equations allow us to look at

elementary excitations over ground states of the Gross-Pitaevskii equation whose eigenvalues

give the energy of these elementary excitations. These are useful in further analysing ground

states. We will see more about these equations in section (6.4).

The details for this section will be laid out in the following way. For each piece of code,

we will describe how the equations are set up and formatted to be fed into the algorithm that

performs the particular function, whether that be finding the ground state of the system or

solving the Bogoliubov equations. Once this has been done, we will move on to describe

the algorithm to do these tasks. Finally, for task, we will describe the actual code, how it is

setup, and the different files involved.

Ultimately, the aim of this section is to provide a detailed understanding of how the code

used is setup.

We include a reference to a review paper on numerical methods that has been instructive

on developing our own codes for solving the Gross Pitaevskii equations for the ground state

as well as setting up the Bogoliubov equations for a spin one and spin two condensate [36].

6.1 Spin One Ground State Code

6.1.1 Equation setup

In order to solve for the ground state of a spin one condensate, we need to find a wavefunction

that minimizes the energy functional for this system which is again given by:

E[ψm] =

∫
dr⃗

{
1∑

m=−1

ψ∗
m

[
−ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm +

c0
2
n2 +

c1
2
|F⃗ |2

}
. (6.1)

The terms in this equation are described in section (3.2.1). As seen in section (3.2.1), if we

want to find equations for the wavefunction that minimizes this energy, we end up with the

time-independent Gross-Pitaevskii equations which are listed here again for convenience:

µϕ1 =

[
−ℏ2∇2

2M
+ V (r⃗)− p+ q + c0n+ c1Fz

]
ϕ1 +

c1√
2
F−ϕ0, (6.2)

µϕ0 =

[
−ℏ2∇2

2M
+ V (r⃗) + c0n

]
ϕ0 +

c1√
2
F+ϕ1 +

c1√
2
F−ϕ−1, (6.3)

µϕ−1 =

[
−ℏ2∇2

2M
+ V (r⃗) + p+ q + c0n− c1Fz

]
ϕ−1 +

c1√
2
F+ϕ0. (6.4)
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Here, we have introduced ϕ = (ϕ1, ϕ0, ϕ−1) as the ground state of the condensate which min-

imizes the energy functional instead of just looking at an arbitrary stationary state. When

reading these equations now, we are thinking of the ground state wavefunction replacing

the arbitrary stationary state in all terms of these equations, including terms such as n,

Fx, Fy and Fz which, for spin one, are given by equations (3.65), (3.68), (3.69) and (3.70)

respectively.

Equations (6.2) to (6.4) are what we wish to solve numerically. Recall that we have the

following constraint on the wavefunctions in order to conserve particle number N:∫ (
|ψ1|2 + |ψ0|2 + |ψ−1|2

)
dr⃗ = N. (6.5)

To start, we would like to work with dimensionless versions of these equations. To do this

we will scale the full time-dependent equations and then apply this to the time independent

ones. The time dependent Gross-Pitaevskii equations for spin one are easily obtained from

the time dependent ones listed in (6.2) to (6.4):

iℏ
∂ψ1

∂t
=

[
−ℏ2∇2

2M
+ V (r⃗)− p+ q + c0n+ c1Fz

]
ψ1 +

c1√
2
F−ψ0, (6.6)

iℏ
∂ψ0

∂t
=

c1√
2
F+ψ1 +

[
−ℏ2∇2

2M
+ V (r⃗) + c0n− µ

]
ψ0 +

c1√
2
F−ψ−1 (6.7)

iℏ
∂ψ−1

∂t
=

c1√
2
F+ψ0 +

[
−ℏ2∇2

2M
+ V (r⃗) + p+ q + c0n− c1Fz − µ

]
ψ−1. (6.8)

Here we are again using ψ = (ψ1, ψ0, ψ−1) for the wavefunction as we are dealing with the

time dependent Gross-Pitaevskii equations and so are not considering the ground state at

this moment.

Before moving to a dimensionless form, we would like to reduce the dimension of these

equations by one. We do this as we will be working with two dimensional systems in this

research. Here, we will reduce the dimension of this problem by one by considering a system

with periodic boundary conditions such that we are sitting on a torus as the procedure for

this is simpler. A procedure for reducing the dimension of a system in a harmonic trap is

given in [37].

We will start by assuming that nothing interesting happens in the z-direction of the

system. That is, that the z-direction of the condensate is so thin that the system lies in

the ground state in that direction which on the torus means that the wavefunction in the

z-direction is a constant. We will call the length of the z-direction Lz.

Seeing as the wavefunction in the z-direction is constant, we can factorise the wavefunc-

tion for the condensate in the following way:

ψm(r⃗, z) = ψm(r⃗)ψm(z). (6.9)
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where now we have a wavefunction that just depends on the x and y direction and a wave-

function that depends on the z-direction which is a constant. We can determine this constant

by subbing (6.9) into our constraint, (6.5):

∫
|ψ1(r⃗)ψ1(z)|2 + |ψ0(r⃗)ψ0(z)|2 + |ψ−1(r⃗)ψ−1(z)|2dr⃗dz = N, (6.10)∫

|ψ(z)|2(|ψ1(r⃗)|2 + |ψ0(r⃗)|2 + |ψ−1(r⃗)|2)dr⃗dz = N, (6.11)∫
|ψ(z)|2

∫
|ψ1(r⃗)|2 + |ψ0(r⃗)|2 + |ψ−1(r⃗)|2dr⃗dz = N. (6.12)

In the second line, we are assuming that the wavefunction in the z-direction is the same

constant solution in all spin components and so we call it ψ(z) and factor it out.

We now have a choice of how to set the normalization. We will choose the following:

∫
|ψ(z)|2dz = 1, (6.13)∫

|ψ1(r⃗)|2 + |ψ0(r⃗)|2 + |ψ−1(r⃗)|2dr⃗ = N. (6.14)

Using (6.13), we can get an expression for the constant ψ(z) by taking the integral over

the length Lz.

Lz|ψ(z)|2 = 1, (6.15)

=⇒ |ψ(z)|2 =
1

Lz
, (6.16)

=⇒ ψ(z) =
1√
Lz
. (6.17)

In going from the second to third line, we have made another choice to put the complex

phase of the wavefunction into ψ(r⃗) and choose ϕ(z) to be real and positive.

We can now substitute this constant into expression (6.9) and in turn substitute this

into the time dependent Gross-Pitaevskii equations, (6.6) to (6.8), in order to reduce the

dimension of the problem from three to two. We will just show the working for (6.6), as the

procedure is the exact same for all other equations. First, write out (6.6) after expanding

out the spin density terms using equations (3.68), (3.69), (3.70) and (3.86) and tidying up

the resulting equation.
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iℏ
∂

∂t
ψ1 =

[
− ℏ2

2M

∂2

∂r⃗2
+ V (r⃗)− p+ q + c0n+ c1(n1 + n0 − n−1)

]
ψ1 + c1ψ

∗
−1ψ

2
0 , (6.18)

iℏ√
Lz

∂

∂t
ψ1 =

[
− ℏ2

2M
√
Lz

∂2

∂r⃗2
+

1√
Lz

(V − p+ q) +
c0

L
3/2
z

n

+
c1

L
3/2
z

(n1 + n0 − n−1)

]
ψ1 +

c1

L
3/2
z

ψ∗
−1ψ

2
0 ,

(6.19)

iℏ
∂

∂t
ψ1 =

[
− ℏ2

2M

∂2

∂r⃗2
+ V − p+ q +

c0
Lz
n+

c1
Lz

(n1 + n0 − n−1)

]
ψ1 +

c1
Lz
ψ∗
−1ψ

2
0 .

(6.20)

Here, we are redefining ψ1 = ψ1(r⃗) where r⃗ now only depends on x and y. We are also

redefining the particle densities n and nm to be the sum of the absolute values squared of

the wavefunctions that only depend on x and y.

We can now get a dimensionless form of (6.20) by taking the following scaling:

t̃ = t
ts
, r̃ = r⃗

rs
, L̃z =

Lz

rs
, ψ̃ = ψrs

N1/2 . (6.21)

If we sub these into (6.20) and multiply across by N1/2

rs
, we get the following:

iℏ
ts

∂

∂t̃
ψ̃1 =

[
− ℏ2

2Mr2s
∇2+V −p+q+ c0N

L̃zr3s
ñ+

c1N

L̃zr3s
(ñ1+ ñ0−ñ−1)

]
ψ̃1+

c1N

L̃zr3s
ψ̃∗
−1ψ̃

2
0 . (6.22)

We can now choose a scaling to use for ts and rs, here we will discuss this in terms of

periodic boundary conditions on a finite lattice for completeness of this discussion and will

move afterwards to the system of interest, namely a system in a harmonic potential.

It is useful to briefly discuss the setup and parameters involved with this lattice. Note

that for periodic boundary conditions, the value we choose for the number of lattice points

is slightly different to that for Dirichlet boundary conditions which is what we will mainly

be working with in the ground state code, whereas for the Bogoliubov code, we will be using

Dirichlet boundary conditions. As a result, here, we will discuss the setup of both so as to

point out the subtle differences. We will use L to denote the number of lattice spacings along

a side length of the square lattice. For both the x and y direction, the side length of the

square lattice will be bounded between a and b such that the lattice spacing, h = (b− a)/L.
With this setup, we will have L+ 1 points along a side length of a lattice including the two

boundary points a and b. This gives an (L+ 1)× (L+ 1) lattice.

For Dirichlet boundary conditions, we will choose to ignore the boundary points and so

our grid will be of dimension (L− 1)× (L− 1) in the number of lattice points.

For periodic boundary conditions, we will identify the boundary points a and b with each
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other and so we will just drop one of them, leaving us with a grid of dimension L×L in the

number of lattice points. Note that in both cases, the lattice spacing, h, for both of these

grids remains the same.

If we are working on a lattice with periodic boundary conditions and lattice spacing h

(not to be confused with the reduced Planck constant, ℏ) along with boundaries at a and b

so that the length of the lattice is (b− a); we can choose the following scaling:

ts =
Mr2s
ℏ

, (6.23)

rs = h. (6.24)

Note that this means we are choosing to take all units of distance in terms of our lattice

spacing, h.

When we substitute in for t and r⃗ in terms of ts and rs in equation (6.22), we get the

following:

iℏ2

Mr2s

∂

∂t̃
ψ̃1 =

[
− ℏ2∇2

2Mr2s
+ V + q − p+ c0N

L̃zr3s
ñ

+
c1N

L̃zr3s
(ñ1 + ñ0 − ñ−1)

]
ψ̃1 +

c1N

L̃zr3s
ψ̃∗
−1ψ̃

2
0 , (6.25)

i
∂

∂t̃
ψ̃1 =

[
− 1

2
∇2 + (V + q − p)Mh2

ℏ2
+
c0MN

L̃zℏ2h
ñ

+
c1MN

L̃zℏ2h
(ñ1 + ñ0 − ñ−1)

]
ψ̃1 +

c1MN

L̃zℏ2h
ψ̃∗
−1ψ̃

2
0 . (6.26)

From this we can define dimensionless interaction parameters:

βν =
cνMN

L̃zℏ2h
(6.27)

We can then substitute this into (6.26) to get the form of equation that we will be using.

We also drop the ˜on all symbols as we know we are working with dimensionless quantities.

i
∂

∂t
ψ1 =

[
− 1

2
∇2 + (V + q − p)Mh2

ℏ2
+ β0n+ β1(n1 + n0 − n−1)

]
ψ1 + β1ψ

∗
−1ψ

2
0 . (6.28)

We will also perform the same procedure for a condensate in three dimensions, subject

to a potential, which we will use for our discussion throughout the rest of this section so as

to include the potential and Zeeman terms for generality.

We will assume that we are working with an isotropic harmonic potential with frequency
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ω for convenience.

V (r⃗) =
1

2
Mω2r⃗2. (6.29)

In order to obtain dimensionless versions of the above equations, we define the following

scaling:

t̃ = t
ts
, ˜⃗r = r⃗

rs
, ψ̃ = ψ

r
3/2
s N1/2

, (6.30)

where

ts =
1

ω
,rs =

√
ℏ
Mω

. (6.31)

We then substitute these scaled variables into equations (6.2) - (6.4). We will just show

the working for (6.2), as the procedure is the exact same for all other equations. First write

out (6.2) after expanding out the spin density terms using equations (3.68), (3.69), (3.70)

and (3.86) and tidying up the resulting equation.

iℏ
∂

∂t
ψ1 =

[
− ℏ2

2M

∂2

∂r⃗2
+ V (r⃗)− p+ q + c0n

+ c1(n1 + n0 − n−1)

]
ψ1 + c1ψ

∗
−1ψ

2
0 , (6.32)

iℏω
∂

∂t̃
ψ̃1N

1/2r−3/2
s =

[
− ℏ2

2Mr2s

∂2

∂ ˜⃗r2
+ V (r⃗)− p+ q +

c0Nñ

r3s

+
c1N

r3s
(ñ1 + ñ0 − ñ−1)

]
r−3/2
s N1/2ψ̃1 + c1r

−9/2
s N3/2ψ̃∗

−1ψ̃
2
0 , (6.33)

where n =
∑1
m=−1 nm, nm = |ψm|2. ñ and ñm are the equivalent of these using ψ̃m. In the

following step, we multiply across by r
9/2
s N−3/2:

iℏω
∂

∂t̃
ψ̃1N

−1r3s =

[
− ℏ2

2Mr2s

∂2

∂ ˜⃗r2
+ V (r⃗)− p+ q +

c0Nñ

r3s

+
c1N

r3s
(ñ1 + ñ0 − ñ−1)

]
r3sN

−1ψ̃1 + c1ψ̃
∗
−1ψ̃

2
0 . (6.34)

Now, multiply across by t2s/Mr
1/2
s N1/2 = 1/ω2Mr

1/2
s N1/2:
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iℏ
∂

∂t̃
ψ̃1

r5/2

ωMN3/2
=

[
− ℏ2

2Mr2s

∂2

∂ ˜⃗r2
+ V (r⃗)− p+ q +

c0Nñ

r3s

+
c1N

r3s
(ñ1 + ñ0 − ñ−1)

]
r
5/2
s

ω2MN3/2
ψ̃1 +

c1

ω2Mr
1/2
s N1/2

ψ̃∗
−1ψ̃

2
0 . (6.35)

This is followed by multiplication by ωMN3/2

ℏr5/2 :

i
∂

∂t̃
ψ̃1 =

[
− ℏ2

2Mr2s

∂2

∂ ˜⃗r2
+ V (r⃗)− p+ q +

c0Nñ

r3s

+
c1N

r3s
(ñ1 + ñ0 − ñ−1)

]
1

ℏω
+
c1N

ℏωr3
ψ̃∗
−1ψ̃

2
0 , (6.36)

i
∂

∂t
ψ1 =

[
− 1

2
∇2 +

V (r⃗)

ωℏ
− p

ωℏ
+

q

ωℏ
+ β0n

+ β1(n1 + n0 − n−1)

]
ψ1 + β1ψ

∗
−1ψ

2
0 . (6.37)

In the last line above, we have defined:

βm =
cmN

ωr3sℏ
. (6.38)

We have also dropped the ˜on all symbols as we now know we are working with this dimen-

sionless form. We will also suppress the ωℏ into all of V , p and q to get the following:

i
∂

∂t
ψ1 =

[
−1

2
∇2 + V (r⃗)− p+ q + β0n+ β1(n1 + n0 − n−1)

]
ψ1 + β1ψ

∗
−1ψ

2
0 . (6.39)

In the exact same way, we also give the following dimensionless equations for the m = 0

and m = −1 components of the Gross-Pitaevskii equation:

i
∂

∂t
ψ0 =

[
−1

2
∇2 + V (r⃗) + β0n+ β1(n1 + n−1)

]
ψ0 + 2β1ψ−1ψ

∗
0ψ1, (6.40)

i
∂

∂t
ψ−1 =

[
−1

2
∇2 + V (r⃗) + p+ q + β0n+ β1(n−1 + n0 − n1)

]
ψ−1 + β1ψ

∗
1ψ

2
0 . (6.41)

If we were to use an isotropic harmonic potential for V (r⃗), it would become V (r⃗) = 1
2 r⃗

2 in our

dimensionless format. Note that due to our re-scaling of the wavefunction, the normalization

condition (6.5) becomes:

∫
(|ψ1|2 + |ψ0|2 + |ψ−1|2)dr⃗ = 1. (6.42)
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where this is an integral over three-dimensions for the harmonic oscillator example we showed

above and over two-dimensions for the torus system earlier.

6.1.2 Solving the Spin One Gross-Pitaevskii Equations using Gradient Descent

Now that we have this dimensionless form for the Gross-Pitaevskii equations, we can use

this to write down the energy functional in the same way, where we are switching back to

writing the wavefunction as ϕ again as we are interested in finding the ground state.

E[ϕm] =

∫
dr⃗

{
1∑

m=−1

ϕ∗m

[
−1

2
∇2 + V (r⃗)− pm+ qm2

]
ϕm +

β0
2
n2 +

β1
2
|F⃗ |2

}
. (6.43)

We want to find the wavefunction ϕ which minimizes the energy. We saw previously that

we could get equations for this by using the Euler-Lagrange equations to minimize the

energy with respect to each component of ϕ, which resulted in the time-independent Gross-

Pitaevskii equations.

To solve these, we can look at minimizing the energy functional numerically for ϕ using

the method of gradient descent and then renormalizing ϕ at each gradient descent step.

For a function f(x⃗), where x⃗ ∈ R3, we move towards the minimum of f with the following

gradient descent step:

x⃗i+1 = x⃗i − λ∇f(x⃗i). (6.44)

We interpret the above as having moved a small step λ from x⃗i in the direction of the

negative gradient of f to arrive at the point x⃗i+1. This point will give a lower value of the

function, f , than the point x⃗i and so iterating this step should give us the minimum of the

function f .

For our purposes, we will take an implicit, backward Euler step in which we will substitute

the value of x at the next gradient descent step, xi+1, into the gradient of the function and

then solve this equation for xi+1. Doing this gives a similar equation to (6.44).

x⃗i+1 = x⃗i − λ∇f(x⃗i+1). (6.45)

Backward Euler methods are known to be more stable than explicit methods and so we

will use (6.45) instead.

In a similar way, we can do the same thing here with the energy functional to find the

ground state of the spin one system. Before taking the gradient of the energy functional

with respect to the different components of the wavefunction ϕ, let’s set up the problem

on a finite grid so that it can be solved numerically. We do this by discretizing the energy

functional:
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E[ϕi,j ] =
∑
i

∑
j

{
1∑

m=−1

ϕ∗m,i,j

[
−
(
ϕm,i+1,j − 2ϕm,i,j + ϕm,i−1,j

2h2

+
ϕm,i,j+1 − 2ϕm,i,j + ϕm,i,j−1

2h2

)
+ [Vi,j − pm+ qm2]ϕm,i,j

]
+
β0
2
n2i,j +

β1
2
|F⃗i,j |2

}
. (6.46)

Here, we are using i and j to describe a 2D grid where i describes the y component of a

coordinate in space and j describes the x component. Depending on the problem we are

looking at, we will change how many lattice points we use and the side length of the grid.

h is the lattice spacing which we are taking to be the same in both the x and y direction

for the duration of this thesis. With this setup, we see that ϕm,i,j is the value of the mth

component of our ground state wavefunction at the position (i, j) in our grid. ni,j and F⃗i,j

are defined in the same way as (3.65) and (3.66) respectively. However, here we are again

subbing ϕm,i,j into these definitions to look at their values at a particular point, (i, j) in our

grid.

With this, we can now take the derivative of the energy functional with respect to the

conjugate of the components of the wavefunction, ϕ∗m,i,j . Note that, since we have discretized

the energy functional onto a grid, we are now talking about a numerical approximation of

the gradient as opposed to the exact analytic gradient. This numerical approximation can

then be subbed into the gradient descent formula to find a value for ϕm,i,j that brings the

energy functional closer to its minimum value.

ϕn+1
m,i,j = ϕnm,i,j − τ∇ϕm,i,j

E[ϕn+1
i,j ]. (6.47)

Here, we are using that ϕn+1 is the value of the wavefunction at the next gradient descent

step, which we are trying to find and ϕn is the value of the wavefunction at the current step

which we already know. Notice that we do this for each grid point (i, j) and so each time

we take a derivative of E[ϕi,j ], we are only interested in the term in the sum that contains

ϕ∗i,j which will only be one term in the sum.

We have also previously computed the expressions for the derivatives of n2i,j and |F⃗i,j |2

with respect to ϕ∗m,i,j for each value of m = (1, 0,−1) which are contained within equations

(3.83) to (3.85). Filling in for these, we get the following three gradient descent equations

for each of the components of the spin one ground state:
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ϕn+1
1,i,j = ϕ1,i,j − τ

[
− 1

2h2
[
ϕn+1
1,i+1,j + ϕn+1

1,i−1,j + ϕn+1
1,i,j+1 + ϕn+1

1,i,j−1 − 4ϕn+1
1,i,j

]
+
[
Vi,j − p+ q + β0n

i,j + β1(Fz)i,j
]
ϕn+1
1,i,j +

β1√
2
(F−)i,jϕ

n
0,i,j

]
, (6.48)

ϕn+1
0,i,j = ϕn0,i,j − τ

[
− 1

2h2
[
ϕn+1
0,i+1,j + ϕn+1

0,i−1,j + ϕn+1
0,i,j+1 + ϕn+1

0,i,j−1 − 4ϕn+1
0,i,j

]
+ [Vi,j + β0ni,j ]ϕ

n+1
0,i,j +

β1√
2
(F+)i,jϕ

n
1,i,j +

β1√
2
(F−)i,jϕ

n
−1,i,j

]
, (6.49)

ϕn+1
−1,i,j = ϕn−1,i,j

− τ
[
− 1

2h2
[
ϕn+1
−1,i+1,j + ϕn+1

−1,i−1,j + ϕn+1
−1,i,j+1 + ϕn+1

−1,i,j−1 − 4ϕn+1
−1,i,j

]
+ [Vi,j + p+ q + β0ni,j − β1(Fz)i,j ]ϕn+1

−1,i,j +
β1√
2
(F+)i,jϕ

n
0,i,j

]
. (6.50)

In the above equations, we have subbed in the value of the wavefunction at the next gradient

descent step everywhere that that component shows up in its respective equation, includ-

ing in the gradient of the energy functional. We will only use the previous value of the

wavefunction for components that we are not currently solving for or for terms where the

component shows up as |ϕ|2 and as a result, we think of terms such as ni,j as being at the

previous gradient descent step. As done previously, we can now substitute in for the spin

matrices in the above using the expressions given by (3.68), (3.69), (3.70) and (3.86):

ϕn+1
1,i,j = ϕ1,i,j − τ

[
− 1

2h2
[
ϕn+1
1,i+1,j + ϕn+1

1,i−1,j + ϕn+1
1,i,j+1 + ϕn+1

1,i,j−1 − 4ϕn+1
1,i,j

]
+ [Vi,j − p+ q + β0ni,j + β1(n1,i,j + n0,i,j − n−1,i,j)]ϕ

n+1
1,i,j

+ β1(ϕ
n
−1,i,j)

∗(ϕn0,i,j)
2

]
, (6.51)

ϕn+1
0,i,j = ϕn0,i,j − τ

[
− 1

2h2
[
ϕn+1
0,i+1,j + ϕn+1

0,i−1,j + ϕn+1
0,i,j+1 + ϕn+1

0,i,j−1 − 4ϕn+1
0,i,j

]
+ [Vi,j + β0ni,j + β1(n1,i,j + n−1,i,j)]ϕ

n+1
0,i,j + 2β1ϕ

n
−1,i,j(ϕ

n
0,i,j)

∗ϕn1,i,j

]
, (6.52)

ϕn+1
−1,i,j = ϕn−1,i,j

− τ
[
− 1

2h2
[
ϕn+1
−1,i+1,j + ϕn+1

−1,i−1,j + ϕn+1
−1,i,j+1 + ϕn+1

−1,i,j−1 − 4ϕn+1
−1,i,j

]
+ [Vi,j + p+ q + β0ni,j + β1(n−1,i,j + n0,i,j − n−1,i,j)]ϕ

n+1
−1,i,j

+ β1(ϕ
n
1,i,j)

∗(ϕn0,i,j)
2

]
. (6.53)

We are using the notation that nm,i,j = |ϕnm,i,j |2. Since we are trying to solve for the
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respective ground state component at the next gradient descent step, we can rearrange the

above expressions to get equations for these components:

(
2h2 + 4τ + 2h2τ [Vi,j − p+ q + β0ni,j + β1(n1,i,j + n0,i,j − n−1,i,j)]

)
ϕn+1
1,i,j

− τ
[
ϕn+1
1,i+1,j + ϕn+1

1,i−1,j + ϕn+1
1,i,j+1 + ϕn+1

1,i,j−1

]
= 2h2ϕn1,i,j − 2h2τβ1(ϕ

n
−1,i,j)

∗(ϕn0,i,j)
2, (6.54)(

2h2 + 4τ + 2h2τ [Vi,j + β0ni,j + β1(n1,i,j + n−1,i,j)]
)
ϕn+1
0,i,j

− τ
[
ϕn+1
0,i+1,j + ϕn+1

0,i−1,j + ϕn+1
0,i,j+1 + ϕn+1

0,i,j−1

]
= 2h2ϕn0,i,j − 4h2τβ1ϕ

n
−1,i,j(ϕ

n
0,i,j)

∗ϕn1,i,j , (6.55)(
2h2 + 4τ + 2h2τ [Vi,j + p+ q + β0ni,j + β1(n−1,i,j + n0,i,j − n1,i,j)]

)
ϕn+1
−1,i,j

− τ
[
ϕn+1
−1,i+1,j + ϕn+1

−1,i−1,j + ϕn+1
−1,i,j+1 + ϕn+1

−1,i,j−1

]
= 2h2ϕn−1,i,j − 2h2τβ1(ϕ

n
1,i,j)

∗(ϕn0,i,j)
2. (6.56)

These equations can be solved to find ϕn+1
i,j = (ϕn+1

1,i,j , ϕ
n+1
0,i,j , ϕ

n+1
−1,i,j) which will be closer to

the minimum value of the energy than the components at the previous step.

Notice that each one of these equations is actually a system of coupled linear equations

for the value of ϕm at every position in our lattice and so to solve these, we can write each

one of them as a matrix equation of the following form:

Aϕ⃗m = b⃗ (6.57)

To demonstrate how this works, we will show an example of setting up a small lattice

and writing out the full matrix equation for this example. After this, we will discuss the

general case which will have the exact same format as the example given here.

For our example, we will use the m = 1 component equation given by (6.54). The

procedure for setting up the other components is the exact same. We will take L = 4 lattice

spacings which, when we include the boundary points of the lattice, gives us a 5× 5 grid as

seen in figure (12).

There are different ways to specify the boundary conditions of this problem, however,

no matter which regime we choose, we will always approach the problem as if we are only

solving for the values on the interior points of the grid. For now we will set up the equations

for dirichlet boundary conditions and will look at different boundary conditions later.

As just mentioned, we would like to solve for the values of ϕ on the interior points of

the grid and seeing as we are looking at the m = 1 component equation, we will get the

following ϕ⃗1 vector in our matrix equation (6.57):

ϕ⃗1 =
[
ϕ22 ϕ32 ϕ42 ϕ23 ϕ33 ϕ43 ϕ24 ϕ34 ϕ44

]T
. (6.58)
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ϕ1,1 ϕ1,2 ϕ1,3 ϕ1,4 ϕ1,5

ϕ2,1 ϕ2,2 ϕ2,3 ϕ2,4 ϕ2,5

ϕ3,1 ϕ3,2 ϕ3,3 ϕ3,4 ϕ3,5

ϕ4,1 ϕ4,2 ϕ4,3 ϕ4,4 ϕ4,5

ϕ5,1 ϕ5,2 ϕ5,3 ϕ5,4 ϕ5,5

Figure 12: 5× 5 lattice.

Here we are setting up our equations, traversing the grid in column major order in which

we count the grid values going down one column before moving to the next column.

Next, we write out the A matrix which will respresent everything on the left hand side

of the coupled equations listed in (6.54). For notational convenience, we will label the term

multiplying the ϕn+1
1,i,j as χ1,i,j :

χ1,i,j =
(
2h2 + 4τ + 2h2τ [Vi,j − p+ q + β0ni,j + β1(n1,i,j + n0,i,j − n−1,i,j)]

)
. (6.59)

With this, we can write out the A matrix for this example. Since there are 9 interior

points, we will have a 9×9 matrix for A which agrees with our general rule of (L−1)×(L−1)
interior points.

A =



χ1,2,2 −τ 0 −τ 0 0 0 0 0

−τ χ1,3,2 −τ 0 −τ 0 0 0 0

0 −τ χ1,4,2 0 0 −τ 0 0 0

−τ 0 0 χ1,2,3 −τ 0 −τ 0 0

0 −τ 0 −τ χ1,3,3 −τ 0 −τ 0

0 0 −τ 0 −τ χ1,4,3 0 0 −τ
0 0 0 −τ 0 0 χ1,2,4 −τ 0

0 0 0 0 −τ 0 −τ χ1,3,4 −τ
0 0 0 0 0 −τ 0 −τ χ1,4,4


. (6.60)

The b⃗ vector will contain everything on the right hand side of equation (6.54).
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b⃗ =



2h2ϕn1,2,2 − 2h2τβ1(ϕ
n
−1,2,2)

∗(ϕn0,2,2)
2 +τϕ2,1 + τϕ1,2

2h2ϕn1,3,2 − 2h2τβ1(ϕ
n
−1,3,2)

∗(ϕn0,3,2)
2 +τϕ3,1

2h2ϕn1,4,2 − 2h2τβ1(ϕ
n
−1,4,2)

∗(ϕn0,4,2)
2 +τϕ5,2 + τϕ4,1

2h2ϕn1,2,3 − 2h2τβ1(ϕ
n
−1,2,3)

∗(ϕn0,2,3)
2 +τϕ1,3

2h2ϕn1,3,3 − 2h2τβ1(ϕ
n
−1,3,3)

∗(ϕn0,3,3)
2

2h2ϕn1,4,3 − 2h2τβ1(ϕ
n
−1,4,3)

∗(ϕn0,4,3)
2 +τϕ53

2h2ϕn1,2,4 − 2h2τβ1(ϕ
n
−1,2,4)

∗(ϕn0,2,4)
2 +τϕ2,5 + τϕ1,4

2h2ϕn1,3,4 − 2h2τβ1(ϕ
n
−1,3,4)

∗(ϕn0,3,4)
2 +τϕ3,5

2h2ϕn1,4,4 − 2h2τβ1(ϕ
n
−1,4,4)

∗(ϕn0,4,4)
2 +τϕ5,4 + τϕ4,5


. (6.61)

We see here that each element of the b⃗ vector contains terms from the previous gradient

descent step that appear on the right hand side of the relevant equation. We also get

boundary terms that appear on the left hand side of certain equations, however, since we

know what the boundary values are for dirichlet boundary conditions, we can move these

over to the right. This pattern of how the boundary points show up in the b⃗ vector will be

the same for the other two component equations (m = 0,−1). The change that will occur

here is what previous gradient descent step terms appear originally on the right hand side

of these equations.

Now we can use this small example to instruct us on how these equations are set up for

larger grids. For an arbitrarily large L, the A matrix will have the following form:

A =



D −τI 0 . . . 0 0

−τI D −τI 0 . . . 0

0 −τI
. . .

. . .
. . .

...
... 0

. . .
. . . −τI 0

0
...

. . . −τI D −τI
0 0 . . . 0 −τI D


, (6.62)

D =



χ −τ 0 . . . 0 0

−τ χ −τ 0 . . . 0

0 −τ
. . .

. . .
. . .

...
... 0

. . .
. . . −τ 0

0
...

. . . −τ χ −τ
0 0 . . . 0 −τ χ


. (6.63)

Here, D is an (L− 1)× (L− 1) matrix where τ and 0 are numbers. χ represents the same χ

as in our small example for the A matrix, where we have dropped the subscripts detailing

what grid values we are looking at for convenience. This means that the A matrix has
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f(x)

x

A

B

C

Figure 13: Demonstration of the limitations of gradient descent.

dimension (L− 1)2 × (L− 1)2 where I is the (L− 1)× (L− 1) identity matrix and 0 is the

(L− 1)× (L− 1) zero matrix.

Gradient Descent Limitations As mentioned previously, the main machinery used to

arrive at a set of equations that can be solved numerically for the ground state of a spinor

condensate is gradient descent. As such, it is worth mentioning the limitations of this ap-

proach which will transfer to our code. One of the main limitations of gradient descent is

determining whether we have legitimately found the global minimum of a system which, for

our purposes, corresponds to whether we have successfully found the ground state wavefunc-

tion. The reason for this can be clearly seen by considering figure (13). Here, we see that

if we take an initial condition for our gradient descent starting at A, gradient descent will

work to bring us to the local minimum at point B. However, we can clearly see that the

global minimum of this system is at point C.

To mitigate against this situation occurring, we need to think carefully about the initial

condition of our system that we provide to our code. Details surrounding this are discussed

in the context of vortices in chapter (7).

6.1.3 Code implementation

In this section, we will detail how the A matrix from the previous section is translated

to code so that the matrix equation (6.57) can be solved for the relevant ground state

component. After this, we will discuss how we ensure convergence to the ground state along

with maintaining a suitable step size, τ for the gradient descent.

First, let’s consider writing the A matrix in code. To help illustrate how this is done,
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χ −τ −τ 0

−τ χ −τ
. . .

. . .
. . .

. . .
. . .

. . .
. . . −τ

. . .

−τ χ 0 −τ
. . .

−τ 0 χ −τ
. . . −τ χ −τ

. . .
. . .

. . .
. . .

. . .
. . .

. . . −τ
0 −τ −τ χ

. . .
. . .





0 L-2

0

L-2

Figure 14: The A matrix for an arbitrary number of lattice spacings, L

the A matrix from the end of section (6.1.1) is expanded out in figure (14), filling in for D

and the identity matrix.

We see that the A matrix has the following features that we must account for in our

code:

1. The main diagonal contains (L− 1)2 elements, all of which store the value of χ at the

relevant position in our grid.

2. Just off the main diagonal, we store −τ to the right and below each main diagonal

element except for the last main diagonal element in each block of (L−1) main diagonal

elements, where there is a value of 0 to the right and below the main diagonal element.

3. Even further from the main diagonal, we store −τ to the right and below each main

diagonal element. These elements are exactly (L − 1) elements away from the main

diagonal, both to the right and below. The last (L−1) elements on the main diagonal

do not have these −τ elements even further away from the main diagonal associated

with them.

Since we will be implementing this matrix in the code using sparse matrices, we will

need to know how many nonzero elements this matrix contains prior to filling it in. We can

do this with a simple counting argument since we know that the size of the A matrix is

(L− 1)2 × (L− 1)2.

1. We know that all the elements on the main diagonal of A are nonzero, this contributes

(L− 1)2 elements.

2. We know that the two diagonals just off the main diagonal are filled with nonzero

elements. Every (L− 1) elements there is a zero. We can think about this differently
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and say that in each block matrix of size (L− 1)× (L− 1) on the main diagonal, all

the elements on the two diagonals just off the main diagonal are filled with nonzero

elements. The length of one of these diagonals is one less than the length of the main

diagonal in a block matrix which makes this length (L−2). Since we are looking at two

of these diagonals, we get 2(L− 2). Finally for these elements, since there are (L− 1)

block matrices on the main diagonal, the number of elements from the diagonals just

off the main diagonal contributes 2(L− 1)(L− 2) nonzero elements to the A matrix.

3. Next, we can look at the block matrices just off the main diagonal block matrices.

The main diagonal elements in these block matrices are filled with −τ . This means

each block matrix here gives another (L− 1) nonzero elements. Since this happens on

either side of the main block diagonal, we get 2(L− 1). Finally for these elements, we

have (L − 2) block matrices on either side of the main block diagonal, which means

the total contribution from these elements is also 2(L− 1)(L− 2)

Overall this means that the number of nonzero elements in the A matrix for Dirichlet

boundary conditions is (L− 1)2 + 4(L− 1)(L− 2)

We have included some pseudo-code to show how the elements discussed above are filled

into the A matrix. We are assuming that this code starts with the A matrix being filled

with zeros. Note that, in the actual code for this project, this is done using sparse matrices.

Algorithm 1 Filling in the A matrix

for (i=0; i < (L− 1)2; i++) do ▷ Looping down the main diagonal of A.
A[i, i] = χ[i] ▷ Set main diagonal elements.
if i mod (L− 1) ! = (L− 2) then

A[i+ 1, i] = −τ ▷ Just below main diagonal element.
A[i, i+ 1] = −τ ▷ Just to the right of main diagonal element.

end if
if i < (L− 1)(L− 2) then

A[i, i+ (L− 1)] = −τ ▷ Further to right of main diagonal.
A[i+ (L− 1), i] = −τ ▷ Further below main diagonal element.

end if
end for

Once the A matrix has been filled in properly, the next step is to fill in the b⃗ vector. To

visualize how this is done, we write out a general term from the b⃗ vector.

b[(L− 1) ∗ (i− 2)+ (j− 2)] = 2h2ϕni,j − 2h2τβ1(ϕ
n
i,j)

∗(ϕni,j)
2 + τ(ϕ boundary terms). (6.64)

For our purposes, these boundary values will usually be set to zero for Dirichlet boundary

conditions and otherwise will be periodic, in which case they will not be dealt with in the b⃗

vector, as we shall see later.

With this, we can now fill in the b⃗ vector as detailed in algorithm (2).
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Algorithm 2 Fill in the b⃗ vector

for (i = 2; i < (L+ 1); i++) do
for (j = 2; j < (L+ 1); j ++) do

m← (L− 1)(i− 2) + (j − 2)
b[m]← 2h2ϕ1[m]− 2h2τβ1(ϕ−1[m])∗(ϕ0[m])2

end for
end for

Algorithm (2) describes filling in the b⃗ vector for the m = 1 component equation. The

non-boundary terms filled into b⃗ will change slightly when we look at each component

equation, however, the main body of code will not change for each component equation.

Once the A matrix and b⃗ vector have been set up, we can solve the matrix equation

(6.57) for the ϕ component we are looking for. In our code this is achieved using the python

library numpy.

The procedure described above for solving one of the component equations is done for

all other component equations. Solving for all the components together constitutes as a

single gradient descent step. This is due to the fact that all these component equations are

coupled together, although it is worth noting that this coupling is done indirectly through

the density, spin density and spin-singlet density. The final step we must take to complete

the current gradient descent step is to renormalize the condensate wavefunction in order to

account for particle conservation which is described by our constraint (6.5).

∥ϕ∥ =
∫ (
|ϕ1(r⃗)|2 + |ϕ0(r⃗)|2 + |ϕ−1(r⃗)|2

)
dr⃗,

ϕ1 →
ϕ1
∥ϕ∥

,

ϕ0 →
ϕ0
∥ϕ∥

,

ϕ−1 →
ϕ−1

∥ϕ∥
. (6.65)

By taking this normalization explicitly, we don’t have to implement the constraint (6.42)

using the lagrange multiplier, µ, in our spin one Gross-Pitaevskii equations.

Procedure for choosing an adaptive step size: Now, we want to iterate this procedure

to perform multiple gradient descent steps in order to converge to the ground state of the

system. Two questions that arise when doing this are: how do we determine if we have

converged to the ground state and how do we adjust the gradient descent step size, τ , in

order to make sure it is reasonable at each step.

We will answer these questions by considering a one dimensional problem for visualization

purposes, however, the logic extends to our case. The situation is shown in figure (15). Here

73



we see that we are trying to find the value of ϕ that will minimize our energy functional,

E[ϕ]. As stated before, we will do this by gradient descent. We see from figure (15) that the

step size in ϕ space that we would like to take between two points, say ϕa and ϕb, is τ = τ0.

We can vary this step depending on what the value of the gradient of the energy functional

is. We assume that the energy difference varies linearly with respect to τ and as a result we

can approximate the derivative of the energy functional to be the following:

E′[ϕ] =
Ediff
τ

. (6.66)

As a start, we would like to keep the energy difference that we obtain between one step

and the next constant by varying the step size τ . We can do this by defining an initial target

energy difference, which we call t, and defining the following expression for updating the

gradient descent step size τ :

τi+1 =
t

Ediff
τi =

t

E′[ϕ]
. (6.67)

Here, we stress again that the second term in the equality in (6.67) only holds when Ediff

varies linearly with respect to τ . We see that this condition will provide the functionality

that we require. If we are in a regime where the derivative of the energy functional is

constant (such as in the region between ϕa and ϕb in figure (15)) and the energy difference

is approximately equal to t, then (6.67) keeps our step size approximately the same as it was

in the previous gradient descent step. If the gradient changes slightly such that the energy

difference diverges slightly from t, then (6.67) will vary τ slightly to continue to keep the

same energy difference between one gradient descent step and the next. Note, that we need

to ensure that the energy difference is near our starting value of t in the first place which

we will discuss momentarily.

We immediately see that we will run into a problem if we take this expression for updating

τ by itself with no adjustments. Namely that, if the derivative of the energy functional

changes significantly, such as in the region between ϕb and ϕc, our linear approximation for

the energy difference in terms of τ breaks down as quadratic terms begin to dominate and so

(6.67) will not be valid, leading to the energy difference not being close to our target energy

difference t. Our update expression will also fail if we are approaching the minimum, where

the gradient is extremely small, as this will cause τ to grow large, whereas we would like to

take small steps in ϕ space if we are near the minimum, defined by ϕf in figure (15).

To remedy this situation, when we encounter situations where the energy difference is

not within a given tolerance of t, we will reduce the step size by a half, as well as t. We

hope that by taking a smaller step size τ and reducing the target energy difference t, that

we will be in a linear regime again and can update using (6.67) and use the newly generated

step size in our gradient descent.

While doing this remedies our fist problem, it brings up another, which can be seen as
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we move from the region between ϕb and ϕc and into the one between ϕc and ϕd. If we move

from a region where the gradient changes, in which case we reduce τ and t, into a region

where the gradient becomes constant again, we see that the step size τ and target energy

difference t remain small and so it will be time consuming to walk down to the minimum of

the energy functional if we do not increase τ and t again. To account for this, we increase

these parameters by ten percent when we are in regions where the gradient has become

constant again. That is, in regions where we have the energy difference approximately equal

to our target difference t.

We now describe the algorithm step by step which we carry out to implement the above

actions.

First, define t to be a predefined value that we will compare to the energy difference

between the current ϕ and ϕ found at the next gradient descent step. We will use this value

throughout to update τ according to our update expression (6.67).

Once we have defined an initial value for both t, τ and have an initial condensate wave-

function, we perform the following steps:

1. Perform one gradient descent step on our initial ϕ and find the energy difference

between the value returned and this initial ϕ. Ensure that this energy difference is

smaller than t by reducing the value of τ . Keep performing this first step until this

condition is met.

2. Once this condition has been met, update τ using (6.67) and repeatedly take gradient

descent steps and find the energy difference between the ϕ returned by the current step

and the previous ϕ. If this value is within a certain tolerance of the value of t, then

accept the wavefunction ϕ returned by the current gradient descent step as the next

step towards the ground state of the system. If we have just accepted a wavefunction

ϕ or the number of gradient descent steps we have taken is odd, update ϕ according

to (6.67) and repeat this step. Note that we update on odd gradient descent steps in

order to give extra time to see if the current gradient descent step is sufficient.

3. If the energy difference is not within a given tolerance of t and the number of already

taken gradient descent steps is not an odd number, then decrease both t and τ by a

factor of two and return to step 3.

4. At each iteration where a wavefunction ϕ has been accepted or the number of gradient

descent steps is an odd number, increase the value of τ and t by ten percent.

5. If the value of t becomes less than some constant tolerance that has been set at the

start of the code, the system has converged to the ground state.

6. If the number of iterations of the gradient descent step reaches some predefined con-

stant and t has not become less than the predefined tolerance, exit the code and inspect

the value of t to determine whether convergence has occurred to a satisfactory value.
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E[ϕ]
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Ediff

ϕgϕc ϕd ϕe

Figure 15: Demonstration of choosing a suitable step τ

6.1.4 Periodic Boundary Conditions

Everything that has been discussed so far has been in relation to Dirichlet boundary con-

ditions. If we wish to use periodic boundary conditions, the only changes that occur are in

the A matrix and b⃗ vector. All other steps discussed above in performing multiple gradient

descent steps and the method of varying τ and determining convergence will remain the

same. Although we will not be using ground state codes with periodic boundary conditions

in this thesis, they were developed as part of this research and the discussion here will be

used later to describe how we have implemented our Bogoliubov codes, which do use periodic

boundary conditions.

Here, we will show the changes that occur in the A matrix and b⃗ if we wish to use

periodic boundary conditions for our system. First, we will go back to our example on a

small lattice and show the changes that occur. Once we have done this, we will again move

to the general case and modify the pseudo-code given by algorithms (1) and (2) to show the

additions needed for periodic boundary conditions.

As mentioned earlier, for periodic boundary conditions, we think of the grid as being of

size L×L instead of size (L−1)× (L−1) as we only discard one of the boundary points and

keep the other one. This would mean that if we wanted to look at the exact same system as

in the example for dirichlet boundary conditions above but instead use periodic boundary

conditions, we would need to look at a 4× 4 lattice. For our purposes here, we will instead

just set L = 3 so that we can continue to use the example of a 3 × 3 lattice, however, it

is important to note that there is an actual difference that occurs between periodic and

dirichlet boundary conditions for the same system.

The modified lattice can be seen in figure (16), where the actual lattice we are working

on now is the lower right corner of the original lattice in figure (12) as encircled in red. We
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ϕ0,0 ϕ0,1 ϕ0,2 ϕ0,3 ϕ0,4

ϕ1,0 ϕ1,1 ϕ1,2 ϕ1,3 ϕ1,4

ϕ2,0 ϕ2,1 ϕ2,2 ϕ2,3 ϕ2,4

ϕ3,0 ϕ3,1 ϕ3,2 ϕ3,3 ϕ3,4

ϕ4,0 ϕ4,1 ϕ4,2 ϕ4,3 ϕ4,4

Figure 16: 4×4 lattice encircled in red. The physical boundaries of the lattice are the points
just inside this red boundary as opposed to the case for dirichlet boundary conditions where
the boundary was all points coloured in black. Here for periodic boundary conditions, we
keep one of the boundaries on the left and top of the lattice and identify the other boundaries
on the right and bottom with these.

have changed the indexing to highlight that we are now taking the boundaries of the lattice

to be different. This means that the vector of points, ϕ⃗1, that we wish to solve for is now

given by:

ϕ⃗1 =
[
ϕ11 ϕ21 ϕ31 ϕ12 ϕ22 ϕ32 ϕ13 ϕ23 ϕ33

]T
. (6.68)

Again, we will write out the A matrix for the coupled equations given by (6.54). We see

that these equations are the exact same as before for Dirichlet boundary conditions, however

we will now make the following change for periodic boundary conditions.

ϕi,0 = ϕi,L

ϕi,L+1 = ϕi,1

ϕ0,i = ϕL,i

ϕL+1,i = ϕ1,i. (6.69)

Here, we are taking i to run from 1 to L. This condition essentially means that if a

particle tries to leave our lattice on one side, it will re-enter on the other side in both the

x and y direction. We see that this condition means that our boundary points are now

written in terms of internal points in the grid that we wish to solve for and as a result, we

will now have extra terms in the A matrix for each row, corresponding to one of the coupled

equations given by (6.54). The extra terms that appear as extra non-zero terms in each row

of the A matrix will disappear from the corresponding row in the b⃗ vector. To make this

more clear, let’s look at the first equation given by (6.54) which is described by the first row
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of the A matrix.

χ1,1,1ϕ
n+1
1,1,1 − τ

[
ϕn+1
1,2,1 + ϕn+1

1,0,1 + ϕn+1
1,1,2 + ϕn+1

1,1,0

]
= 2h2ϕn+1

1,1,1 − 2h2τβ1(ϕ
n
−1,1,1)

∗(ϕn0,1,1)
2, (6.70)

=⇒ χ1,1,1ϕ
n+1
1,1,1 − τ

[
ϕn+1
1,2,1 + ϕn+1

1,3,1 + ϕn+1
1,1,2 + ϕn+1

1,1,3

]
= 2h2ϕn+1

1,1,1 − 2h2τβ1(ϕ
n
−1,1,1)

∗(ϕn0,1,1)
2. (6.71)

In going from the first line to the second line, we have substituted for our periodic boundary

conditions, where in this example: ϕn+1
1,0,1 = ϕn+1

1,3,1 and ϕn+1
1,1,0 = ϕn+1

1,1,3. The two terms ϕn+1
1,3,1

and ϕn+1
1,1,3 are now terms in the ϕ⃗1 vector, given by (6.68), that get multiply by the A matrix

and this means that the first row of the A matrix will change in the following way:

A1 =
[
χ1,1,1 −τ −τ −τ 0 0 −τ 0 0

]
. (6.72)

Here, we have coloured any extra terms that come from periodic boundary conditions in the

x-direction in blue and any that come from periodic boundary conditions in the y-direction

in red.

The procedure for modifying the first component equation of the system of coupled

equations given by (6.54) is the exact same for modifying all other component equations.

When we do this for all of them, we get the following A matrix and b⃗ vector for our small

lattice example using periodic boundary conditions. We have kept the same colour coding

as above to distinguish between additional terms in the A matrix coming from periodic

boundary conditions in the x-direction and periodic boundary conditions in the y-direction.

A =



χ1,1,1 −τ −τ −τ 0 0 −τ 0 0

−τ χ1,2,1 −τ 0 −τ 0 0 −τ 0

−τ −τ χ1,3,1 0 0 −τ 0 0 −τ
−τ 0 0 χ1,1,2 −τ −τ −τ 0 0

0 −τ 0 −τ χ1,2,2 −τ 0 −τ 0

0 0 −τ −τ −τ χ1,3,2 0 0 −τ
−τ 0 0 −τ 0 0 χ1,1,3 −τ −τ
0 −τ 0 0 −τ 0 −τ χ1,2,3 −τ
0 0 −τ 0 0 −τ −τ −τ χ1,3,3


. (6.73)
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b⃗ =



2h2ϕn1,1,1 − 2h2τβ1(ϕ
n
−1,1,1)

∗(ϕn0,1,1)
2

2h2ϕn1,2,1 − 2h2τβ1(ϕ
n
−1,2,1)

∗(ϕn0,2,1)
2

2h2ϕn1,3,1 − 2h2τβ1(ϕ
n
−1,3,1)

∗(ϕn0,3,1)
2

2h2ϕn1,1,2 − 2h2τβ1(ϕ
n
−1,1,2)

∗(ϕn0,1,2)
2

2h2ϕn1,2,2 − 2h2τβ1(ϕ
n
−1,2,2)

∗(ϕn0,2,2)
2

2h2ϕn1,3,2 − 2h2τβ1(ϕ
n
−1,3,2)

∗(ϕn0,3,2)
2

2h2ϕn1,1,3 − 2h2τβ1(ϕ
n
−1,1,3)

∗(ϕn0,1,3)
2

2h2ϕn1,2,3 − 2h2τβ1(ϕ
n
−1,2,3)

∗(ϕn0,2,3)
2

2h2ϕn1,3,3 − 2h2τβ1(ϕ
n
−1,3,3)

∗(ϕn0,3,3)
2


. (6.74)

From this example, we can see what changes need to be made to our code to fill in the

correct values to a general L2×L2 A matrix. First, let’s look at the changes that need to be

made to account for the periodic boundary conditions in the y-direction. If we compare the

A matrix from our small example for periodic boundary conditions and the expanded out

A matrix for Dirichlet boundary conditions given by figure (14), we see that the additional

elements for y periodic boundary conditions can be added in each block matrix of size L×L
on the main diagonal of the A matrix. These values will be added in by adding a −τ value

that is (L−1) spaces to the left and above the last main diagonal value in each block matrix

on the main diagonal.

For the x-periodic boundary conditions, these are accounted for by adding a −τ value

(L)(L−1) spaces to the right and below each main diagonal element in the first block matrix

of size L× L on the main diagonal.

We have included the expanded out A matrix for periodic boundary conditions, given by

figure (17), as well as the modified algorithm for filling in this matrix, given by algorithm

(3). We have again colour coded the additional elements being included in the expanded

out A matrix in figure (17). The majority of elements in this matrix are zero which is

being represented by the zero block matrices in this figure. These matrices repeat along the

diagonal and row that they are in until we reach one of the nonzero block matrices.

We again would like to know how many nonzero elements are in the A matrix as we will

be using sparse matrices to store A in our code. We will still have the L2 + 4(L)(L − 1)

elements from Dirichlet boundary conditions, noting that L has been redefined here as we

are taking an L × L lattice instead of (L − 1) × (L − 1) lattice. We now need to see how

many extra nonzero elements we have when we introduce periodic boundary conditions in

the x and y direction.

1. For the y periodic boundary conditions, we get two extra elements in each block matrix

on the main diagonal. Since there are L of these, we get an extra 2L nonzero elements.

2. For the x periodic boundary conditions, the main diagonal of the block matrix in the

top right hand corner and bottom left hand corner are filled with nonzero elements.
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0 L-2
0
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Figure 17: The A matrix for an arbitrary number of lattice spacings, L. Here we are using
periodic boundary conditions.

The main diagonal of these block matrices has L elements. Therefore, the x periodic

boundary conditions adds an extra 2L elements also.

Overall, this means that the number of nonzero elements in the A matrix for periodic

boundary conditions is L2 + 4(L)(L− 1) + 4L = 5L2.

6.1.5 Code files

Now that we have described how the code for finding the ground state of a spin one con-

densate works, we would like to describe the different files involved in performing this task

and how they are organized. Details about the different parameters of the code and what is

passed into certain functions is detailed in the comments of the code.

1. spinOneInput.ini:

• This is an input file that is called by other code files to read in constants and

parameters relating to the system such as the parameters involved in setting up

our finite lattice and the interaction parameters of the system.

2. groundStateOneStep.py:

• This file is called to perform one gradient descent step, which, when called mul-

tiple times, works to find the ground state of a spin one condensate. This file is

responsible for setting up the A matrix and b⃗ vector for each component equation

in spin one and solves these equations, returning the normalized result.

3. modularGroundState.py:
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Algorithm 3 Filling in the A matrix (Periodic boundary conditions)

for (i=0; i < L2; i++) do ▷ Looping down the main diagonal of A.
A[i, i] = χ[i] ▷ Set main diagonal elements.
if i mod L ! = (L− 1) then

A[i+ 1, i] = −τ ▷ Just below main diagonal element.
A[i, i+ 1] = −τ ▷ Just to the right of main diagonal element.

else ▷ Fill in elements corresponding to y periodic boundary conditions.
A[i− (L− 1), i] = −τ ▷ (L− 1) spaces above last main diagonal element in each

main diagonal block matrix.
A[i, i− (L− 1)] = −τ ▷ (L− 1) spaces to the left of the last main diagonal

element in each main diagonal block matrix.
end if
if i < L(L− 1) then

A[i, i+ L] = −τ ▷ Further to right of main diagonal.
A[i+ L, i] = −τ ▷ Further below main diagonal element.

end if
if i < L then ▷ Fill in elements corresponding to x periodic boundary conditions.

A[i, i+ L(L− 1)] = −τ ▷ L(L− 1) spaces to the right of the main diagonal
element in the first block matrix on the main diagonal.

A[i+ L(L− 1), i] = −τ ▷ L(L− 1) spaces below the main diagonal element in the
first block matrix on the main diagonal.

end if
end for

• This file is what solves for the ground state of the system by calling the relevant

ground state one step code repeatedly. This file also takes care of keeping the

gradient descent step at a suitable size and determines whether we have converged

to the ground state. This code does not return anything and instead saves a list

of condensate wavefunctions at each step that we accepted. If we have converged,

the last wavefunction in this list will be the ground state of the system.

4. groundStateTools.py:

• This file contains functions that are called throughout all other code files such as a

function to compute the energy of the system in its current state. Other functions

in this file involve saving and loading wave functions as well as computing relevant

quantities associated with the condensate such as its density. This file also has

code to plot and animate frames of these quantities.

6.2 Spin Two Ground State Code

We will now discuss the code for solving for the ground state of a spin two condensate. Since

the algorithms used for solving the component equations and running gradient descent in

spin two are the exact same as those used in spin one, we will not provide details of this here

as it has already been covered. We will however provide the component equations that are
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fed into the A matrix and b⃗ vector for spin two. In contrast to spin one where there were

three systems of coupled equations to be solved, here, we will have five systems of coupled

equations.

6.2.1 Equation setup

As in the spin one case, if we wish to find the ground state of the spin two system, we need

to find a wavefunction that minimizes the energy functional which, for spin two, is given by:

E[ψm] =

∫
dr⃗

{ 2∑
m=−2

ψ∗
m

[
− ℏ2∇2

2M
+ V (r⃗)− pm+ qm2

]
ψm

+
c0
2
n2 +

c1
2
|F⃗ |2 + c2

2
|A00|2

}
. (6.75)

Following the procedure in the spin one case, we would like to perform gradient descent

on this energy functional. This will involve taking derivatives of (6.75). Before we do this,

however, we would like to write the energy functional in a dimensionless form. We will

not show the steps for finding the dimensionless equations in spin two as it is the exact

same procedure as in spin one. The only difference when carrying out the procedure here

is to account for the extra term given by the spin singlet density term and use the spin

two version of the spin matrices which are given by equations (3.95) to (3.97) and equation

(3.86). Note that each term in the component equations for spin two that involves ψ terms

will have dimensions of ψ3 just like in the spin one case which is why the procedure is the

exact same.

When we perform this procedure, the energy functional becomes:

E[ϕm] =

∫
dr⃗

{ 2∑
m=−2

ϕ∗m

[
− 1

2
∇2 + V (r⃗)− pm+ qm2

]
ϕm

+
β0
2
n2 +

β1
2
|F⃗ |2 + β2

2
|A00|2

}
. (6.76)

We have again moved to writing the energy functional in terms of ϕ as we are trying to

minimize this energy functional and will vary ϕ to do this, ultimately, making ϕ the ground

state of the system. Note that the changes in dimension made here are the same as those

made in spin one using (6.30) and so if we want to return to dimension full quantities, we

will have to account for these. We have also dropped the ˜on all terms in (6.76) as we know

we are working with this dimensionless form. Terms such as βm are defined in terms of cm

in the same way as before and are written here for convenience.

βm =
cmN

ωr3sℏ
. (6.77)
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Once we have this dimensionless form for the energy functional, we can follow the same

procedure for discretizing it on a finite grid. Once we have done this, we can take the

gradient of this discretized form with respect to the conjugate of each component of the

spin two wavefunction on the lattice, ϕ∗m,i,j , and sub these into the gradient descent formula

given in the spin one numerical section by equation (6.47) (now m runs from −2 to 2) in

order to obtain the five systems of coupled equations that need to be solved numerically to

obtain the spin two ground state, ϕ = (ϕ2, ϕ1, ϕ0, ϕ−1, ϕ−2). We omit these steps in detail

here as the procedure is the exact same as in the spin one case, details of which can be found

in section (6.1.2).

Once these steps have been performed, we end up with the following five coupled systems

of linear equations for m = (2, 1, 0,−1,−2):(
2h2 + 4τ + 2h2τ

[
V − 2p+ 4q + β0n

+ β1(4n2 + 4n1 − 2n−1 − 4n−2) +
2

5
β2n−2

])
ϕn+1
2,i,j

− τ(ϕn+1
2,i+1,j + ϕn+1

2,i−1,j + ϕn+1
2,i,j+1 + ϕn+1

2,i,j−1)

= 2h2ϕn2,i,j − 2h2τ

[
β1

(√
6[(ϕn0,i,j)

∗(ϕn1,i,j)
2 + (ϕn−1,i,j)

∗ϕn0,i,jϕ
n
1,i,j ]

+ 2(ϕn−2,i,j)
∗ϕn−1,i,jϕ

n
1,i,j

)
+
β2
5
((ϕn0,i,j)

2(ϕn−2,i,j)
∗ − 2ϕn1,i,jϕ

n
−1,i,j(ϕ

n
−2,i,j)

∗)

]
, (6.78)(

2h2 + 4τ + 2h2τ

[
V − p+ q + β0n

+ β1(4n2 + n1 − n−1 − 2n−2 + 3n0) +
2

5
β2n−1

])
ϕn+1
1,i,j

− τ(ϕn+1
1,i+1,j + ϕn+1

1,i−1,j + ϕn+1
1,i,j+1 + ϕn+1

1,i,j−1)

= 2h2ϕn1,i,j − 2h2τ

[
β1

(
2
√
6(ϕn1,i,j)

∗ϕn2,i,jϕ
n
0,i,j + 3(ϕn−1,i,j)

∗(ϕn0,i,j)
2

+
√
6

(
(ϕn−2,i,j)

∗ϕn−1,i,jϕ
n
0,i,j + (ϕn0,i,j)

∗ϕn−1,i,jϕ
n
2,i,j

)
+ 2(ϕn−1,i,j)

∗ϕn−2,i,jϕ
n
2,i,j

)
− β2

5
(2ϕn2,i,jϕ

n
−2,i,j(ϕ

n
−1,i,j)

∗ + (ϕn0,i,j)
2(ϕn−1,i,j)

∗)

]
, (6.79)
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(
2h2 + 4τ + 2h2τ

[
V + β0n + 3β1(n1 + n−1) +

β2
5
n0

])
ϕn+1
0,i,j

− τ(ϕn+1
0,i+1,j + ϕn+1

0,i−1,j + ϕn+1
0,i,j+1 + ϕn+1

0,i,j−1)

= 2h2ϕn0,i,j − 2h2τ

[
β1

(√
6

(
(ϕn2,i,j)

∗(ϕn1,i,j)
2 + (ϕn−1,i,j)

∗ϕn−2,i,jϕ
n
1,i,j

+ (ϕn1,i,j)
∗ϕn2,i,jϕ

n
−1,i,j + (ϕn−2,i,j)

∗(ϕn−1,i,j)
2

)
+ 6(ϕn0,i,j)

∗ϕn1,i,jϕ
n
−1,i,j

)
+
β2
5
(2ϕn2,i,jϕ

n
−2,i,j(ϕ

n
0,i,j)

∗ − 2ϕn1,i,jϕ
n
−1,i,j(ϕ

n
0,i,j)

∗)

]
, (6.80)(

2h2 + 4τ + 2h2τ

[
V + p+ q + β0n

− β1(2n2 + n1 − n−1 − 4n−2 − 3n0) +
2

5
β2n1

])
ϕn+1
−1,i,j

− τ(ϕn+1
−1,i+1,j + ϕn+1

−1,i−1,j + ϕn+1
−1,i,j+1 + ϕn+1

−1,i,j−1)

= 2h2ϕn−1,i,j − 2h2τ

[
β1

(
2
√
6(ϕn−1,i,j)

∗ϕn0,i,jϕ
n
−2,i,j + 3(ϕn1,i,j)

∗(ϕn0,i,j)
2

+
√
6((ϕn2,i,j)

∗ϕn1,i,jϕ
n
0,i,j + (ϕn0,i,j)

∗ϕn1,i,jϕ
n
−2,i,j)

+ 2(ϕn1,i,j)
∗ϕn2,i,jϕ

n
−2,i,j

)
− β2

5
(2ϕn2,i,jϕ

n
−2,i,j(ϕ

n
1,i,j)

∗ + (ϕn0,i,j)
2(ϕn1,i,j)

∗)

]
, (6.81)(

2h2 + 4τ + 2h2τ

[
V + 2p+ 4q + β0n

− β1(4n2 + 2n1 − 4n−1 − 4n−2) +
2

5
β2n2

])
ϕn+1
−2,i,j

− τ(ϕn+1
−2,i+1,j + ϕn+1

−2,i−1,j + ϕn+1
−2,i,j+1 + ϕn+1

−2,i,j−1)

= 2h2ϕn−2,i,j − 2h2τ

[
β1

(√
6[(ϕn0,i,j)

∗(ϕn−1,i,j)
2 + (ϕn1,i,j)

∗ϕn0,i,jϕ
n
−1,i,j ]

+ 2(ϕn2,i,j)
∗ϕn1,i,jϕ

n
−1,i,j

)
+
β2
5
((ϕn0,i,j)

2(ϕn2,i,j)
∗ − 2ϕn−1,i,jϕ

n
1,i,j(ϕ

n
2,i,j)

∗)

]
. (6.82)

We are again using the notation n =
∑2
m=−2 nm where nm = |ϕm|2. Here we assume

that all n values are being taken at the relevant position, (i, j), in our lattice.

These equations are implemented into code in the same way as the spin one equations,

given by equations (6.54) to (6.56), by filling in the A matrix and b⃗ vector for each of the five

component equations above and solving the matrix equation, given by (6.57), in sequence

for each of the five component equations. The procedure for constructing these matrices
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for a discretized system of linear equations has already been given in sections (6.1.2) and

(6.1.3).

6.2.2 Code files

Many of the code files in spin one have their equivalent in spin two, however, since there

are extra files used in spin two for setting up vortices, we will detail all code files here for

completeness.

1. spinTwoInput.ini:

• This is an input file that is called by other code files to read in constants and

parameters relating to the system such as the parameters involved in setting up

our finite lattice and the interaction parameters of the system.

2. groundStateOneStep.py:

• This file is called to perform one gradient descent step, which, when called mul-

tiple times, works to find the ground state of a spin two condensate. This file is

responsible for setting up the A matrix and b⃗ vector for each component equation

in spin two and solves these equations, returning the normalized result.

3. modularGroundState.py:

• This file is what solves for the ground state of the system by calling the relevant

ground state one step code repeatedly. This file also takes care of keeping the

gradient descent step at a suitable size and determines whether we have converged

to the ground state. This code does not return anything and instead saves a list

of condensate wavefunctions at each step that we accepted. If we have converged,

the last wavefunction in this list will be the ground state of the system.

4. groundStateTools.py:

• This file contains functions that are called throughout all other code files such as a

function to compute the energy of the system in its current state. Other functions

in this file involve saving and loading wave functions as well as computing relevant

quantities associated with the condensate such as its density. This file also has

code to plot and animate frames of these quantities.

5. loop.py:

• This file sets up discrete points on a loop within the condensate and returns the

value of the condensate at these points. This is used to study the winding of a

vortex within the condensate. We will see more details of this in the next section.

6. graphicalBEC.py:
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• This file produces a plot of the spherical harmonic representation of a point in

the condensate.

7. graphicalVortex.py:

• This file takes in spherical harmonic plots of points on a loop in the condensate

and plots them on a loop to represent a vortex that we are looking at.

8. axisAngleToEuler.py:

• Given a rotation in axis angle format, this file will return the corresponding Euler

angles for ZYZ format. This is needed as we input vortices in spin two in axis

angle format, however, the rotation matrix for acting on the order parameter of

the condensate is written in terms of Euler angles. We will again see more details

of this in the next section.

9. createVortex.py:

• This file just sets up the vortex we are studying by specifying the axis and angle

of rotation and passes this in as the initial condition to the ground state code.

That is, this file is where we can specify input and run the ground state files

above to obtain results.

6.3 Spin Two Vortices

Now that we have discussed how the ground state is numerically found for a spin two

condensate, we will discuss how we simulate vortices in these condensates by way of passing

in a suitable initial condition. We will first discuss the general procedure for setting up this

initial condition and then describe how parts of this procedure are implemented numerically.

The code files that perform the tasks mentioned in this section are described in the previous

section.

6.3.1 General setup

We have seen in section (5.1) that the order parameter for a general element of a certain

phase of the condensate, described by the representative order parameter ζ0 is given by:

ζ = eiϕe−ifzαe−ifyβe−ifzγζ0 = eiϕU(α, β, γ)ζ0 (6.83)

Here, ϕ is the gauge angle, describing the U(1) phase and α, β and γ are the Euler angles

in ZY Z format describing a rotation in spin space. For a spin two condensate with five spin

components, U(α, β, γ) will be a 5×5 matrix or a five dimensional irreducible representation

of SO(3). This matrix is called the Wigner D-matrix [32][38]. This matrix is listed below

for spin two in the format given in [27]:
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U(α, β, γ) = (6.84)
e−2i(α+γ)C4 −2e−i(2α+γ)C3S

√
6e−2iαC2S2 −2e−i(2α−γ)CS3 e−2i(α−γ)S4

2e−i(α+2γ)C3S e−i(α+γ)C2(C2−3S2) −
√

3
8 e

−iα sin 2β −e−i(α−γ)S2(S2−3C2) −2e−i(α−2γ)CS3

√
6e−2iγC2S2

√
3
8 e

−iγ sin 2β 1
4 (1+3 cos 2β) −

√
3
8 e

iγ sin 2β
√
6e2iγC2S2

2ei(α−2γ)CS3 −ei(α−γ)S2(S2−3C2)
√

3
8 e

iα sin 2β ei(α+γ)C2(C2−3S2) −2ei(α+2γ)C3S

e2i(α−γ)S4 2ei(2α−γ)CS3
√
6e2iαC2S2 2ei(2α+γ)C3S e2i(α+γ)C4

 .

(6.85)

We have already seen in section (5.3.3) that the vortices in spin two are described by

elements of a stabilizer group that rotate in both spin space and phase space. Since we

have the SU(2) form of these elements, we can find both the axis and angle that describes

the rotation that a specific element of the stabilizer group performs in spin space using the

expression for a general SU(2) rotation given by (5.28). We also know the phase change in

the gauge angle that occurs for each element.

With all of these parameters, we could set up a vortex by considering a closed loop in

our system that starts at the representative order parameter for the given phase and, as we

go around the loop, we linearly vary the gauge angle and angle of rotation in spin space

around the given axis from zero to their final values for the chosen element of the stabilizer

group. At each position in our finite grid that we look at the value of the angle of rotation

in spin space, we calculate the Euler angles for a rotation by that amount of angle about

the axis of rotation that we have already determined. Once we know this, we can say that

the order parameter of the condensate at that point in our finite grid is given by (6.83).

We can give an example of this procedure by discussing it in relation to one of the vortices

displayed in section (5.3.3). Here, we will take the class 4 vortex in the cyclic phase as shown

in figure (6). This particular vortex is a fractional 1
3 vortex, with a gauge angle of 2π

3 , and

a rotation of 2π
3 in spin space. The element of the stabilizer group, T̃ , that describes this is

σ̃. By comparing the expression for σ̃ given by (5.29) with (5.28), we see that the axis for

the rotation in spin space is the (-1,-1,-1) axis. Note that we have rotated this axis onto the

z-axis in figure (6) and so the order parameter at the start of the loop, which is given by

the rightmost spherical harmonic in figure (6), is actually a rotation of the representative

order parameter. As we follow this loop around anti-clockwise to the next point on the

loop, we calculate how much of the spin space rotation should have taken place in order to

make the full angle of rotation vary linearly around this loop. We then calculate the Euler

angles for this rotation and use this, along with the value the gauge angle should have at

this point in the loop in order to vary linearly around the closed loop also, to calculate the

order parameter of the condensate at this point in the loop using (6.83). We do this at each

point of the loop which when finished will give us the full rotation in spin and phase space

describing the vortex. The value of the order parameter calculated in this way at each point

in our grid serves as our initial condition for a vortex to be passed into our ground state
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code. Note that we will also have to think about how to smooth this wavefunction in order

for it to be a good approximation to the ground state of the system. This will be discussed

in section (7) for both spin one and spin two condensates.

6.3.2 Numerical Implementation

Now that we have described the general procedure for how a vortex is setup as the initial

condition for our ground state code, we will look at how the parts of this procedure are

practically implemented. We will first describe the aspects of the procedure that do not

depend on the type of boundary conditions used for the ground state code, followed by

those that do.

Axis-Angle to Euler angles As mentioned in the previous section, we will first have an

axis-angle description of the rotation that a vortex produces. However, in order to write

out the order parameter for each point of the vortex in space, we will need to obtain the

Euler angles for a given axis-angle rotation that will be substituted into the general order

parameter expression, (6.83). We do this with the following steps. We first find the rotation

matrix that, when acted on a vector in R3, produces the rotation described by the angle

and axis given. The general form of this rotation matrix is given by [39] for a normalized

axis of rotation a⃗ = (ax, ay, az) and angle θ:

Ra⃗,θ = (6.86) a2x + (a2y + a2z) cos θ axay(1− cos θ)− az sin θ axaz(1− cos θ) + ay sin θ

axay(1− cos θ) + az sin θ a2y + (a2x + a2z) cos θ ayaz(1− cos θ)− ax sin θ
axaz(1− cos θ)− ay sin θ ayaz(1− cos θ) + ax sin θ a2z + (a2x + a2y) cos θ

 .

(6.87)

The first, second and third column of this matrix tell us where the x, y and z axes of a

coordinate system attached to an object get rotated to if we rotate the object by an angle θ

about the (ax, ay, az) axis. These new axes are given in terms of the fixed coordinate system

and as such we can compare the axes of the coordinate system that rotates with the object

to the x, y and z axes of the fixed coordinate system in order to determine the Euler angles

for the rotation.

In order to do this, it is useful to look at the format of the Euler angles for ZY Z format

and look at what we are doing when we make each of the rotations by angles of α, β and γ.

This can be seen in figures (18) to (20). In figure (18), we first perform a rotation about

the z-axis of the fixed coordinate system by an angle of α. This causes the x and y axes

of the object we are rotating to rotate to positions x′ and y′. Next we rotate about the y′

axis by an angle β which brings the z and x axes of the object being rotated to zf and x′′

respectively. Finally, we rotate about the zf axis by an angle γ which brings the x and y
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Figure 18: A demonstration of Euler angles for ZYZ format.
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Figure 19: A demonstration of Euler angles for ZYZ format.
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Figure 20: A demonstration of Euler angles for ZYZ format.
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axes of the object to their final orientation xf and yf . After the full rotation, the coordinate

axes of the object we have rotated are at positions xf , yf and zf in terms of the fixed system.

From this procedure, we can easily see how we can obtain the Euler angles for a certain

rotation once we have xf , yf and zf . First let’s look at how we find α. We can see from

figures (18) and (19) that the rotation of α about the fixed z axis causes the original x axis,

attached to the rotated object, to be rotated to x′ which we can see is the projection of

the final z axis, zf into the xy plane. Therefore we can find α by using the dot product

between the original x axis and the projection of the zf axis into the xy plane. Setting

z⃗p = (zfx, zfy, 0), we get the following expression for α:

α = arccos
z⃗p · x⃗
|zp||x|

. (6.88)

We can see from figure (19) that to find β we need only find the angle between the zf

axis and the original fixed z axis.

β = arccos
z⃗f · z⃗
|zf ||z|

. (6.89)

Finally we can find the angle γ by finding the angle between the y axis after the rotation

by α, y′, and the final y axis of the object, yf .

γ = arccos
y⃗′ · y⃗f
|y′||yf |

. (6.90)

At each step when we find each of these angles, we must check that we have found the

anti-clockwise angle between them with respect to the axis of rotation. This is easy to do

by taking the cross product between the old vector and new vector that we have rotated

to by α, β or γ. We can then take a dot product between the resulting vector of the cross

product and the known axis of rotation. If this dot product is greater than zero, then the

orientation is correct and we have found the anti-clockwise angle. Otherwise, we adjust the

angle by subtracting it from 2π.

Dirichlet Boundary conditions vortex setup Now that we have a way of finding the

Euler angles for a given rotation in spin space, we need to think about how exactly we

encode the vortex as an initial condition for the ground state code. As mentioned earlier,

the method of implementing (6.83) as the initial condition is slightly different depending

on whether we are using Dirichlet or periodic boundary conditions. Here, we will only look

at the problem for Dirichlet boundary conditions as these are the conditions used in our

ground state codes. We will also look at how to define a loop within the condensate for this

case so that we can view if a vortex is present.

The first thing to consider for setting up a vortex in this system is what a closed loop

is in this system. Figure (21) shows what a closed loop looks like in a 2-D system with

Dirichlet boundary conditions.
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x

Figure 21: A closed loop in a grid with Dirichlet boundary conditions.

We think of this loop being centered on (0,0) within the grid. We can clearly see that

a loop in our grid with Dirichlet boundary conditions can be parameterized using the polar

angle φ.

Practically, we do this in the following way. Given a 2d grid of x and y points at which

we will store the value of the condensate in space, we make a corresponding grid of the value

of the polar angle φ at these points. Once we do this we can parameterize the gauge angle,

ϕ, and spin space angle of rotation, θ, for our vortex.

ϕp =
ϕφ

2π
(6.91)

θp =
θφ

2π
. (6.92)

Here, we are thinking of φ as the full two-dimensional grid of polar angle points and as

such, ϕp and θp are also meant to be the corresponding 2D arrays giving the values of the

gauge angle and spin space rotation angle for all points on our finite grid. It is these lists

that we feed into (6.83) to build our initial condition. Note that by doing it in this way, our

initial condition actually imprints the vortex winding at all radii in our grid and not just at

one loop at some distance from the origin.

We now have a way of setting up a vortex as an initial condition for our ground state

code for Dirichlet boundary conditions, but what if we want to look at the value of the

condensate around a closed loop in our grid to search for the presence of a vortex. How do

we do that? One method would be to choose a loop at a certain radius in our grid and look

at the grid points on that loop where we have data. However, this is not practical by its

self as the loop we choose may not coincide with many points in our grid where we actually

have the value of the condensate in space. This can be seen in figure (21). We think of the

points where the red dashed grid lines cross as points in our grid where we have data on the

condensate at that point in space. We can see that the example loop that we have drawn in

91



this figure only coincides with four data points which is not sufficient for determining what

is happening along a closed loop within the condensate. Instead, we would like to be able

to choose a loop at any radius in the condensate and specify how many points on that loop

we would like to return the value of the condensate at. Since we do not have the value of

the condensate at every point in space, we achieve this goal in the following way.

We choose a loop at some radius in our grid, such as the one shown in figure (21) and

specify the number of points that we would like to sample the value of the condensate at

along this loop. We then position these points along the loop so that they are spaced equally

apart from each other in terms of the polar angle φ. For each of these points on the loop,

if we have the value of the condensate at that point, then we just return the relevant order

parameter there. In the other case where the point on the loop is not a point where we

have data in our grid, we perform a weighted average of the value of the condensate at the

nearest neighbour points where we do know the value of the condensate. This procedure is

shown in figure (22). Here, we are looking at one of the square grids within our full grid

and would like to approximate the value of the condensate at a point P , where we know

the value of the condensate at points A,B,C and D. We first take the Euclidean distance

between each of the points on the vertices of this square grid with P . Once we have done

this we find the approximate order parameter of the condensate at the point P using the

following expression:

ΨP =
1

Wtot

[(
1− dA

dTot

)
ΨA+

(
1− dB

dTot

)
ΨB +

(
1− dC

dTot

)
ΨC +

(
1− dD

dTot

)
ΨD

]
,

(6.93)

where Ψν is the order parameter of the condensate at a point ν, dTot = dA + dB + dC + dD

and:

Wtot =

(
1− dA

dTot

)
+

(
1− dB

dTot

)
+

(
1− dC

dTot

)
+

(
1− dD

dTot

)
(6.94)

is the total weight.

If the point P happens to lie on one of the red grid lines between two points, then we

just take a weighted average of the order parameter of the condensate at the two points

nearest to P along the same grid line.

Once we have a value of the order parameter at each point of the loop we have chosen, we

can make graphical images of the condensate along this loop by using the spherical harmonic

representation of the condensate as discussed previously.

6.4 Spin One Bogoliubov Excitations

In this section we will detail how we have derived and implemented the Bogoliubov equations

for a spin one condensate. The code we implement is for two dimensions and the ground
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Figure 22: Computing the value of the condensate at a point we do not have data by taking
a weighted average of neighbouring points.

states generated by our spin one code can be passed in as input to the Bogoliubov code to

look at excitations about the ground state.

6.4.1 Equation setup

The method used here for deriving the Bogoliubov equations is an extension of the method

used in [36] for a pseudo-spin half condensate. This method can also be found in [26] for

a spinless condensate and has been employed for a spin one condensate with spin-orbit

coupling in [40]. We also note that [41] was useful in ensuring our code was working when

testing this for spinless cases in the earlier stages of this research.

We will take a perturbative approach to deriving these equations by thinking of the

Bogoliubov excitations as slight fluctuations from the ground state. As a result, we will take

the full wavefunction of the time-dependent system to be of the following form:

Ψ⃗(r⃗, t) = (ψ1, ψ0, ψ−1),

ψm(r⃗, t) = eiµt(ϕm(r⃗) + um(r⃗)e−iωt + v∗m(r⃗)eiω
∗t). (6.95)

Here, ϕm(r⃗) is the ground state of the system and ω is the frequency of perturbation.

um(r⃗) and vm(r⃗) are the Bogoliubov excitations and it is these that we wish to find. We

will do this by subbing the ansatz (6.95) into the spin one time dependent Gross-Pitaevskii

equations given by (6.39), (6.40) and (6.41). Note that, by using these, we are working in

the dimensionless form specified before in section (6.1.1).

Once we have done this, we keep linear terms in um and vm and split the terms into

two equations where the first is given by all terms that are multiplied by e−i(µ+ω)t and the

second is given by all terms multiplied by e−i(µ−ω
∗)t. This is why we get two equations from

each time dependent Gross-Pitaevskii equation: one for um and one for vm.

To obtain the first of these two equations we can read off the terms being multiplied by

e−i(µ+ω)t. To obtain the second equation, we must read off all terms being multiplied by
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e−i(µ−ω
∗)t, conjugate them and multiply the entire equation by a minus sign. This step is to

account for the −ω∗ in the exponential and we want each of the equations to be of the form

ωum or ωvm on the right hand side of the equation. Without this step, the vm equations

will read −ω∗v∗m on the right hand side.

Once we perform these steps for each of the three spin one Gross-Pitaevskii equations,

we are left with six coupled equations for u1, v1, u0, v0, u−1 and v−1 which are the spin one

Bogoliubov equations:

L1u1 + (β0 + β1)(ϕ1)
2v1 +

[
(β0 + β1)ϕ

∗
0ϕ1 + 2β1ϕ

∗
−1ϕ0

]
u0

+ (β0 + β1)ϕ0ϕ1v0 + (β0 − β1)ϕ∗−1ϕ1u−1

+
[
(β0 − β1)ϕ−1ϕ1 + β1ϕ

2
0

]
v−1 = ωu1, (6.96)

−(β0 + β1)(ϕ
∗
1)

2u1 − L1v1 − (β0 + β1)(ϕ0ϕ1)
∗u0

+ [−(β0 + β1)ϕ0ϕ
∗
1 − 2β1ϕ

∗
0ϕ−1] v0

+
[
−(β0 − β1)(ϕ−1ϕ1)

∗ − β1(ϕ∗0)2
]
u−1

− (β0 − β1)ϕ−1ϕ
∗
1v−1 = ωv1, (6.97)

[(β0 + β1)ϕ
∗
1ϕ0 + 2β1ϕ−1ϕ

∗
0]u1 + (β0 + β1)ϕ1ϕ0v1 + L2u0

+
[
β0ϕ

2
0 + 2β1ϕ−1ϕ1

]
v0

+
[
(β0 + β1)ϕ

∗
−1ϕ0 + 2β1ϕ

∗
0ϕ1
]
u−1

+ (β0 + β1)ϕ−1ϕ0v−1 = ωu0, (6.98)

−(β0 + β1)(ϕ1ϕ0)
∗u1 +

[
−(β0 + β1)ϕ1ϕ

∗
0 − 2β1ϕ

∗
−1ϕ0

]
v1

+
[
−β0(ϕ∗0)2 − 2β1(ϕ−1ϕ1)

∗]u0 − L2v0

− (β0 + β1)(ϕ−1ϕ0)
∗u−1

+ [−(β0 + β1)ϕ−1ϕ
∗
0 − 2β1ϕ0ϕ

∗
1] v−1 = ωv0, (6.99)

(β0 − β1)ϕ∗1ϕ−1u1 +
[
(β0 − β1)ϕ1ϕ−1 + β1ϕ

2
0

]
v1

+ [(β0 + β1)ϕ
∗
0ϕ−1 + 2β1ϕ0ϕ

∗
1]u0 + (β0 + β1)ϕ0ϕ−1v0

+ L3u−1 + (β0 + β1)ϕ
2
−1v−1 = ωu−1, (6.100)

[−(β0 − β1)(ϕ1ϕ−1)
∗ − β1(ϕ

∗
0)

2
]
u1 − (β0 − β1)ϕ1ϕ∗−1v1

− (β0 + β1)(ϕ0ϕ−1)
∗u0

+
[
−(β0 + β1)ϕ0ϕ

∗
−1 − 2β1ϕ

∗
0ϕ1
]
v0

− (β0 + β1)(ϕ
∗
−1)

2u−1 − L3v−1 = ωv−1, (6.101)
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where:

L1 = −1

2
∇2 + V (r⃗) + q − p+ 2(β0 + β1)|ϕ1|2 + (β0 − β1)|ϕ−1|2 + (β0 + β1)|ϕ0|2 − µ,

L2 = −1

2
∇2 + V (r⃗) + 2β0|ϕ0|2 + (β0 + β1)(|ϕ−1|2 + |ϕ1|2)− µ,

L3 = −1

2
∇2 + V (r⃗) + q + p+ 2(β0 + β1)|ϕ−1|2 + (β0 − β1)|ϕ1|2 + (β0 + β1)|ϕ0|2 − µ,

(6.102)

To use these equations, we need an expression for the chemical potential, µ. This can

be obtained from the time-independent Gross-Pitaevskii equations, which we will list in a

convenient form for our purpose here.

µϕ1 =

[
−1

2
∇2 + V − p+ q + β0n+ β1Fz

]
ϕ1 +

β1√
2
F−ϕ0, (6.103)

µϕ0 =

[
−1

2
∇2 + V + β0n

]
ϕ0 +

β1√
2
F+ϕ1 +

β1√
2
F−ϕ−1, (6.104)

µϕ−1 =

[
−1

2
∇2 + V + p+ q + β0n− β1Fz

]
ϕ−1 +

β1√
2
F+ϕ0. (6.105)

We first multiply each of these component equations by their conjugate ψ∗
m and then

add them together and integrate over position. Using the normalization constraint (6.42),

we see that we just get left with µ on the left hand side which means that the results on the

right hand side is an expression for µ. After some manipulation of the right hand side, we

get the following expression for µ:

µ =

∫ { 1∑
m=−1

(
1

2
|∇ϕm|2 + (V − pm+ qm2)|ϕm|2

)
+ β0n

2 + β1|F⃗ |2
}
. (6.106)

6.4.2 Code implementation

We now want to solve these equations numerically. Note that we will do this using periodic

boundary conditions which have been described in detail for the ground state code in section

(6.1.4). To solve, we will set them up on our finite grid. Each um and vm will be discretized

in the same way as the ground state wave function was previously. This means that we

will describe these Bogoliubov excitations using L2 points on a two-dimensional grid. An

example of this is shown for u1:

u⃗1 =
[
u1,1,1 u1,2,1 . . . u1,L,1 u1,1,2 . . . u1,L,L

]T
(6.107)

As a result, we need to write the Bogoliubov equations above in the same format where,

now, each of the six Bogoliubov equations above will become a system of L2 linear equations
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A1,u1 A1,v1 A1,u0 A1,v0 A1,u−1 A1,v−1

A2,u1 A2,v1 A2,u0 A2,v0 A2,u−1 A2,v−1

A3,u1 A3,v1 A3,u0 A3,v0 A3,u−1 A3,v−1

A4,u1 A4,v1 A4,u0 A4,v0 A4,u−1 A4,v−1

A5,u1 A5,v1 A5,u0 A5,v0 A5,u−1 A5,v−1

A6,u1 A6,v1 A6,u0 A6,v0 A6,u−1 A6,v−1




Figure 23: Format of the M matrix.

that can be solved to give the value of the Bogoliubov excitation at each position in our

lattice. Here, we have written the first of six Bogoliubov equations, given by (6.96), in

discretized form. The discretized version of the other five equations is similar.

− 1

2h2
(u1,i+1,j + u1,i−1,j + u1,i,j+1 + u1,i,j−1 − 4u1,i,j)

+
(
Vi,j + q − p+ 2(β0 + β1)|ϕ1,i,j |2 + (β0 − β1)|ϕ−1,i,j |2

+ (β0 + β1)|ϕ0,i,j |2 − µ
)
u1,i,j

+ (β0 + β1)(ϕ1,i,j)
2v1,i,j

+
[
(β0 + β1)ϕ

∗
0,i,jϕ1,i,j + 2β1ϕ

∗
−1,i,jϕ0,i,j

]
u0,i,j

+ (β0 + β1)ϕ0,i,jϕ1,i,jv0,i,j + (β0 − β1)ϕ∗−1,i,jϕ1,i,ju−1,i,j

+
[
(β0 − β1)ϕ−1,i,jϕ1,i,j + β1ϕ

2
0,i,j

]
v−1,i,j = ωu1,i,j . (6.108)

Once we do this for all six Bogoliubov equations, we will end up with 6L2 equations. Note

that each of the six systems are coupled together and so cannot be solved independently.

However, if we write the full 6L2 equations as one matrix equation, we see that we are

dealing with an eigenvalue equation which we can solve numerically.

Mb⃗ = ωb⃗. (6.109)

To do this, we need to set up the M matrix and b⃗ vector in the above equation. First,

let’s look at the b⃗ vector. This will be of the following form:

b⃗ =
[
u⃗1 v⃗1 u⃗0 v⃗0 u⃗−1 v⃗−1

]T
, (6.110)

where each entry given in the b⃗ vector is itself a vector whose form is given by (6.107).

This means that the b⃗ vector contains 6L2 elements.

The M vector is set up according to figure (23).
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Each block matrix in M is of size L2 × L2 so that it lines up with the corresponding

elements in b⃗ that it multiplies to represent one of our 6L2 equations. For example A1,v1 will

store the values of (β0 + β1)(ϕ1,i,j)
2 at each position in our lattice as these are the values

that multiply v1 in (6.108).

We can easily see how each of these block matrices are filled. All block matrices not

on the main diagonal of M will have their main diagonal entries filled with the value of

the term multiplying the bogoliubov excitation, um or vm, at the corresponding position

in our lattice, with all other entries being zero. That is, if we use column major order for

our finite grid, then the main diagonal of each block matrix not on the main diagonal of M

will contain the value multiplying the relevant um,i,j or vm,i,j which are assumed to be in

column major order in b⃗.

An example of how this is filled in can be seen by looking at the main diagonal of (6.73).

Instead of filling in χi,j along the main diagonal, we will fill in the corresponding (i, j) value

of the term multiplying um,i,j or vm,i,j and all other terms will be zero.

To fill in the elements to the block matrices on the main diagonal of M , we have to take

into account that these matrices account for the derivative acting on um or vm in each of

the 6L2 equations and as such will have terms both on and off the main diagonal. The main

diagonal terms will be those that are multiplying um or vm at the current position in our

lattice. For example, if we look at A1,u1
, then the main diagonal terms will be of the form:

χi,j =
2

h2
+ (Vi,j + q − p+ 2(β0 + β1)|ϕ1,i,j |2 + (β0 − β1)|ϕ−1,i,j |2 + (β0 + β1)|ϕ0,i,j |2 − µ).

(6.111)

We can see this by looking at (6.108).

We still have to account for the coupling of position terms due to the derivative, however,

we have seen this before when we filled in the A matrix in section (6.1.4). The A matrix in

those sections was of size L2×L2 and so we see that to fill in each of the block matrices inM

we can do the exact same procedure as before. The only difference is that the main diagonal

χ elements will be slightly different and instead of filling in −τ for the off diagonal elements,

we will now fill in − 1
2h2 . Since we are using periodic boundary conditions, we also add − 1

2h2

in the matrices on the main diagonal of M , corresponding with the −τ values coloured in

blue and red in the A matrix described by equation (6.73) and figure (17). Algorithm (3)

describing filling the A matrix in section (6.1.4) can be used here to fill each block matrix

in M where the full algorithm is used to fill the block matrices on the main diagonal of

M and the start of the algorithm is used to fill in the main diagonal elements of all other

block matrices in M , The only adjustment we need to do is substitute the relevant terms as

discussed above. Once this is done, the only extra step involved here, is arranging the block

matrices in the correct way to construct the M matrix and solving for its eigenvectors and

eigenvalues. The eigenvectors of M will be the b⃗ vector discussed above, from which the
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Bogoliubov excitations can be extracted. For example, the first L2 elements of b⃗ will be u1,

the next L2 values will be v1 and so on. The eigenvalues of M will be our corresponding

frequencies of perturbation, ω.

6.5 Spin Two Bogoliubov Excitations

Below, we will list the Bogoliubov equations for a spin two condensate. The procedure for

deriving these is the exact same as the spin one case. We start with the same ansatz (6.95),

however, here m runs from −2 to 2, and we substitute each of these into the relevant m

component equation of the time dependent Gross Pitaevskii equations for spin two, given

by equations (3.105) to (3.109). Once we do this, we again keep linear terms in um and

vm and split the terms in each equation into terms involving e−i(µ+ω)t and e−i(µ−ω
∗)t. We

then read off the terms multiplying these to obtain two equations for each spin component,

remembering to multiply terms with a factor of e−i(µ−ω
∗)t by a minus sign and conjugate.

L1u1+(4β1 + β0)(ϕ2)
2v2

+

[
β0ϕ

∗
1ϕ2 + β1{4ϕ∗1ϕ2 + 2

√
6ϕ∗0ϕ1

+
√
6ϕ∗−1ϕ0 + 2ϕ∗−2ϕ−1} −

2

5
β2ϕ

∗
−2ϕ−1

]
u1

+ [(4β1 + β0)ϕ1ϕ2] v1

+

[
β0ϕ

∗
0ϕ2 +

√
6β1ϕ

∗
−1ϕ1 +

2

5
β2ϕ

∗
−2ϕ0

]
u0

+
[
β0ϕ0ϕ2 +

√
6β1(ϕ1)

2
]
v0

+

[
(β0 − 2β1)ϕ

∗
−1ϕ2 + 2β1ϕ

∗
−2ϕ1 −

2

5
β2ϕ

∗
−2ϕ1

]
u−1

+
[
(β0 − 2β1)ϕ−1ϕ2 +

√
6β1ϕ0ϕ1

]
v−1

+

[
(β0 − 4β1)ϕ

∗
−2ϕ2 +

2

5
β2ϕ

∗
−2ϕ2

]
u−2

+

[(
β0 − 4β1 +

2

5
β2

)
ϕ−2ϕ2 +

(
2β1 −

2

5
β2

)
ϕ1ϕ−1 +

β2
5
(ϕ0)

2

]
v−2

=ωu2, (6.112)
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− [(4β1 + β0)(ϕ
∗
2)

2
]
u2 − L1v2 − [(4β1 + β0)ϕ

∗
1ϕ

∗
2]u1

−
[
β0ϕ1ϕ

∗
2 + β1{4ϕ1ϕ∗2 + 2

√
6ϕ0ϕ

∗
1

+
√
6ϕ−1ϕ

∗
0 + 2ϕ−2ϕ

∗
−1} −

2

5
β2ϕ−2ϕ

∗
−1

]
v1

−
[
β0ϕ

∗
0ϕ

∗
2 +
√
6β1(ϕ

∗
1)

2
]
u0

−
[
β0ϕ0ϕ

∗
2 +
√
6β1ϕ−1ϕ

∗
1 +

2

5
β2ϕ−2ϕ

∗
0

]
v0

−
[
(β0 − 2β1)ϕ

∗
−1ϕ

∗
2 +
√
6β1ϕ

∗
0ϕ

∗
1

]
u−1

−
[
(β0 − 2β1)ϕ−1ϕ

∗
2 + 2β1ϕ−2ϕ

∗
1 −

2

5
β2ϕ−2ϕ

∗
1

]
v−1

−
[(
β0 − 4β1 +

2

5
β2

)
ϕ∗−2ϕ

∗
2 +

(
2β1 −

2

5
β2

)
ϕ∗−1ϕ

∗
1 +

β2
5
(ϕ∗0)

2

]
u−2

−
[(
β0 − 4β1 +

2

5
β2

)
ϕ−2ϕ

∗
2

]
v−2 = ωv2, (6.113)

[
(β0+4β1)ϕ

∗
2ϕ1 + 2

√
6β1ϕ

∗
1ϕ0

+
√
6β1ϕ

∗
0ϕ−1 +

(
2β1 −

2

5
β2

)
ϕ∗−1ϕ−2

]
u2

+ [(β0 + 4β1)ϕ2ϕ1] v2 + L2u1

+
[
(β0 + β1)(ϕ1)

2 + 2
√
6β1ϕ2ϕ0

]
v1

+

[
(β0 + 3β1)ϕ

∗
0ϕ1 + 2

√
6β1ϕ

∗
1ϕ2

+
√
6β1ϕ

∗
−2ϕ−1 +

(
6β1 −

2

5
β2

)
ϕ∗−1ϕ0

]
u0

+
[
(β0 + 3β1)ϕ0ϕ1 +

√
6β1ϕ−1ϕ2

]
v0

+

[(
β0 − β1 +

2

5
β2

)
ϕ∗−1ϕ1 +

√
6β1(ϕ

∗
−2ϕ0 + ϕ∗0ϕ2)

]
u−1

+

[(
β0 − β1 +

2

5
β2

)
ϕ1ϕ−1 +

(
2β1 −

2

5
β2

)
ϕ−2ϕ2

+

(
3β1 −

β2
5

)
(ϕ0)

2

]
v−1

+

[
(β0 − 2β1)ϕ

∗
−2ϕ1 +

(
2β1 −

2

5
β2

)
ϕ∗−1ϕ2

]
u−2

+
[
(β0 − 2β1)ϕ−2ϕ1 +

√
6β1ϕ−1ϕ0

]
v−2 = ωu1 (6.114)
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− [(β0 + 4β1)ϕ
∗
2ϕ

∗
1]u2

−
[
(β0 + 4β1)ϕ2ϕ

∗
1 + 2

√
6β1ϕ1ϕ

∗
0

+
√
6β1ϕ0ϕ

∗
−1 +

(
2β1 −

2

5
β2

)
ϕ−1ϕ

∗
−2

]
v2

−
[
(β0 + β1)(ϕ

∗
1)

2 + 2
√
6β1ϕ

∗
2ϕ

∗
0

]
u1 − L2v1

−
[
(β0 + 3β1)ϕ

∗
0ϕ

∗
1 +
√
6β1ϕ

∗
−1ϕ

∗
2

]
u0

−
[
(β0 + 3β1)ϕ0ϕ

∗
1 + 2

√
6β1ϕ1ϕ

∗
2

+
√
6β1ϕ−2ϕ

∗
−1 +

(
6β1 −

2

5
β2

)
ϕ−1ϕ

∗
0

]
v0

−
[(

β0 − β1 +
2

5
β2

)
ϕ∗1ϕ

∗
−1 +

(
2β1 −

2

5
β2

)
ϕ∗−2ϕ

∗
2

+

(
3β1 −

β2
5

)
(ϕ∗0)

2

]
u−1

−
[(
β0 − β1 +

2

5
β2

)
ϕ−1ϕ

∗
1 +
√
6β1(ϕ−2ϕ

∗
0 + ϕ0ϕ

∗
2)

]
v−1

−
[
(β0 − 2β1)ϕ

∗
−2ϕ

∗
1 +
√
6β1ϕ

∗
−1ϕ

∗
0

]
u−2

−
[
(β0 − 2β1)ϕ−2ϕ

∗
1 +

(
2β1 −

2

5
β2

)
ϕ−1ϕ

∗
2

]
v−2 = ωv1, (6.115)
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[
β0ϕ

∗
2ϕ0+

√
6β1ϕ

∗
1ϕ−1 +

2

5
β2ϕ

∗
0ϕ−2

]
u2

+
[
β0ϕ2ϕ0 +

√
6β1(ϕ1)

2
]
v2

+

[
(β0 + 3β1)ϕ

∗
1ϕ0 + 2

√
6β1ϕ

∗
2ϕ1

+
√
6β1ϕ

∗
−1ϕ−2 +

(
6β1 −

2

5
β2

)
ϕ∗0ϕ−1

]
u1

+
[
(β0 + 3β1)ϕ1ϕ0 +

√
6β1ϕ2ϕ−1

]
v1 + L3u0

+

[(
β0 +

β2
5

)
(ϕ0)

2 +

(
6β1 −

2

5
β2

)
ϕ1ϕ−1 +

2

5
β2ϕ−2ϕ2

]
v0

+

[
(β0 + 3β1)ϕ

∗
−1ϕ0 +

(
6β1 −

2

5
β2

)
ϕ∗0ϕ1

+
√
6β1ϕ

∗
1ϕ2 + 2

√
6β1ϕ

∗
−2ϕ−1

]
u−1

+
[
(β0 + 3β1)ϕ−1ϕ0 +

√
6β1ϕ−2ϕ1

]
v−1

+

[
β0ϕ

∗
−2ϕ0 +

√
6β1ϕ

∗
−1ϕ1 +

2

5
β2ϕ

∗
0ϕ2

]
u−2

+
[
β0ϕ−2ϕ0 +

√
6β1(ϕ−1)

2
]
v−2 = ωu0, (6.116)
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− [β0ϕ
∗
2ϕ

∗
0 +
√
6β1(ϕ

∗
1)

2
]
u2

−
[
β0ϕ2ϕ

∗
0 +
√
6β1ϕ1ϕ

∗
−1 +

2

5
β2ϕ0ϕ

∗
−2

]
v2

−
[
(β0 + 3β1)ϕ

∗
1ϕ

∗
0 +
√
6β1ϕ

∗
2ϕ

∗
−1

]
u1

−
[
(β0 + 3β1)ϕ1ϕ

∗
0 + 2

√
6β1ϕ2ϕ

∗
1

+
√
6β1ϕ−1ϕ

∗
−2 +

(
6β1 −

2

5
β2

)
ϕ0ϕ

∗
−1

]
v1

−
[(
β0 +

β2
2

)
(ϕ∗0)

2 +

(
6β1 −

2

5
β2

)
ϕ∗1ϕ

∗
−1 +

2

5
β2ϕ

∗
−2ϕ

∗
2

]
u0

−L3v0 −
[
(β0 + 3β1)ϕ

∗
−1ϕ

∗
0 +
√
6β1ϕ

∗
−2ϕ

∗
1

]
u−1

−
[
(β0 + 3β1)ϕ−1ϕ

∗
0 +

(
6β1 −

2

5
β2

)
ϕ0ϕ

∗
1

+
√
6β1ϕ1ϕ

∗
2 + 2

√
6β1ϕ−2ϕ

∗
−1

]
v−1

−
[
β0ϕ

∗
−2ϕ

∗
0 +
√
6β1(ϕ

∗
−1)

2
]
u−2

−
[
β0ϕ−2ϕ

∗
0 +
√
6β1ϕ−1ϕ

∗
1 +

2

5
β2ϕ0ϕ

∗
2

]
v−2 = ωv0, (6.117)
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[
(β0 − 2β1)ϕ

∗
2ϕ−1+

(
2β1 −

2

5
β2

)
ϕ∗1ϕ−2

]
u2

+
[
(β0 − 2β1)ϕ2ϕ−1 +

√
6β1ϕ1ϕ0

]
v2

+

[(
β0 − β1 +

2

5
β2

)
ϕ∗1ϕ−1 +

√
6β1ϕ

∗
2ϕ0 +

√
6β1ϕ

∗
0ϕ−2

]
u1

+

[(
β0 − β1 +

2

5
β2

)
ϕ1ϕ−1 +

(
3β1 −

β2
5

)
(ϕ0)

2

+

(
2β1 −

2

5
β2

)
ϕ2ϕ−2

]
v1

+

[
(β0 + 3β1)ϕ

∗
0ϕ−1 + 2

√
6β1ϕ

∗
−1ϕ−2

+
√
6β1ϕ

∗
2ϕ1 +

(
6β1 −

2

5
β2

)
ϕ∗1ϕ0

]
u0

+
[
(β0 + 3β1)ϕ0ϕ−1 +

√
6β1ϕ1ϕ−2

]
v0 + L4u−1

+
[
(β0 + β1)(ϕ−1)

2 + 2
√
6β1ϕ0ϕ−2

]
v−1

+

[
(β0 + 4β1)ϕ

∗
−2ϕ−1 + 2

√
6β1ϕ

∗
−1ϕ0

+
√
6β1ϕ

∗
0ϕ1 +

(
2β1 −

2

5
β2

)
ϕ∗1ϕ2

]
u−2

+ [(β0 + 4β1)ϕ−2ϕ−1] v−2 = ωu−1, (6.118)

103



−
[
(β0 − 2β1)ϕ

∗
2ϕ

∗
−1+
√
6β1ϕ

∗
1ϕ

∗
0

]
u2

−
[
(β0 − 2β1)ϕ2ϕ

∗
−1 +

(
2β1 −

2

5
β2

)
ϕ1ϕ

∗
−2

]
v2

−
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β0 − β1 +
2

5
β2

)
ϕ∗1ϕ

∗
−1 +

(
3β1 −

β2
5

)
(ϕ∗0)

2

+

(
2β1 −

2

5
β2

)
ϕ∗−2ϕ

∗
2

]
u1

−
[(
β0 − β1 +

2

5
β2

)
ϕ1ϕ

∗
−1 +

√
6β1ϕ2ϕ

∗
0 +
√
6β1ϕ0ϕ

∗
−2

]
v1

−
[
(β0 + 3β1)ϕ

∗
0ϕ

∗
−1 +

√
6β1ϕ

∗
1ϕ

∗
−2

]
u0

−
[
(β0 + 3β1)ϕ0ϕ

∗
−1 + 2

√
6β1ϕ−1ϕ

∗
−2

+
√
6β1ϕ2ϕ

∗
1 +

(
6β1 −

2

5
β2

)
ϕ1ϕ

∗
0

]
v0

−
[
(β0 + β1)(ϕ

∗
−1)

2 + 2
√
6β1ϕ

∗
0ϕ

∗
−2

]
u−1 − L4v−1

−
[
(β0 + 4β1)ϕ

∗
−2ϕ

∗
−1

]
u−2

−
[
(β0 + 4β1)ϕ−2ϕ

∗
−1 + 2

√
6β1ϕ−1ϕ

∗
0

+
√
6β1ϕ0ϕ

∗
1 +

(
2β1 −

2

5
β2

)
ϕ1ϕ

∗
2

]
v−2

=ωv−1, (6.119)
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[(
β0−4β1 +

2

5
β2

)
ϕ∗2ϕ−2

]
u2

+

[(
β0 − 4β1 +

2

5
β2

)
ϕ2ϕ−2 +

(
2β1 −

2

5
β2

)
ϕ1ϕ−1 +

β2
5
(ϕ0)

2

]
v2

+

[
(β0 − 2β1)ϕ

∗
1ϕ−2 +
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2β1 −

2

5
β2

)
ϕ∗2ϕ−1

]
u1

+
[
(β0 − 2β1)ϕ1ϕ−2 +

√
6β1ϕ0ϕ−1

]
v1

+

[
β0ϕ

∗
0ϕ−2 +

√
6β1ϕ

∗
1ϕ−1 +

2

5
β2ϕ

∗
2ϕ0

]
u0

+
[
β0ϕ0ϕ−2 +

√
6β1(ϕ−1)

2
]
v0

+

[
(β0 + 4β1)ϕ

∗
−1ϕ−2 + 2

√
6β1ϕ

∗
0ϕ−1

+
√
6β1ϕ

∗
1ϕ0 +

(
2β1 −

2
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β2

)
ϕ∗2ϕ1

]
u−1

+ [(β0 + 4β1)ϕ−1ϕ−2] v−1 + L5u−2

+
[
(β0 + 4β1)(ϕ−2)

2
]
v−2 = ωu−2, (6.120)

−
[(
β0−4β1 +

2

5
β2

)
ϕ∗2ϕ

∗
−2 +

(
2β1 −

2

5
β2

)
ϕ∗1ϕ

∗
−1 +

β2
5
(ϕ∗0)

2

]
u2

−
[(
β0 − 4β1 +

2

5
β2

)
ϕ2ϕ

∗
−2

]
v2

−
[
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∗
1ϕ
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−2 +

√
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∗
0ϕ

∗
−1

]
u1

−
[
(β0 − 2β1)ϕ1ϕ

∗
−2 +

(
2β1 −

2

5
β2

)
ϕ2ϕ

∗
−1

]
v1

−
[
β0ϕ

∗
0ϕ

∗
−2 +

√
6β1(ϕ

∗
−1)

2
]
u0

−
[
β0ϕ0ϕ

∗
−2 +

√
6β1ϕ1ϕ

∗
−1 +

2

5
β2ϕ2ϕ

∗
0

]
v0

−
[
(β0 + 4β1)ϕ

∗
−1ϕ

∗
−2

]
u−1

−
[
(β0 + 4β1)ϕ−1ϕ

∗
−2 + 2

√
6β1ϕ0ϕ

∗
−1

+
√
6β1ϕ1ϕ

∗
0 +

(
2β1 −

2

5
β2

)
ϕ2ϕ

∗
1

]
v−1

−
[
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∗
−2)

2
]
u−2 − L5v−2 = ωv−2, (6.121)
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where:

L1 = −1

2
∇2 + V (r⃗)− 2p+ 4q + 2(4β1 + β0)n2

+(4β1 + β0)n1 + β0n0 + (β0 − 2β1)n−1

+

(
β0 − 4β1 +

2

5
β2

)
n−2 − µ, (6.122)

L2 = −1

2
∇2 + V (r⃗)− p+ q + (β0 + 4β1)n2

+2(β0 + β1)n1 + (β0 + 3β1)n0

+

(
β0 − β1 +

2

5
β2

)
n−1 + (β0 − 2β1)n−2 − µ, (6.123)

L3 = −1

2
∇2 + V (r⃗) + β0n2

+(β0 + 3β1)n1 +

(
2β0 +

2

5
β2

)
n0

+(β0 + 3β1)n−1 + β0n−2 − µ, (6.124)

L4 = −1

2
∇2 + V (r⃗) + p+ q + (β0 − 2β1)n2

+

(
β0 − β1 +

2

5
β2

)
n1 + (β0 + 3β1)n0

+2(β0 + β1)n−1 + (β0 + 4β1)n−2 − µ, (6.125)

L5 = −1

2
∇2 + V (r⃗) + 2p+ 4q +

(
β0 − 4β1 +

2

5
β2

)
n2

+(β0 − 2β1)n1 + β0n0 + (β0 + 4β1)n−1 + 2(β0 + 4β1)n−2 − µ. (6.126)

Here, we are again using the notation nν = |ϕν |2 where ν = −2,−1, 0, 1, 2.
The implementation of these equations in code is done in the exact same way as was done

for the spin one case, however, now instead of 6L2 equations, we will have 10L2 equations

and as a result the M matrix will have a dimension of 10L2 × 10L2 where each L2 × L2

block is filled in in the same way as was described for the spin one Bogoliubov equations.

We will also need an expression for the chemical potential in this case also. We will just

list the chemical potential here as the procedure for finding it is the same as in the spin one

case, only now using the five time-independent Gross-Pitaevskii equations instead.

µ =

∫ { 2∑
m=−2

(
1

2
|∇ϕm|2 + (V − pm+ qm2)|ϕm|2

)
+ β0n

2 + β1|F⃗ |2 + β2|A00|2
}

(6.127)

Remember that here, n =
∑2
m=−2 |ϕm|2 and we are using the spin matrices defined in

equations (3.95) to (3.97) and equation (3.86) as opposed to the spin one versions.
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7 Results

Now that we have reviewed the theory of spinless and spinor Bose-Einstein condensates

and the vortices that can be hosted within them; as well as the code we have developed

to simulate these systems in the ground state. We will now look at test cases to show the

working of this code. We will first start with simulating a vortex in the ferromagnetic phase

of a spin one condensate, linking back to what we expect from theory discussed in section

(5). Once we have done this, we will analyse our Bogoliubov code for a spin one condensate

and show how our code reproduces the excitation spectra of a zero potential system in the

ferromagnetic phase. We will then give an example of how these codes can easily be run by

a user. After this, we will consider the same codes for a spin two condensate; first showing

how we can hold vortices in our systems and maintain the long range behaviour. We will

analyse our Bogoliubov code and show how our codes reproduce the excitation spectra of

a zero potential system in the cyclic and biaxial-nematic phases. After, we will look at

Bogoliubov excitations with the vortices in both the cyclic and biaxial-nematic phase as

background.

7.1 Spin One Vortex Simulation

Recall in section (5), we looked at an example in the ferromagnetic phase of a spin one

condensate where we saw that a vortex with an even winding in the phase of the wavefunction

was unstable and decayed to a uniform configuration with no vortex. We also saw that an

odd winding vortex of winding greater than one decayed into the singly quantized vortex,

that is, a vortex of winding one in the complex phase of the wavefunction. In this section,

we will demonstrate these results using our spin one ground state code, thus giving a nice

test case to demonstrate our code working correctly.

Before we look at this, we first need to consider the different length scales of importance

for this system. These length scales will determine how we set certain parameters for our

code. The discussion here also holds for a spin two condensate and so will also be important

for the sections to come as well as this one.

The system we will look at is a condensate in a harmonic potential. We have seen earlier

that our code is setup for a two dimensional condensate. In section (6.1.1), we obtained a

dimensionless form of the Gross-Pitaevskii equations for a condensate in a harmonic potential

in three-dimensions. In particular we obtained a dimensionless form for the interaction

parameters of the system which we include here again for convenience:

βm =
cmN

ωr3sℏ
. (7.1)

Here, cm is the physical interaction parameter; N is the number of particles in the system;

ω is the harmonic trap frequency, rs is the characteristic length of the harmonic trap which

has been defined in section (6.1.1) and ℏ is the reduced Planck constant.
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It is these dimensionless interaction parameters that we would like to know how to set

for the system we are looking at. One of the main governing factors of how we set these

will be the healing length of the condensate. As mentioned earlier, the healing length, ξ,

describes the length scale over which the condensate varies and as a result we would like it

to be a reasonable size in terms of both lattice spacings in our grid and the characteristic

length of our harmonic potential.

To understand how the healing length relates to these other length scales, let’s first

remind ourselves of the healing length:

ξm =
ℏ√

2Mcmn
(7.2)

Here, we have written the healing length in a slightly different way to before. We are

now writing the healing lengths in terms of the interaction parameters cm, instead of U0 in

the spinless case. This means that we now have different healing lengths for the different

interactions in the system.

We can determine what the healing length is in terms of the dimensionless interaction

parameters βm by rearranging equation (7.1) for cm and then substituting this into (7.2):

ξm =
ℏ√

2M
(
βωr3sℏ
N

)
n

. (7.3)

To continue we need an expression for the particle density n. If we assume that the

particles are all contained in the harmonic trap, then we can take the volume of the system

to be approximately r3s . Note that this is for three-dimensions, we will consider our two

dimensional case soon. This means that we get an expression for the particle density as

n = N/r3s . Substituting this into (7.3), we get:

ξm =
ℏ√

2Mβωℏ
(7.4)

With this expression we can now determine how the healing length relates to the char-

acteristic length scale of the harmonic oscillator, rs:

ξ

rs
=

√
Mω

ℏ
ℏ√

2Mβωℏ

=
1√
2β

(7.5)

As mentioned, this expression is for a three-dimensional system. However, this expression

will also hold for a two dimensional system where we restrict excitations in the z-direction

by increasing the trap frequency in that direction as discussed in [37]. We will not do the

dimension reduction here but have a similar procedure described for a system on a torus in
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section (6.1.1).

When the dimension reduction and scaling to dimensionless variables occurs for this

system, we get the following for the dimensionless interaction parameter:

βm =
cmN

ωr2srzℏ
. (7.6)

Here, rz is the characteristic length of the harmonic trap in the z-direction which we can think

of as being thin as one way of understanding how the system is effectively two dimensional

now. If we now substitute this into the healing length expression (7.2) but with the particle

density now as n = N
r2srz

, we will get the same expression for the healing length as compared

to the characteristic length of the trap now in two dimensions.

The last length scale we need to account for is the lattice spacing length, h of our finite

grid. For our purposes, this length is controlled by the number of lattice spacings, L, we

can take in one direction of the two-dimensional grid. In order for our code to run in a

reasonable time, we find that the maximum value we can take for this is L = 100. This

number could be possibly increased if running on better hardware or if the user is willing to

wait longer for improved accuracy.

We will make a rough estimate relating the healing length to the characteristic length

of the trap in the following way. We expect the width of the trap to be roughly of length

rs in the non-interacting system. Therefore we will take our grid to look at eight units

of rs across which means that the boundaries of our lattice are a = −4 and b = 4. This

means that there is about twelve lattice spacings per characteristic length rs. Since we have a

relation between the characteristic length and the healing length by setting the dimensionless

interaction parameter βm given by (7.5), we can set each βm in such a way that the healing

length is smaller than the characteristic length of the trap, rs but still has enough lattice

spacings per healing length to model the system appropriately.

For our spin one system in the ferromagnetic phase, we will take the following parameters

of β0 and β1 to achieve this:

β0 = 10,

β1 = −4. (7.7)

With these parameters we get healing lengths of ξ0 ≈ 2.8 and ξ1 ≈ 4.42 in terms of the

number of lattice spacings they take up.

We can now use these parameters in our code to setup an even and odd winding vortex as

an initial condition in the ferromagnetic phase of the spin one condensate and demonstrate

their stability within our code. First, let’s think about how to set up this initial condition.

Our starting point will be to set the spin components in accordance to the general order

parameter for a spin one ferromagnetic condensate given by (5.19). This is a good base for

109



our initial condition, however, it will not suffice by itself as we need to model our initial

condition to be a good approximation to the ground state in the regime we are looking at

in order for our code to walk down to the ground state in the current regime. To do this,

we should smooth the wavefunction of each component with a gaussian function which will

bring the wavefunction to zero at the boundary (in line with the zero boundary conditions

used here). This gaussian also approximates the ground state of a particle in an isotropic

harmonic oscillator well so should make it easier for our code to converge to the correct state.

Finally, we would like to keep a vortex in the system if it is stable. To do this, we need to

use a pinning potential in the centre of the trap as used in [21]. For our purposes, we will

just add a large value to the potential if we are within a specified radius of the centre of the

trap. To account for this in the initial condition, we need to ensure that the function goes to

zero at the centre of the trap. We are doing this, to account for the pinning potential which

should keep the density at zero in the centre. It is worth noting that as we have seen, not all

vortices in spinor condensates have zero density at their core, however, this will be our first

approach for implementing a vortex in these systems. From this, we should be able to see

the winding of the vortex far from the core. After, we will look at how we can inspect the

core of a vortex. Taking all of this into consideration, we get the following initial condition

for vortices in the ferromagnetic phase:

ϕ1,init = r5e−
r2

σ2 ei(ϕ
′−α) cos

β

2

2

(7.8)

ϕ0,init =
r5√
2
e−

r2

σ2 sinβ (7.9)

ϕ−1,init = r5e−
r2

σ2 ei(ϕ
′+α) sin

β

2

2

, (7.10)

where ϕ′ = nwφ, α = −nwφ for an even winding vortex and ϕ′ = (nw + 1)φ, α = −nwφ for

an odd winding vortex with φ being the polar angle and nw ∈ Z. We can control the width

of the gaussian initial condition by setting σ to an appropriate value. We will set β to π/64.

This means that at the start, most of the particles should be in the m = 1 component of

the condensate and so we can set the initial winding of the vortex within this component

using ϕ′ and α.

We will first look at an even winding vortex. To do this we will set ϕ′ and α as specified

above for an even winding vortex and we will set nw = 1. This means that we will have set

an initial winding of two in the phase of the m = 1 component. We include the non-zero

density and phase plots for the initial condition. Here the non-zero densities occur in the

m = 1 and m = 0 components. We can ignore the phase on the m = −1 component as there

are no particles present there in the initial condition. The phase of the m = 0 component

is zero in the initial condition. As a result, we only present the density of the m = 1 and

m = 0 components, along with the phase of the m = 1 component in figrues (24), (25) and
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Figure 24: Initial density of the m = 1 component with a spin two vortex as the initial
condition. Inset figure shows a cross section at y = 0.

(26).

Although we can see that the phase of the condensate has a winding value of two in

figure (26), it is really the winding at some distance from the core that we are interested in.

As a result, we also include a plot of the spherical harmonic representation of the condensate

around a loop of radius 1.8rs where rs is the characteristic trap length that we have chosen

to scale by earlier. This is shown in figure (27).

When we pass this into our spin one ground state code, it works to converge to a local

minimum. We show the final densities of each component in figures (28), (29) and (30),

and the spherical harmonic representation of the final state around a loop of radius 1.8rs in

figure (31).

We see that the vortex of even winding has disappeared from our code. This agrees with

the theory discussed in section (5) where we saw that a vortex of even winding is unstable

and decays to the uniform state in the spin one ferromagnetic phase.

We can do the same analysis again for an odd winding vortex. Here we take a vortex

of winding one and show that our spin one gradient descent code finds a local minimum

where we keep this winding in the system. We change ϕ′ accordingly in the initial condition
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Figure 25: Initial density of the m = 0 component with a spin two vortex as the initial
condition. Inset figure shows a cross section at y = 0.

112



Figure 26: Initial phase of the m = 1 component with a spin two vortex as the initial
condition.
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Figure 27: Spherical harmonic representation of the condensate around a loop of radius
1.8rs. These spherical harmonic plots characterise the ferromagnetic phase. We can see
that a winding value of two is occurring. The colour scale characterising the phase of the
condensate is the same as that in figure (26).
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Figure 28: Final density of the m = 1 component with a spin two vortex as the initial
condition. Inset figure shows a cross section at y = 0.
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Figure 29: Final density of the m = 0 component with a spin two vortex as the initial
condition. Inset figure shows a cross section at y = 0.
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Figure 30: Final density of the m = −1 component with a spin two vortex as the initial
condition. Inset figure shows a cross section at y = 0.
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Figure 31: Spherical harmonic representation for the final state of the condensate with
an initial winding of 2. These are taken around a loop of radius 1.8rs. These spherical
harmonic plots characterise the ferromagnetic phase, however, we can see that there is no
longer a winding present away from the core. The colour scale characterising the phase of
the condensate is the same as that in figure (26).
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Figure 32: Initial phase of the m = 1 component with a spin one vortex as the initial
condition.

and set nw = 0 in order to obtain a winding of one in the initial condition of the m = 1

component. The initial density profiles are the same as those shown in figures (24) and (25),

however the winding of the phase here is now set to one which can be seen in the phase of

the m = 1 component of the condensate shown in figure (32).

When we pass this into the ground state code for a spin one condensate, we get densities

for the m = 1 and m = 0 components of the converged state shown in figures (33) and (34).

The density of the m = −1 component of the converged state remains zero.

We have also included the spherical harmonic representation of the final converged state

around a loop of radius 1.8rs to demonstrate that we have managed to keep this vortex in

the system. This is shown in figure (35).

Finally, we saw that the vortex of winding one in the ferromagnetic phase is meant to

have a polar core. Currently we will not see that in our code as the pinning potential we are

using causes the density at the core of the vortex to go to zero. However, we can pass the

final state of the system with a winding one vortex as the initial condition of the gradient

descent code with the pinning potential turned off to see if a polar core appears. We will

check this after a small number of gradient descent steps compared to the total number of
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Figure 33: Final density of the m = 1 component with a spin one vortex as the initial
condition. Inset figure shows a cross section at y = 0.
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Figure 34: Final density of the m = 0 component with a spin one vortex as the initial
condition. Inset figure shows a cross section at y = 0.
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Figure 35: Spherical harmonic representation for the final state of the condensate with an
initial winding of 1. These are taken around a loop of radius 1.8rs. These spherical harmonic
plots characterise the ferromagnetic phase. We can clearly see that a winding of one is still
present here. The colour scale characterising the phase of the condensate is the same as that
in figure (26).
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Figure 36: Spherical harmonic representation for the state of the condensate 75 gradient
descent steps after lifting the pinning on a winding one vortex. These are taken around a
loop of radius 1.8rs. These spherical harmonic plots characterise the ferromagnetic phase.
We can clearly see that a winding of one is still present here, although it is certainly less
stable. The colour scale characterising the phase of the condensate is the same as that in
figure (26).

steps taken as the code may work to get rid of this polar core to further minimize the energy

over a longer period of steps.

If we look at the frames from this run after 75 gradient descent steps, we get the situation

shown using spherical harmonic plots in figures (36) and (37) for a loop at radius 1.8rs

from the core and a loop at radius 0.1rs from the core respectively. The densities of each

component are also shown in figures (38) to (40).

We can see from all of these plots that the particles at the core of the condensate are

in a polar phase, and those further from the core are still in the ferromagnetic phase. We

can see that the winding of the vortex far from the core is still present, although it is less

stable than before the pinning was lifted. This polar core with ferromagnetic winding is

the predicted feature of this vortex as discussed in section (5) and so our results agree with

theory.

If we look at the converged state of the condensate after lifting the pinning potential with
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Figure 37: Spherical harmonic representation for the state of the condensate 75 gradient
descent steps after lifting the pinning on a winding one vortex. These are taken around
a loop of radius 0.1rs. These spherical harmonic plots characterise the polar phase. The
colour scale characterising the phase of the condensate is the same as that in figure (26).
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Figure 38: Density of the m = 1 component 75 gradient descent steps after lifting the
pinning on a winding one vortex. Inset figure shows a cross section at y = 0.

125



Figure 39: Density of the m = 0 component 75 gradient descent steps after lifting the
pinning on a winding one vortex. Inset figure shows a cross section at y = 0.

126



Figure 40: Density of the m = −1 component 75 gradient descent steps after lifting the
pinning on a winding one vortex. Inset figure shows a cross section at y = 0.
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Figure 41: Energy density of the condensate 75 gradient descent steps after lifting the
pinning on a winding one vortex. We can see from the peak in the center of the condensate
that there is extra energy here which is due to the presence of a vortex.

a winding one vortex present, we end up back in the ferromagnetic state and the vortex has

been lost from the system. We can look at snapshots of the energy density of the condensate

after 75 gradient descent steps and at the final state as another indication of the presence of

a vortex that then moves out of our system once our code has converged. These are shown

in figures (41) and (42) respectively.

7.2 Spin One Bogoliubov Spectrum

Earlier, we showed the derivation of the spin one Bogoliubov equations along with a descrip-

tion of how our code solves these equations to give us the excitations of the ground state

along with the eigenfrequencies corresponding to these. Here, we will look at this spectrum

of frequencies for the ferromagnetic phase of a spin one condensate and show that our code

is giving expected results.

First we need to derive what this spectrum is for the ferromagnetic phase. To do this

we will first restrict the spin one Bogoliubov equations, given by equations (6.96) to (6.101)

to the ferromagnetic phase. This means taking η = (1, 0, 0) as the normalized spinor for the
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Figure 42: Energy density of the converged state of the condensate after lifting the pinning
on a winding one vortex. We can see that the energy has smoothed out which is evidence
that we have lost the vortex from our system.
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ferromagnetic phase, where ϕ =
√
nζ and n is the particle density, and subbing this ϕ into

the spin one Bogoliubov equations. When we do this, we get the following:

L1u1 + (β0 + β1)nv1 = ωu1, (7.11)

−(β0 + β1)nu1 − L1v1 = ωv1, (7.12)

L2u0 = ωu0, (7.13)

−L2v0 = ωv0, (7.14)

L3u−1 = ωu−1, (7.15)

−L3v−1 = ωv−1, (7.16)

where:

L1 = −1

2
∇2 + q − p+ 2(β0 + β1)n− µ, (7.17)

L2 = −1

2
∇2 + (β0 + β1)n− µ (7.18)

L3 = −1

2
∇2 + q + p+ (β0 − β1)n− µ. (7.19)

For ϕ =
√
n(1, 0, 0)T which is the case here, the chemical potential given by (6.106)

becomes:

µ =

∫ {
(β0 + β1)|ϕ1|4 + (q − p)|ϕ1|2

}
dxdy

=

∫ {
(β0 + β1)n

2 + (q − p)n
}
dxdy

= (β0 − β1)n2(b− a)2 + (q − p)n(b− a)2

= (β0 + β1)n+ q − p, (7.20)

where we have used that in this case, the particle density is n = 1/(b − a)2 where we

integrated over both directions of our lattice which has side length (b− a).
Looking at equations (7.11) to (7.16), we notice that they now decouple into equations

that are easier to solve. More specifically, we can determine the eigenfrequencies ω corre-

sponding to different eigenmodes.

The first of these spectra is obtained by simultaneously solving equations (7.11) and

(7.12) which in matrix form is:(
L̂1 (β0 + β1)n

−(β0 + β1)n −L̂1

)(
û1

v̂1

)
= ω

(
û1

v̂1

)
. (7.21)

Note that we have Fourier transformed the equations in order to describe the spectrum in
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momentum space. We will look at what form L̂1 takes in a moment.

The spectrum, ω for this set of equations is:

ω =

√
L̂2
1 − (β0 + β1)2n2 (7.22)

To expand this out, we need to inspect the form of L̂1. The only term in L1 given by

(7.17) that gets modified by the Fourier transform is the derivative term − 1
2∇

2. This term

will go to ϵk where:

ϵk =
1

2

(
2πkx
(b− a)

)2

+
1

2

(
2πky
(b− a)

)2

. (7.23)

We get momentum in both directions due to our system being in two-dimensions. kx

and ky can take on any integer value including negative values and so we see we can get

modes that are degenerate with different combinations of kx and ky.

We can now expand out L̂1 in equation (7.22) in order to get an expression for the first

spectrum of eigenfrequencies.

ω =
√
(ϵk + q − p+ 2(β0 + β1)n− µ)2 − (β0 + β1)2n2

=
√
(ϵk + (β0 + β1n)2 − (β0 + β1)2n2

=
√
ϵk(ϵk + 2(β0 + β1)n). (7.24)

This gives us an expression for the first set of eigenfrequencies that can be obtained in

the ferromagnetic phase of a spin one condensate. To obtain the others, we use equations

(7.13) to (7.16). Note that within these four equations, (7.13) and (7.14) will give the same

magnitude for ω but with the opposite sign. This is the same scenario for equations (7.15)

and (7.16). As a result, we will just give the spectra obtained from equations (7.13) and

(7.15) here.

ω = ϵk + p− q, (7.25)

ω = ϵk + 2p− 2β1n. (7.26)

We can now check our spin one Bogoliubov code to see if it reproduces these spectra.

We have run our Bogoliubov code with periodic boundary conditions in zero potential

in order to match the spectra listed above. Here we have chosen to keep β0 fixed at 9 and

are varying β1 between −9 and −1 in order to stay within the ferromagnetic phase.

We can produce a scatter plot of the lowest momentum eigenvalues produced by our

code and plot the expected spectra on top of these. This is shown in figure (43) where it

can be seen that our results from the code match with the expected results.
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Figure 43: Scatter plot of the low lying eigenvalues for the ferromagnetic phase of a spin one
condensate in zero potential. Exact results are plotted as lines on top. We see that these
match.
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Figure 44: Example run of interactiveRunGroundState.py for a winding one vortex in a spin
one condensate.

7.3 Running the spin one codes

We will now give a brief example of how the likes of the results shown in the previous two

sections can be generated using our spin one codes. Recall that a detailed list of all code files

contained within the spin one suite of codes can be found in section (6.1.5). Here, we will

look at two files that have been set up to call these background files for the user by asking

a series of questions about the type of run the user would like to perform as well as the

parameters for this run. These two files are called interactiveRunGroundState.py and

interactiveRunBogoliubov.py. First, let’s look at an example run of interactiveRun-

GroundState.py and how it works.

When the user starts this code, they will be asked a series of questions that help set up

the run they would like to perform. An example of this is shown for a winding one vortex

in figure (44).

When this run finishes, the code will package all accepted steps of the gradient descent

for each condensate component, along with a copy of the input file and text file containing

the user’s input to the code into a folder named run[runNumber] where runNumber is the

number the user chose to identify this run.

This code file can also be used to load in a vortex state with the pinning potential turned

off. An example of doing such a run for the winding one vortex saved in the folder run1 is

shown in figure (46).

When the file is run in this way, the data is saved in the same folder with the run number

specified appended to the end of the files. As a result, ensure that the run number chosen

is not one already existing in this folder or results will be overwritten. A user inputs file is
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Figure 45: Output of code is packaged in a folder for the user.

Figure 46: Example run of interactiveRunGroundState.py to load in a vortex and run
through the gradient descent code with the pinning potential turned off.
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Figure 47: Output of continued run is packaged in the same folder as the input to this run.

again created for this run and saved in the same folder as the generated data. This can be

seen in figure (47).

Note that it can easily be seen that interactiveRunGroundState.py can be used to

load in a previous run to look at further by just answering no to running the ground state

code again. From here, all relevant parameters for the relevant run will be loaded into the

interactive python console and the user can use groundStateTools.py to further inspect

the system loaded in.

In the same way that is shown above, we can wrap the Bogoliubov code in a helper file

to run. This file is called interactiveRunBogoliubov.py. Here we will show some sample

runs of this file to serve as instructions on usage. The first use for this file is to run a fresh

Bogoliubov run with constant background in either the ferromagnetic or polar phase. Here,

we show doing this for the ferromagnetic phase in figure (48) along with the saved files

packaged in a folder in figure (49).

We can also load in eigenvalues and eigenvectors to inspect further using this code. An

example of loading in the data generated in the previous example is shown in figure (50).

Finally, we can take an initial condition to be something other than constant background,

for example we might take the vortex with pinning from earlier on which was saved in run1.

The output for this run is shown in figure (51).

After running the code for a continued configuration, the data from the Bogoliubov code

will be saved in the same folder as the input, along with a file detailing the users inputs to

the code as shown in figure (52).

7.4 Spin Two Vortex Simulation

We now turn to showing how, with an appropriate choice of initial conditions, we can

simulate a vortex in a spin two condensate with our ground state code. The converged

state still contains the vortex we choose to simulate and as a result we can pass this as
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Figure 48: Example run of interactiveRunBogoliubov.py to run the Bogoliubov code for a
constant background in the ferromagnetic phase.

Figure 49: Output of a generic run is packaged in a new folder called bogRun[runNumber]
where runNumber is specified by the user at the start of the code.
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Figure 50: Output to load in previously obtained results from the Bogoliubov code.
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Figure 51: Output of running interactiveRunBogoliubov.py for a non-constant initial con-
dition that has already been passed through the ground state code.
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Figure 52: Output from a continued configuration is saved in the same folder as the input.

background into our Bogoliubov code to study excitations above this vortex state. As

discussed in section (7.1), we must consider the different length scales present in order to

determine suitable values for the dimensionless interaction parameters of the system. We

get the same expression for the healing length in terms of the characteristic oscillator length

as in the spin one case. This expression was given by equation (7.5). Using this we can

choose suitable values for our interaction parameters β0, β1 and β2. We keep the same setup

for our grid as in the spin one case of a lattice with boundaries a = −4 and b = 4. With this,

in order to ensure the healing length is smaller than the characteristic length scale of the

harmonic oscillator while still keeping enough lattice spacings per healing length, we take

the following interaction parameter values:

β0 = 20,

β1 = 10,

β2 = 10. (7.27)

These parameters give healing lengths of ϵ0 ≈ 1.98, ϵ1 ≈ 2.8 and ϵ2 ≈ 2.8 in terms of the

number of lattice spacings they take up.

Now that we have determined what we will set the parameters of our code to, we need to

consider the initial condition to pass into our ground state code for a vortex state in a spin

two condensate. We have seen in section (5.3.3) that we can imprint a vortex in our system

by using the representative order parameter of a spin two condensate and vary the euler

angles associated with a particular vortex around a closed loop from zero to the final value

of these euler angles. However, this in itself will not be sufficient as an initial condition as
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we also need to consider smoothing the wavefunction of the condensate so that it is a good

starting approximation of the lowest energy state in that we hope our gradient descent code

will converge to. Furthermore, as in the case of a spin one condensate, we will need to use

a pinning potential to keep the vortex in place. For this, we again increase the potential

by some constant value if we are within some specified radius of the center of the harmonic

trap.

This means that we must think about how we will smooth the wavefunction. For our

purposes, we will do this in the following way. We first find the ground state of a condensate

with a pinning potential of 500 in the center of a harmonic trap with no interactions turned

on. The initial condition for this configuration is chosen to be the representative order

parameter of the phase of the wavefunction within which the vortex we wish to study occurs.

This initial condition is then smoothed with a generic gaussian function in order to bring

our initial state for this run closer to the ground state of a condensate in a harmonic trap.

We then feed the final state of this run as the initial condition for the same system but

with interactions turned on, where the interactions are set in such a way that cause the

condensate to sit in the phase of interest. Once we find the final state of this run, we take

it’s density and use this as the smoothing function for our vortex initial condition which

we then feed into our ground state code. That is, the initial condition for our vortex state

is the smoothing density found from a system with a pinning potential present, but no

vortex; multiplied by the representative order parameter of a particular phase of the spin

two condensate which varies according to the euler angles that describe the vortex we are

interested in.

We can now look at some of these vortices to see that our ground state code keeps them

within our system. We have found that we can keep the long distance behaviour or winding

of a vortex within our system, however, due to the small system sizes that we have been

able to run, we cannot comment on the core behaviour of these vortices. Further work could

be done in the future to run this code for larger system sizes and as a result, study the

behaviour of the vortex cores.

In section (6.3), we saw that in order to setup a vortex as an initial condition within our

system, we need to know the axis and angle of rotation corresponding to this vortex, as well

as the gauge angle. Once we know this, our code can find the corresponding Euler angles

and from this build the wavefunction that will serve as our initial condition for the ground

state code. We also saw in section (6.3) that since we have the SU(2) form of these vortices,

we can use (5.28) to find the axis and angle of rotation. We already know the gauge angle

of each vortex in the cyclic and biaxial nematic phases from section (5.3.3), so we have all

the information we need to setup our initial condition for each vortex.

Below, we provide the information we need to setup different types of vortices within a

spin two condensate for the cyclic and biaxial-nematic phases. Here, we will list elements

within each conjugacy class. We will omit vortices from conjugacy classes (1) and (2) as

these are just the identity and integer spin vortices. In each of these we set nw = 0. We
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also list the gauge angle as ϕ, and the angle of rotation as θ.

Cyclic vortex parameters

(3) iσy: ϕ = 0, θ = π about (0,1,0).

(4) ϕ = 2π
3

(a) σ̃: θ = 2π
3 about (-1,-1,-1).

(b) −iσxσ̃: θ = 2π
3 about (1,1,-1).

(5) ϕ = 2π
3

(a) −σ̃: θ = 4π
3 about (1,1,1).

(b) iσxσ̃: θ =
4π
3 about (-1,-1,1).

(6) ϕ = 4π
3

(a) −σ̃2: θ = 2π
3 about (1,1,1).

(b) −iσyσ̃2: θ = 2π
3 about (-1,-1,1).

(7) ϕ = 4π
3

(a) σ̃2: θ = 4π
3 about (-1,-1,-1).

(b) iσyσ̃
2: θ = 4π

3 about (1,1,-1).

Biaxial-Nematic vortex parameters

(3) −iσx: ϕ = 0, θ = π about (1,0,0).

(4) −iσz: ϕ = 0, θ = π about (0,0,1).

(5) ϕ = π

(a) σ̃: θ = π
2 about (0,0,-1).

(b) −iσzσ̃: θ = π
2 about (0,0,1).

(6) ϕ = π

(a) −σ̃: θ = 3π
2 about (0,0,1).

(b) iσzσ̃: θ =
3π
2 about (0,0,-1).

(7) ϕ = π

(a) iσxσ̃: θ = π about (-1,-1,0).

(b) iσyσ̃: θ = π about (1,-1,0).
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Figure 53: Density of vortex 7(a) in the cyclic phase. Inset is a cross section of this density
at y = 0.

Now that we have listed all the relevant parameters, we need to setup a vortex within

our code. Let’s look at some examples of our code holding the long range behaviour of the

vortex once it has been fed in as an initial condition to our ground state code.

We will first look at the example 7(a) within the cyclic phase vortices. We expect this

vortex to rotate by an angle of 4π
3 about the (-1,-1,-1) axis and for the gauge angle to shift

by ϕ = 4π
3 . When we construct the relevant initial condition for this vortex and pass it

into the ground state code, we get the density and winding for the final state after gradient

descent as shown in figures (53) and (54).

We saw earlier that vortices in the same conjugacy class should be indistinguishable as

far as homotopy theory is concerned. We can investigate this by looking at the energy of

the condensate at each accepted gradient descent step for vortices in the same conjugacy

class in the cyclic phase. This is shown in figure (55).

As a further demonstration of our code, we show another example of a vortex state being

stabilized within our ground state code. This time, we take an example from the biaxial-

nematic phase. Figure (56) shows the winding of this vortex after being passed through the

ground state code. The density is the same as that of vortex 7(a) in the cyclic phase as
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Figure 54: Winding of vortex 7(a) in the cyclic phase at a radius of 2rs where rs is the
characteristic length of the harmonic trap. We can see from this that the vortex is still
present and in the cyclic phase. Note that the axis of rotation was rotated onto the z-axis
before being passed into the ground state code.
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Figure 55: Comparison of the energies for the different vortices present in the cyclic phase
of a spin two condensate. We see that the energies of vortices in the same conjugacy class
line up.
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Figure 56: Winding of the vortex 7(a) in the biaxial-nematic phase at a radius of 2rs where
rs is the characteristic length of the harmonic trap. We can see from this that the vortex is
still present and in the correct phase. Note that the axis of rotation was rotated onto the
z-axis before being passed into the ground state code.

shown in figure (53).

7.5 Spin Two Bogoliubov Spectrum

As in the spin one case, here we will compare the eigenvalues that our spin two code produces

with expected results from the literature. We will do this for both the cyclic phase and

biaxial-nematic phase in a zero potential system.

Cyclic Phase For the cyclic phase, we feed the background

ζ = (1/2, 0, 1/
√
2, 0,−1/2) into our Bogoliubov code. This means that we are taking each

component of the condensate to be constant everywhere in space.

From [42] we know that this regime should have the following spectra:
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ω1 =
√
ϵk(ϵk + 4β1n),

ω2 =
√
ϵk(ϵk + 2β0n),

ω3 = ϵk +
2

5
β2n, (7.28)

where ϵk is given by (7.23).

Here we verify these spectra by running our spin two Bogoliubov code for varying values

of β1 and β2, while keeping β0 fixed at β0 = 20. We do this simultaneously by introducing

a new variable λ that varies between zero and one and then vary β1 and β2 according to the

following:

β1 = 10 + 30λ,

β2 = 10 + 30λ. (7.29)

If we produce a scatter plot of the lowest momentum eigenvalues produced by our code

and plot the expected spectra on top of these, we see that they agree as in figure (57).

Biaxial-Nematic Phase

For the biaxial-nematic phase, we feed the background ζ = (1/
√
2, 0, 0, 0, 1/

√
2) into our

Bogoliubov code; again taking each component to be these constants everywhere in space.

From [43], we know that this regime should have the following spectra for zero potential.

Note that here we have used (3.38) to convert from the strength of interaction parameters,

gF , which are used to express the spectra in [43].

ω1 =

√
ϵk

(
ϵk + 2β0n+

2

5
β2n

)
,

ω2 =

√
ϵk

(
ϵk + 8β1n−

2

5
β2n

)
,

ω3 =

√
ϵk

(
ϵk −

2

5
β2n

)
,

ω4 =

√
ϵk

(
ϵk + 2β1n−

2

5
β2n

)
, (7.30)

where ϵk is given by (7.23).

Just as in the cyclic phase, we can verify these spectra with our Bogoliubov code. We

will again take a parameter λ that varies between zero and one, and use it to vary β1 and
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Figure 57: Scatter plot of the low lying eigenvalues for the cyclic phase of a spin two
condensate in zero potential. Exact results are plotted as lines on top. We see that these
match.
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Figure 58: Scatter plot of the low lying eigenvalues for the biaxial-nematic phase of a spin
two condensate in zero potential. Exact results are plotted as lines on top. We see that
these match.

β2 in the following way:

β1 = 10 + 30λ,

β2 = −(10 + 30λ). (7.31)

(7.32)

We run our Bogoliubov code for each of these values of β1 and β2 while again keeping

β0 fixed at β0 = 20 and then plot them against the exact spectra to get the plot shown in

figure (58). We again see that our results agree with the expected results, which serves as a

further verification of the proper functionality of our Bogoliubov code.

7.6 Bogoliubov Excitations of Vortex States

We can now combine our ground state and Bogoliubov code to look at elementary excitations

of vortices in the ground state of a spin two condensate. We are particularly interested in
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Figure 59: Spectra for vortices in the cyclic phase as well as a state with no vortex (pinning
potential present) for comparison.

whether we can distinguish vortex types from each other as well as from a state with no

vortex present. The best way of determining this is by looking at the Bogoliubov spectra for

each vortex as well as for the state with a pinning potential but no vortex present. We will

first look at this for the cyclic phase vortices before looking at the biaxial-nematic phase.

Cyclic phase vortices By generating vortex ground states as in section (7.4) and feeding

these into our Bogoliubov code, we obtain the Bogoliubov spectrum for this state. We run

this for the same parameters as mentioned in section (7.4) and generate the first hundred

modes. If we plot these spectra for one vortex in each conjugacy class as well as a state with

a pinning potential present but no vortex, we get the plot for the eigenvalues like in figure

(59).

In order to get a better comparison between these spectra, we can split them out by just

adding a different constant to each one. If we do this we can see more detail of each spectra

as in figure (60).

We see from figure (59) that we can indeed distinguish the different types of vortices in

the cyclic phase by looking at their excitation spectra. From figure (60), we see that there
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Figure 60: Spectra for vortices in the cyclic phase as well as a state with no vortex (pinning
potential present) for comparison. These spectra have been shifted by different constants in
order to gain a better comparison of each of their shape.
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Figure 61: u0(r⃗) component of mode 8 for a state with no vortex as in fig (60).

is much more degeneracy in the eigenvalues of the state with no vortex compared to the

vortex states. This suggests that there is a symmetry present for the system with no vortex

that is broken when a vortex is introduced. Although we have not determined in general

what this symmetry is or why exactly it is broken by the vortex states, which may be due

to lattice effects in our code; we do have an example from the Bogoliubov modes generated

that shows a rotational symmetry in the non-vortex state. Here we just show this for u0 for

mode 8 and 9. We see from figures (61) and (62) that these two modes are a rotation of each

other which shows the symmetry present as both have the same eigenvalue as displayed in

the third band of eigenvalues for the non-vortex state in figure (60). We note that the same

rotation occurs for all other non-zero components of these two modes.

Biaxial-Nematic Phase Vortices We now do the same analysis for the biaxial-nematic

phase and look at the low lying spectra of vortex states listed in section (7.4). Figures (63)

and (64) show the original spectra for these states and the spectra of these states shifted for

ease of comparison.

Again, we can see that the vortices in the biaxial-nematic phase can be distinguished from

each other by looking at their Bogoliubov spectra. We also again see that the degeneracy of
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Figure 62: u0(r⃗) component of mode 9 for a state with no vortex as in fig (60). We see that
this is a rotation of u0 of mode 8 in fig (61).
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Figure 63: Spectra for vortices in the biaxial-nematic phase as well as a state with no vortex
(pinning potential present) for comparison.
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Figure 64: Spectra for vortices in the biaxial-nematic phase as well as a state with no vortex
(pinning potential present) for comparison. These spectra have been shifted by different
constants in order to gain a better comparison of each of their shape.
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Figure 65: |v1|2 for mode 12 of the non-vortex state in the biaxial-nematic phase.

a state with no vortex is higher than that for vortex states. This again suggests some sort

of symmetry is broken when looking at the vortex states. In a similar fashion to what was

done in the analysis of the cyclic phase, we can see that some of the symmetry present for

the non-vortex state is rotational. We do not include plots here as it is not instructive after

seeing this for the cyclic phase.

We know that rotational symmetry is not the only cause of the degeneracy as we can look

at other modes with the same eigenvalues and see that they are not just simple rotations of

each other. This can be seen by looking at modes 12 and 14 of the non-vortex state in the

biaxial-nematic phase. Figures (65) and (66) show the absolute value of the v1 component of

mode 12 and 14 for the non-vortex state in the biaxial-nematic phase. Although a rotation

does occur between these two configurations, we see that this is not the only change that

has occurred as the amplitudes of the two configurations are different which would suggest

a rotation in spin space has also occurred.

A possible trajectory to persue from this is to look at exactly what the symmetry we are

seeing in the non-vortex states of the cyclic and biaxial-nematic phases is and why this is

broken when we introduce a vortex into the system.
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Figure 66: |v1|2 for mode 14 of the non-vortex state in the biaxial-nematic phase. It appears
that a rotation in space and a spin rotation has occurred in order to get to this state from
the configuration shown in fig (65)
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Figure 67: User input to interactiveGroundState.py for producing vortex 7(a) in the
ground state of the biaxial-nematic phase.

7.7 Running the spin two codes

Now that we have seen results generated by our spin two ground state and Bogoliubov

codes, we will now give an example of how a user can run these codes to produce such

results. The example we will provide will be that of vortex 7(a) of the biaxial-nematic

phase. We will first show how this vortex is produced in our ground state code and then

show how we can run Bogoliubov on top of this. The two files to do this are listed as

interactiveGroundState.py and interactiveBogoliubov.py.

Let’s first look at generating vortex 7(a) in the ground state of the system using inter-

activeGroundState.py. The user will be asked a series of questions such as what phase

of the wavefunction they would like to be in and what parameters they would like to set

to characterise the vortex. These parameters can be found in section (7.4). An example of

user input for this scenario is shown in figure (67).

Note that for the gauge angle and angle of rotation, the input format is not conventional

and so we will just briefly describe it here. If the user would like to enter an angle of 4π
3 ,

this is entered as 4 3. That is, the number 4, followed by a space, followed by the number
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3. Due to this format, if the user wants an angle of π, this must be input as 1 1. Similarly

for an angle of zero, this must be input as 0 1.

As mentioned earlier, in order to smooth the wavefunction for a vortex, we must generate

wavefunctions for the system with a pinning potential in the center of the condensate without

and with interactions. Within interactiveGroundState.py, the user has the choice to

generate these wavefunctions before generating the vortex or load in a previously generated

wavefunction to use for smoothing the vortex wavefunction. If the user chooses to generate

new wavefunctions, these wavefunctions will be saved, starting with the number 90 and

increasing by one as we slowly turn on the interactions, where the pinning potential is turned

on in all cases. The user can specify how slowly to turn the interactions to the final value

by specifying to run more generations of wavefunctions before calculating the smoothing

density. As a result of this, the user is encouraged not to save their own configuration runs

with these numbers as it will lead to unexpected results.

Once this code finishes running. The output for this configuration, along with a user

input text file and the configuration file used, will be saved in a folder called run5. If

we wish to run Bogoliubov on top of this vortex, we can run interactiveBogoliubov.py,

specifying that we wish to work in the directory where our vortex configuration sits, which

in this case is run5. We do not show output for running this file as the steps to do so are

self-explanatory when running. If the user chooses to run interactiveBogoliubov.py on

top of the already generated vortex in run5, the eigenvalues and eigenvectors for this will

be stored in the same folder. An example of the contents stored in this folder after running

both files is shown in figure (68).

7.8 Limitations of our code

It is worth noting that there are limitations to our code. The first of these is that since we

are only able to run for a certain amount of lattice spacings before the code will not run in

a reasonable amount of time on our hardware, we can only look at very small system sizes.

As a result of this, the parameters that we use to obtain vortices in our system are very

sensitive and making certain changes to these may lead to unexpected results. More work

could be done in the future to look at whether our code would be more versatile if we could

run for larger system sizes and more lattice spaces.

Another limitation worth mentioning is that there are particular vortices that we seemed

to be unable to fully hold in the ground state using our code. An example of such a vortex

is vortex (3) in the cyclic phase. The result we obtain for this vortex after running through

the ground state can be seen in figure (69).

We also came across an example seen in vortices in conjugacy class (6) of the biaxial-

nematic phase where the Bogoliubov spectrum contained complex eigenvalues which is a

sign of instability [44]. Figure (70) shows the real and imaginary part of the Bogoliubov

spectrum for vortex 6(b) of the biaxial nematic phase.
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Figure 68: Output from interactiveGroundState.py and interactiveBogoliubov.py is
stored in a seperate folder specified at runtime.
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Figure 69: Example of the end state we obtain for vortex (3) in the cyclic phase. We can
see that the vortex has not been held properly here. Note that this is after 2000 iterations
of our ground state code.
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Figure 70: The real and imaginary parts of the eigenvalues for each mode, n, in the spectrum
of vortex 6(b) of the biaxial-nematic phase.
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We note that these vortices that are mentioned above are the only ones that we have

seen issues with and all others seem to be held well by our code and have all real eigenvalues

in their Bogoliubov spectra. As a result, the results that we discuss in the previous section

are still valid.
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Conclusion

Throughout this thesis, with the aim of developing our own codes, we have looked at the

different types of vortices that can be hosted in spinor condensates, as well as reviewing

the basic physics and mean-field description of a Bose-Einstein condensate. We discussed

how the variety of vortices present in a condensate increases as we look at higher spin, with

only an integer winding vortex present in a spinless system, compared to the non-abelian

vortices with both phase and spin variation present in spin two. The link made between

non-abelian vortices in a spin two condensate and quantum computation in [21] was the

initial inspiration for looking at these vortices. We hope that the information provided in

this thesis on how these vortices are described in a condensate will give others the knowledge

needed to use these in fields such as the aforementioned; as well as encourage others into

what is an interesting field of research.

Alongside the theory mentioned above, we have also developed codes to simulate the

ground state of a spin one and spin two condensate, as well as codes to look at the Bogoliubov

excitations of these returned states. With a particular interest in vortex states as mentioned,

we also spent time developing methods for imprinting vortices as initial conditions for our

ground state codes. These codes have been published on a public repository and a detailed

description of how these codes were developed, including the options available for running

them, has been included in this thesis. As well as this, we have provided results showing

the output of our code, including examples of non-abelian vortices that have been held in

the ground state by our code in both the cyclic and biaxial-nematic phase. We have also

discussed the limitations we found within our codes; the studying of which would be worth

investigating further.

Putting together both our ground state and Bogoliubov code in spin two, we were able to

show that we can use the spectra of the elementary excitations of vortex states to distinguish

the class of vortex present in a condensate. We also saw that the degeneracy of a state with

a pinning potential with no vortex present was higher than the same state with a vortex

present and provided an example of some of the symmetry that this points to. Studying this

symmetry in more detail, as well as looking at why this symmetry seems to be broken when

we introduce a vortex into the system would be an interesting avenue of further research.

We note that codes have been previously developed in Fortran and subsequently in C

for simulating spinless condensates in fully anisotropic traps [45, 46]. Since we started this

research, codes have been published in Fortran in order to look at spin-orbit coupled spin

one and spin two condensates [47, 48]. We hope that our code will fit into this landscape

to be used for initial exploration of systems of interest before moving to more complex

codes. Providing codes in a higher level language such as python will provide accessibility.

Furthermore, the integration of vortices into our code, as well as the ability to look at

Bogoliubov excitations on top of these vortex states should also serve as useful functionality

for users.
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In recent years, research surrounding Bose-Einstein condensates has only continued to

increase, with recent developments such as looking at condensates in micro-gravity [49], as

well as emerging fields such as quantum turbulence [50, 51] and overlapping condensates of

different atom species [52] only adding to the excitement surrounding this field of research.

As a result, we hope that the codes developed as part of this thesis, along with the thesis

itself will serve as a suitable introduction into this field and provide early career researchers

with simple tools that can be used to investigate these systems further.
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