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## Abstract

The ideas in this thesis are placed broadly within the context of many-body quantum dynamics, an area of research that has gained significant interest in recent years due to developments in cold atom experiments that enable the realization of isolated many-body quantum systems.

In this thesis, we first focus on the concept of connecting quantum mechanical systems to statistical mechanics, which often arises in the study of 'thermalization' in isolated many-body systems. An inescapable issue in the endeavor to connect the two is the definition of temperature. The first core definition of temperature we consider is inspired by the eigenstate thermalization hypothesis, which posits that the eigenstates of a generic thermalizing system have information regarding thermalization encoded within them. We consider temperatures based on comparing the structure of (full or reduced) eigenstate density matrices to thermal density matrices. The second temperature definition invokes the standard temperature-entropy relation from statistical mechanics relating temperature and microcanonical entropy. We explore various ways to define the microcanonical entropy in finite isolated quantum systems and numerically compute the corresponding temperature.

Following this, we study the diametrical opposite of isolated quantum systems - open quantum systems. We study a quantum particle on a tight-binding lattice with a non-Hermitian (purely imaginary) local potential. Non-Hermitian Hamiltonians are effective models for describing open quantum systems. We analyze the scattering dynamics and spectrum, identifying an exceptional point where the entire spectrum pairs up into mutually coalescing eigenstate pairs. At large potential strengths, the absorption coefficient decreases, and the effect of
the imaginary potential is similar to that of a real potential, which we quantify by utilizing the properties of a localized eigenstate. We demonstrate the existence of many exceptional points in a similar $\mathcal{P} \mathcal{T}$-symmetric system and non-interacting many-particle model. This investigation contributes to a many-body understanding of this non-Hermitian setup.

## Chapter 1

## Introduction

In recent years, there has been an ever-growing interest in many-body quantum systems. This growth was stimulated in the last two decades by newly emerging cold atom experiments, providing a platform to simulate such systems. The collective behavior of many quantum particles can be deeply complex, and as a result, the study of many-body quantum dynamics has bloomed into an extensive field of fundamental research in theoretical physics.

Within the field of many-body quantum dynamics, an area of considerable interest in recent years is understanding the emergence of statistical mechanics from the dynamics of isolated many-body systems. A primary question is how observables in such isolated quantum systems can relax to statistical mechanical predictions despite the absence of an external bath, a process dubbed thermalization. Endeavors made to reconcile statistical mechanics with quantum mechanical systems invariably require a correspondence between energy, a quantity well-defined in quantum mechanics, and temperature, which is necessary for a statistical mechanical description. In finite isolated quantum systems, the assignment of temperature to energy is generally a non-trivial task. In this thesis, we critically examine various ways to define temperature in isolated quantum systems. In the following Section 1.1, we introduce two core definitions of temperature that we will investigate. The first is based on insight from the eigenstate thermalization hypothesis (ETH), which posits that each eigenstate contains information relevant to thermalization if it occurs. We outline ideas of thermalization and the ETH
in Section 1.2 of this introduction. The second definition utilizes a standard definition from statistical mechanics that relates (microcanonical) entropy to temperature. We outline various ways to compute the microcanonical entropy in isolated quantum systems and calculate the corresponding temperature.

The antithesis of an isolated quantum system is an open quantum system, which is a system that interacts with an external environment (or bath). The interaction between the system and the environment has a significant effect on the dynamics of the system. Particular open quantum systems can be effectively described by non-Hermitian Hamiltonians despite Hermiticity being regarded as a postulate of standard quantum mechanics. In this thesis, we investigate the dynamics and spectrum of a quantum particle in a non-Hermitian quantum system, a tight-binding lattice subject to a purely imaginary local potential. While much of our non-Hermitian investigation focuses on the context of a single particle, we build toward understanding many-body systems by establishing a detailed description of the single particle and non-interacting many-body systems.

In the following Section 1.1, we define the various temperatures to be investigated in this thesis and discuss their motivation. In Section 1.2, we provide context for thermalization, particularly the eigenstate thermalization hypothesis, which underlies a core temperature definition. Moving to Section 1.3, we detail some of the phenomena unique to non-Hermitian systems and outline our investigation. Following this, in Section 1.4, we describe the various many-body quantum systems to be utilized in this thesis, along with the proposed non-Hermitian system. In addition, we provide a brief description of level spacing statistics, a tool oft-used to characterize many-body systems as thermalizing. Finally, in Section 1.5, we provide an overview of the chapters in this thesis.

### 1.1 Temperature in isolated quantum systems

In this section, we motivate and outline the various ways we shall consider defining temperature in isolated many-body quantum systems.

Within the field of thermalization in isolated many-body quantum systems,
the eigenstate thermalization hypothesis (ETH) [1-10] is considered a cornerstone in understanding how thermalization can occur.

While it is generally accepted that a pure state of an isolated quantum system will never thermalize, it has been observed that a subsystem of such a state can, in fact, thermalize. This subsystem thermalization can occur due to the remainder of the system, i.e., the complement subsystem, acting as a bath to the primary subsystem under consideration. The principal constraint on this reasoning is that the 'bath' subsystem should be larger than the primary subsystem [11]. The concept of thermalization in quantum systems and the ETH are discussed in detail in Section 1.2.

Ideas regarding thermalization in isolated quantum systems, such as the eigenstate thermalization hypothesis, and its extensions or variants, are often tested or verified using numerical "exact diagonalization" calculations [8-48]. As a result, quantum systems with Hilbert space dimensions between $\sim 10^{3}$ and $\sim 10^{5}$ have acquired particular relevance. Therefore, it is necessary to ask how meaningful the various definitions of thermodynamic quantities like temperature or entropy are for finite systems, particularly systems of sizes typically treated by full numerical diagonalization. In Chapter 3 of this thesis, we critically examine different ways of calculating entropy from the energy eigenvalues of finite systems and derive a temperature from the entropy as outlined below.

The ETH posits that each eigenstate of a thermalizing isolated quantum system contains information relevant to thermalization, particularly the temperature associated with the equilibrium 'thermal' state (see Section 1.2). Thus, a natural question is how to assign temperatures to each eigenstate based on information encoded in the eigenstates. In Chapter 2 of this thesis, we examine possible ways of doing so.

Before delving into the temperature definitions in isolated quantum systems under investigation in this thesis, we first discuss an energy-temperature correspondence regularly used in the study of quantum thermalization. The most common definition of temperature for finite isolated quantum systems is the 'canonical
temperature'. For a system described by the Hamiltonian $H$, the canonical temperature is obtained for any energy $E$ by inverting the canonical equation

$$
\begin{equation*}
E=\langle H\rangle_{C}=\frac{\operatorname{tr}\left(e^{-H / k_{B} T} H\right)}{\operatorname{tr}\left(e^{-H / k_{B} T}\right)}=\frac{\sum_{j} e^{-\beta E_{j}} E_{j}}{\sum_{j} e^{-\beta E_{j}}}, \tag{1.1}
\end{equation*}
$$

where $E_{j}$ are the eigenvalues of $H$. This relationship provides a map between energy and the canonical temperature $T_{C}=\left(k_{B} \beta_{C}\right)^{-1}$, where $k_{B}$ is the Boltzmann constant. We denote this temperature as the 'canonical temperature' as $\langle H\rangle_{C}$ is the expectation value of $H$ in the canonical ensemble.

Curiously, this definition relies only on the energy eigenvalues, disregarding the physics of the eigenstates. The relationship in Eq. (1.1) originates in statistical mechanics from the context of a system coupled with a bath, although it is widely used in the study of thermalization of isolated, i.e., bath-less, quantum systems [8-13, 15, 17-20, 25, 27, 29, 43, 49-53].

In Chapters 2 and 3 this thesis, our focus is on two core ideas of temperature assignment in isolated quantum systems. The first idea, inspired by the ETH, is based on the structure of the eigenstates and the information encoded within them. The second idea is to use another standard definition of temperature from statistical mechanics relating temperature and entropy. Entropy, unlike temperature, is defined in a quantum mechanical system, although, as we will see, choosing the most appropriate definition in finite isolated systems is a non-trivial task. We explore possible ways to define entropy in an isolated system of a size accessible to exact diagonalization and derive a temperature for each case. In every case, we compare the resulting temperature obtained with the canonical temperature $\beta_{C}$ obtained directly by inverting Eq. (1.1).

### 1.1.1 Eigenstate-temperature relations

Consider an eigenstate $\left|E_{n}\right\rangle$ of a many-body system; if the temperature corresponding to the equilibrium thermal state is encoded within the structure of this eigenstate, then we could naïvely expect that the eigenstate density matrix, $\rho=\left|E_{n}\right\rangle\left\langle E_{n}\right|$, should be closest to the canonical ('Gibbs' or 'thermal') density
matrix

$$
\begin{equation*}
\rho_{C}=\frac{e^{-\beta H}}{Z} \tag{1.2}
\end{equation*}
$$

at the value of the inverse temperature $\beta$. Here, $Z=\operatorname{tr}\left(e^{-\beta H}\right)$ is the partition function. Thus, one could propose minimizing the distance $d\left(\rho, \rho_{C}\right)$ between these two density matrices as a function of $\beta$, as a possible way to assign a temperature to $E_{n}$. We refer to this optimal $\beta$ as the eigenstate temperature $\beta_{E}$. As $\left|E_{n}\right\rangle\left\langle E_{n}\right|$ is the limit of the microcanonical density matrix for an ultra-narrow energy window, this idea is also related to the equivalence of statistical ensembles $[54,55]$.

It is admittedly over-ambitious to expect the complete eigenstate density matrix, $\rho$, to resemble a Gibbs thermal state $\rho_{C}$, as the former is a pure state while the latter is a mixed state. The two density matrices cannot be expected to be 'close', as we will illustrate in Chapter 2. In real-time dynamics, the typical inquiry is whether a local sub-region, rather than the whole system, approaches a thermal state $[21,51,53,56-65]$. The intuition is that the rest of the system acts as an effective bath, even if the textbook properties of a bath (weak coupling, no memory) are not satisfied. Accordingly, ETH is often formulated in terms of local observables or a spatial fraction of the system $[11,24,28,34,35,51,63,64,66,67]$, and similar ideas appear in the approach known as canonical typicality [7,20, 57,59, 66, 68-71], both of which are discussed in Section 1.2.

Thus, in thermalizing systems, one expects that if the system is partitioned spatially into $A$ and $B$, with $A$ smaller than $B$, then the reduced density matrix of subsystem $A$ for an eigenstate, $\rho^{A}=\operatorname{tr}_{B} \rho$, should approximate the reduced canonical density matrix, $\rho_{C}^{A}=\operatorname{tr}_{B} \rho_{C}[11,35,66]$. Inverting this expectation, we obtain another way to assign a temperature to eigenstates - using the value of $\beta$ that minimizes the distance $d\left(\rho^{A}, \rho_{C}^{A}\right)$. We refer to this optimal $\beta$ as the subsystem temperature $\beta_{S}$.

In Chapter 2, we shall investigate these temperature definitions, particularly in isolated chaotic systems, expected to obey the ETH.


Figure 1.1: Illustration of two ways of choosing the energy window $\Delta E$ used to define the microcanonical entropy. The top figure shows the obvious choice: the width $\Delta E$ is the same at all energies. The lower schematic illustrates an energy-dependent width: $\Delta E(E) \propto \sqrt{T_{c}^{2} C_{c}}$, where the temperature $T_{c}$ is the canonical temperature corresponding to energy $E$ and $C_{c}$ is the heat capacity at $T=T_{c}$. The window is shown at three energy values: $E_{a}, E_{b}$, and $E_{c}$, which are in the regime of low temperature, infinite temperature, and low negative temperature, respectively. Each vertical tick marks an eigenvalue.

### 1.1.2 Entropy-temperature relations

In statistical mechanics, a fundamental definition of temperature arises from the thermodynamic relation [72-77]

$$
\begin{equation*}
T=\left(\frac{\partial E}{\partial S}\right)_{X_{i}}=\left(\frac{\partial S}{\partial E}\right)_{X_{i}}^{-1} \tag{1.3}
\end{equation*}
$$

Here, $S$ is the (thermal) entropy, and the subscript $X_{i}$ denotes the system parameters that should be held constant. For an isolated (i.e., microcanonical) quantum system, defining the entropy $S(E)$ at a particular energy $E$ involves counting the number of eigenstates ('microstates') within an energy window $\Delta E$ around that energy $E$. This leads to the question of how to choose the energy width $\Delta E$ or possibly how to avoid counting eigenstates altogether (and perhaps explicitly choosing $\Delta E$ ) and approximate the density of states. In the large system size (thermodynamic) limit, these choices can be shown to be inconsequential.

In Chapter 3 of this thesis, we will explore the consequences of these choices for finite-sized systems, focusing on those with Hilbert space dimensions $\sim 10^{4}$ typical for full numerical diagonalization studies. Motivated by the analysis of Ref. [54], we consider four choices for defining the entropy.

First, we consider counting eigenstates in an arbitrarily chosen but constant (energy-independent) window, as illustrated in Figure 1.1 (top). This is the most
obvious choice but turns out to be far from optimal - the resulting temperature deviates strongly at finite sizes from the canonical temperature.

Second, noting that the leading correction to the large-size limit can be negated by choosing $\Delta E \propto \sqrt{T_{c}^{2} C_{c}}$ [54], we examine the result of counting eigenstates in such an energy-dependent window width. (Here, $C_{c}$ is the heat capacity.) An example of an energy-dependent window is illustrated in Figure 1.1 (bottom). We show that this choice works remarkably well for the sizes of interest, modulo some caveats regarding constants of proportionality.

Finally, instead of counting eigenstates in a particular window around $E$, we can instead compute the microcanonical entropy using standard numerical approximation procedures for the density of states via approximations to the integrated density of states (cumulative spectral function). We first formulate this entropy definition without reference to a specific energy window $\Delta E$ and show that this choice is sub-optimal at reproducing the canonical temperature. We analyze the reason for the strong finite-size mismatch in this case. Lastly, we use the energy-dependent $\Delta E \propto \sqrt{T_{c}^{2} C_{c}}$, designed to account for finite-size deviations, in conjunction with the integrated density of states formulation. This final method results in excellent agreement between the temperatures even at the small system sizes under investigation, without any fine-tuning of proportionality constants.

### 1.2 Thermalization and the ETH

In Chapters 2 and 3 of this thesis, we explore various definitions of temperature in isolated many-body quantum systems. The concept of temperature in such systems is usually defined in the context of thermalization. In particular, one of our core temperature definitions has its basis in the eigenstate thermalization hypothesis. Therefore, we provide the context needed for a thorough understanding.

There has been a lot of significant work done investigating the emergence of equilibrium (or thermal) ensembles from statistical mechanics in isolated quantum systems $[10,69,70]$. In this section, we outline the meaning of 'thermalization' in
isolated quantum systems and the eigenstate thermalization hypothesis. We also discuss some further ideas investigated in the field of thermalization.

### 1.2.1 Thermalization in isolated quantum systems

Consider an isolated quantum system in some non-equilibrium initial state $|\psi(0)\rangle$. This system is described by the Hamiltonian $H$ and evolves in time via the Schrödinger equation. This implies that at a time $t>0$, the time evolved state is obtained via $|\psi(t)\rangle=e^{-i H t}|\psi(0)\rangle(\hbar=1)$. Taking $H$ as Hermitian, the time evolution is unitary; this implies the state $|\psi(t)\rangle$ can never reach a stationary state unless $|\psi(0)\rangle$ is an eigenstate of $H$.

Now, suppose we measure some local (or few-body) observable $\hat{O}$ in the state $|\psi(t)\rangle$, at time $t$, i.e., $\langle\psi(t)| \hat{O}|\psi(t)\rangle$. After some long time, the system can relax to an equilibrium state, whereby the observable $\hat{O}$ measured in the long-time evolved state is essentially constant. Equilibration is generally considered to have occurred when the temporal fluctuations of the expectation value have essentially vanished.

If a system has undergone equilibration, i.e., $\langle\psi(t)| \hat{O}|\psi(t)\rangle$ is on average constant for all subsequent times, and the expectation value of the observable in the equilibrium state coincides with the 'thermal' expectation value predicted by statistical mechanics, then thermalization is said to have occurred. This predicted value is the expectation value of the observable in the relevant statistical ensemble. The ensemble is taken to be either the microcanonical or canonical ensemble, which generally are equivalent in the thermodynamic limit. For example, in a system with only energy conservation, one would use the canonical ensemble (also called the Gibbs ensemble) at the canonical temperature associated with the initial state energy $E_{0}=\langle\psi(0)| H|\psi(0)\rangle$ via Eq. (1.1). An illustration of thermalization for a local operator in a chaotic spin system is shown in Figure 1.2. In this figure, we plot the canonical and microcanonical expectation values,

$$
\begin{equation*}
\langle O\rangle_{C}=\operatorname{tr}\left(\rho_{C} O\right), \quad\langle O\rangle_{M C}=\operatorname{tr}\left(\rho_{M C} O\right), \tag{1.4}
\end{equation*}
$$



Figure 1.2: Illustration of thermalization: Eigenstate expectation values of a local operator $O=S_{4}^{z} S_{5}^{z}$ for the staggered field model, Eq. (1.15), with $J=1, \Delta=0.95$ and $h_{x}=h_{z}=0.5$ for $L=12$ spins. Also shown is the canonical expectation value $\langle O\rangle_{C}$ and the microcanonical expectation value $\langle O\rangle_{M C}$.
with $\rho_{C}$ the canonical density matrix, Eq. (1.2), and

$$
\begin{equation*}
\rho_{M C}=\frac{1}{\mathcal{N}} \sum_{E_{j} \in\left\{E_{n} \pm \Delta E / 2\right\}}\left|E_{j}\right\rangle\left\langle E_{j}\right| \tag{1.5}
\end{equation*}
$$

the microcanonical density matrix. Here, $\Delta E$ is the width of an energy window around $E_{n}$ from which the state is constructed, and $\mathcal{N}$ is the number of states in this window. It has been experimentally demonstrated that isolated many-body quantum systems can indeed thermalize, such as in quantum simulators consisting of ultra-cold atoms on an optical lattice [51, 78], trapped ions [79, 80], and a small number of qubits [81].

Not every system equilibrates such that observables relax to the predicted thermal (Gibbs) value, i.e., they do not thermalize as described above. In integrable systems, e.g., those exactly solvable via the Bethe ansatz, observables measured following a quantum quench are expected to equilibrate to predictions of the generalized Gibbs ensemble (GGE) [10, 82, 83]. The GGE is given by $\rho_{G G E}=$ $Z_{G G E}^{-1} e^{-\sum_{n} \lambda_{n} I_{n}}\left(Z_{G G E}=\operatorname{tr}\left(e^{-\sum_{n} \lambda_{n} I_{n}}\right)\right)$, with $I_{n}$ the conserved quantities of the integrable system, and $\lambda_{n}$ the Lagrange multipliers, fixed by the initial state, analogous to setting the temperature in the Gibbs ensemble via the initial state energy. These conserved quantities are precisely what prevent standard relaxation to a thermal state from occurring. The relaxation to non-Gibbs states is often
denoted generalized thermalization $[84,85]$.
Localized systems have emerged as another possible example of systems that fail to thermalize as described above [86]. Systems exhibiting many-body localization (MBL) are considered the quintessential non-thermalizing models [87]. MBL is the extension of disorder-induced localization, introduced by Anderson in free systems [88], to many-body interacting systems. It is debated whether MBL is a genuine phase, in that it persists in the thermodynamic limit, or whether it is simply a finite size regime [89, 90]. Nevertheless, in sufficiently disordered finite 1D quantum chains, localization is observed, and thermalization does not occur.

In weakly non-integrable systems, i.e., systems with a small integrability breaking perturbation, observables can initially equilibrate to a non-thermal value corresponding to the integrable system equilibrium value. After a long time, the observable can eventually relax to the actual thermal value. This notion of equilibration followed by further relaxation to the thermal state has been coined prethermalization [91, 92].

Chaotic systems, i.e., non-integrable and non-localized, are expected to thermalize in the infinite size limit up to their integrable point. However, the time for the system to reach thermalization should diverge as one approaches the integrable limit. For finite systems, the required strength of any integrability breaking term to induce chaos is dependent on the size of the system [93].

### 1.2.2 Eigenstate thermalization hypothesis

We have thus far discussed the meaning of thermalization but not the mechanism behind it. The eigenstate thermalization hypothesis (ETH) is widely thought to encapsulate the mechanism by which thermalization occurs in isolated quantum systems [1-10]. It conjectures that thermalization is permitted in isolated quantum systems due to information regarding thermalization being encoded into the system eigenstates themselves. Formally, the ETH is a statement about the matrix elements of 'typical' observables, usually taken as local operators, in the eigenstate basis of the Hamiltonian for large isolated quantum systems. It states


Figure 1.3: Illustration of the ETH: Eigenstate expectation values of a local operator $O$ for the staggered field model (Eq. (1.15)) with $J=1, \Delta=0.95$ and $h_{x}=h_{z}=0.5$. Data is shown for $L=9\left(O=S_{4}^{z} S_{5}^{z}\right)$ and $L=13\left(O=S_{6}^{z} S_{7}^{z}\right)$ spins. Also shown is the canonical expectation value $\langle O\rangle_{C}$ calculated at the canonical temperature.
that diagonal matrix elements, i.e., the eigenstate expectation values (EEVs), of a typical observable $\hat{O}$ are smooth functions of (eigen-) energy, with fluctuations that are exponentially small in the system size. The off-diagonal elements are also exponentially suppressed in the system size. This statement can be written quantitatively for a Hamiltonian system with eigenstates $H\left|E_{n}\right\rangle=E_{n}\left|E_{n}\right\rangle$, via the ansatz put forward by Srednicki [4]:

$$
\begin{equation*}
\left\langle E_{m}\right| \hat{O}\left|E_{n}\right\rangle=O_{m n}=O(\bar{E}) \delta_{m n}+e^{-S(\bar{E}) / 2} f_{O}(\bar{E}, \omega) R_{m n} . \tag{1.6}
\end{equation*}
$$

Here, $\bar{E}=\frac{1}{2}\left(E_{m}+E_{n}\right)$ is the average energy, $\omega=E_{m}-E_{n}$ is the energy difference, and $S(\bar{E})$ is the thermal entropy as defined in Section 1.1.2. $O(\bar{E})$ and $f_{O}(\bar{E}, \omega)$ are smooth functions of energy, and $R_{m n}$ is a random variable with mean zero and variance one. $O(E)$ is the expectation value of $O$ in the diagonal ensemble.

The ETH is believed to be valid in generic chaotic systems [10], as has been numerically verified in many investigations, e.g., [8-48]. To date, there is no analytical proof of the ETH. Particular systems are known to violate the ETH, such as integrable systems [13], which undergo 'generalized thermalization' to
a GGE. Localized systems, such as those in an MBL regime, fail to thermalize and violate the ETH [87]. Finite systems with long-range interactions have only recently been investigated in the context of the ETH and thermalization. In such systems, it appears possible for a system to present as chaotic while violating the ETH $[48,94]$. This has been related to the in-equivalence between the canonical and microcanonical ensembles, often accompanied by non-convex microcanonical entropy in such long-range systems [94].

If the ETH is valid in a system, then in the thermodynamic limit, the EEV of an operator concerning a finite energy density eigenstate, i.e., a bulk eigenstate far from the spectral edges, is equal to the expectation value in the thermal ensemble predicted by statistical mechanics. For example, in a system with only energy conservation, the canonical ensemble prediction $\langle O\rangle_{C}$ for the operator $O$ in an eigenstate with energy $E_{n}$ is given by

$$
\begin{equation*}
\left\langle E_{n}\right| O\left|E_{n}\right\rangle=\operatorname{tr}\left(O \rho_{C}\right)=\frac{\operatorname{tr}\left(O e^{-\beta H}\right)}{\operatorname{tr}\left(e^{-\beta H}\right)}, \tag{1.7}
\end{equation*}
$$

with $\beta$ the canonical temperature associated with $E_{n}$ via Eq. (1.1). It is often said that in systems where Eq. (1.7) holds, it does so only for 'few-body' or 'local' operators. An illustration of the diagonal statement of ETH is provided in Figure 1.3, wherein we plot the EEVs of a chaotic spin system for two different system lengths. One can observe the fluctuations decreasing with growing system size $L$. In the infinite system size limit, the EEVs should be a smooth function of energy, corresponding to the thermal expectation value $\left(\langle O\rangle_{C}\right.$ in Figure 1.3).

If a system obeys the ETH, in that it follows the ansatz Eq. (1.6), then it should thermalize, as one can observe from the long-time average of an observable. To demonstrate, we first denote the time evolution of an observable $O$ as $O(t)$. Expanding in the eigenstate basis

$$
\begin{equation*}
O(t)=\langle\psi(t)| O|\psi(t)\rangle=\sum_{n}\left|C_{n}\right|^{2} O_{n n}+\sum_{m, n} C_{m}^{*} C_{n} O_{m n} e^{i\left(E_{m}-E_{n}\right) t} . \tag{1.8}
\end{equation*}
$$

Then, assuming a non-degenerate spectrum in a large system, we obtain the
long-time average as

$$
\begin{equation*}
\bar{O}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} d t O(t)=\sum_{n}\left|C_{n}\right|^{2} O_{n n} \tag{1.9}
\end{equation*}
$$

We point out that it might take an exceptionally long time for the second term on the right-hand side of Eq. (1.8) to cancel out. Now, assuming the validity of the ETH, Eq. (1.6), and that $\left|C_{n}\right|$ are narrowly distributed for a generic initial state $\left|\psi_{0}\right\rangle$, i.e., $O_{m n} \approx O\left(E_{0}\right) \delta_{m n}$ for states with energy near $E_{0}=\langle\psi(0)| H|\psi(0)\rangle$, we can take $O_{n n}$ out of the sum, and obtain

$$
\begin{equation*}
\bar{O} \approx O\left(E_{0}\right) \sum_{n}\left|C_{n}\right|^{2}=O\left(E_{0}\right) . \tag{1.10}
\end{equation*}
$$

Under the same assumptions on $O_{n n}$, the microcanonical (and hence canonical) ensemble expectation value at $E_{0}$ is precisely Eq. (1.10). Thus if a system obeys the ETH, it should thermalize. It should be noted that this tells us nothing about the timescale on which thermalization occurs.

It is often considered that if a system thermalizes, it obeys the ETH. This assumes that all eigenstates of the system follow the ETH ansatz. It has been conjectured that thermalization is possible, even if there are a small number of exceptional eigenstates that do not obey the ETH [95], however this can restrict certain initial states from thermalizing. This is related to the concept of manybody quantum scars, the name given to a small collection of eigenstates in an otherwise chaotic quantum system that violate the ETH. They are an increasingly studied phenomenon in the field of thermalization [96, 97].

Consider the system Hamiltonian $H$, we can arbitrarily separate the Hamiltonian into (local) spatial regions $A$ and $B$ such that

$$
\begin{equation*}
H=H_{A}+H_{B}+H_{A B} . \tag{1.11}
\end{equation*}
$$

Here, $H_{A}$ and $H_{B}$ are the local Hamiltonians describing $A$ and $B$, and $H_{A B}$ describes the interaction between the two regions. It has been conjectured that
the ETH, particularly Eq. (1.7), holds for the majority of operators within a subsystem $A$, once $V_{A} \ll V$ [11], i.e., the 'size' of $A$ is much less than the total system. Eq. (1.7) holding for most operators in a subsystem $A$, when the total system size is significantly larger than that of $A$, is equivalent to the statement that the reduced density matrix of an eigenstate should become equivalent to the reduced canonical density matrix in the large size limit,

$$
\begin{equation*}
\rho_{n}^{A}=\operatorname{tr}_{B}\left(\left|E_{n}\right\rangle\left\langle E_{n}\right|\right)=\rho_{C}^{A}=\operatorname{tr}_{B}\left(\rho_{C}\right) . \tag{1.12}
\end{equation*}
$$

Again, $\rho_{C}$ is the canonical density matrix, and $\beta$ is the canonical temperature associated with $E_{n}$. Thus, in a sufficiently large system where the ETH is expected to be valid, one could expect the reduced eigenstate density matrix to equal the reduced canonical density matrix. This interpretation is the inspiration behind our eigenstate-based temperatures investigated in Chapter 2.

Canonical typicality - An idea closely related to the ETH is that of 'canonical typicality' $[69,70]$. Instead of eigenstates, as in the ETH, consider a random pure state $|\psi\rangle$ made up of a superposition of eigenstates from within an energy window $[E \pm \Delta E]$, i.e., $|\psi\rangle=\sum_{j} c_{j}\left|E_{j}\right\rangle$, with $E_{j} \in[E \pm \Delta E]$. Canonical typicality states that for sufficiently large systems, provided the interaction between subsystems $A$ and $B$ can be neglected, i.e., $H \approx H_{A}+H_{B}$, the reduced density matrix corresponding to this state, $\rho_{\psi}^{A}=\operatorname{tr}_{B}|\psi\rangle\langle\psi|$, is approximately equal to a reduced microcanonical density matrix. Due to the equivalence of ensembles in the thermodynamic limit, this implies that $\rho_{\psi}^{A}$ is equivalent to a reduced canonical density matrix. In essence, the subsystem of a 'typical' pure state can be accurately approximated by a reduced canonical state provided the complement subsystem is sufficiently large (so that it can play the role of the bath).

Unlike the ETH, canonical typicality applies to all (isolated) quantum systems; however, it is a weaker statement. The ETH describes the emergence of thermal ensembles for not just random states but even single eigenstates. As previously discussed, the ETH is generally expected only to hold in chaotic quantum systems. From canonical typicality, one can interpret this restriction as an implication on
the eigenstates of chaotic systems - that they are sufficiently uncorrelated such that they resemble 'typical' states. This interpretation has led to investigations of properties of reduced eigenstate density matrices in chaotic systems [11, 35, 63], including the work in this thesis.

### 1.3 Non-Hermitian phenomena

Stepping away from isolated quantum systems, we move on to open quantum systems. In this section, we first describe phenomena of interest in non-Hermitian quantum systems, including a detailed description of so-called exceptional points, a phenomenon unique to non-Hermitian systems. Following this, we outline our investigation to be carried out in Chapter 4 concerning a particular lattice system under the influence of an imaginary potential.

### 1.3.1 Non-Hermitian physics

In recent years there has been a surge of interest in quantum systems that are described by non-Hermitian Hamiltonians. Although Hermiticity is regarded as a postulate of standard quantum mechanics, non-Hermitian Hamiltonians are useful as effective descriptions of systems where loss or gain plays an important role, such as open quantum systems [98] and optical systems described by wave equations formally analogous to a Schrödinger equation [99-101]. By now, several experimental platforms for the study of non-Hermitian quantum mechanics are available. These include lasers or optical resonators [102-105], coupled optical waveguides [106-110], microwave resonators [111-114] and arrays thereof [115], optical microcavities [99, 116, 117], optomechanical systems [118], photonic crystals [119, 120], acoustics [121-124] atom-cavity composites [125], exciton-polariton systems in semiconductor microcavities $[126,127]$, and various other arrangements [128-133].

Phenomena of interest in non-Hermitian systems include; localization [134,135] including that induced by the so-called non-Hermitian skin effect (NHSE) [136] producible via asymmetric hopping amplitudes such as in the Hatano-Nelson
model [137], non-Hermitian topological phases [138], and level spacing statistics in complex spectra [139].

### 1.3.2 Exceptional points

Non-Hermitian Hamiltonians lead to various phenomena not present in Hermitian systems. In general, the eigenvalues of non-Hermitian Hamiltonians are complex. In addition, the left and right eigenstates of a non-Hermitian Hamiltonian are generally not equal, but together they form a biorthogonal basis. In this thesis, we shall confine our discussion to the right eigenstates of non-Hermitian Hamiltonians. The eigenstates are generally not mutually orthogonal, in contrast to those of a Hermitian matrix. This non-orthogonality becomes extreme at points in the parameter space referred to as exceptional points [140-144].

At an exceptional point, a collection of (or all) eigenvalues appears to be degenerate. However, it is not a genuine degeneracy as the corresponding eigenvectors coalesce as well, in that they become linearly dependent. This results in the eigenstates no longer providing a basis spanning the entire Hilbert space. Therefore, the Hamiltonian matrix is non-diagonalizable and is denoted a defective matrix $[145,146]$ at these exceptional points. We note that a Hermitian matrix cannot have an exceptional point, as Hermitian matrices are always diagonalizable. The spectrum of a non-Hermitian Hamiltonian exhibiting an exceptional point will have a so-called 'square-root branch point' bridging the coalescing eigenvalues. This is due to the characteristic polynomial of the Hamiltonian containing terms of the form $\sqrt{\gamma-\gamma_{c}}$, with $\gamma$ some tunable (complex) parameter of the Hamiltonian, and $\gamma_{c}$ the parameter corresponding to the exceptional point. For a second-order exceptional point, one can consider having two connected Riemann sheets representing the two coalescing levels in the $\gamma$ plane. The two sheets are connected at the value $\gamma_{c}$ (branch point) [144].

The surviving eigenstate, following the coalescence of two (or more) eigenstates, at an exceptional point is always chiral [147]; this chirality has been observed experimentally $[104,105,113,127,148]$. Other phenomena associated with
exceptional points include loss-induced transparency [106], unidirectional transmission [123, 129, 130], lasers with non-monotonic pump-dependence [102], and enhanced sensing [149-151]. Exceptional points are also associated with the real-to-complex spectral transition for parity-time $(\mathcal{P} \mathcal{T})$ symmetric Hamiltonians [144] (See Section 4.4).

### 1.3.3 Non-Hermitian scattering

In Chapter 4 of this thesis, we are primarily concerned with the non-Hermitian physics of a quantum particle on a tight-binding lattice. Previous studies of nonHermitian effects for a lattice particle include Anderson localization [137, 152-154] and localization in quasiperiodic potentials [155, 156], invisibility (reflectionless scattering) due to non-Hermitian hopping [157] or an oscillating imaginary scatterer [158], flat-band physics [159], Bloch oscillations [160], and $\mathcal{P} \mathcal{T}$-symmetry obtained by combining an absorbing potential on one site with an emitting potential on another [161-167], which we shall also consider in Chapter 4. In addition, nonHermitian tight-binding lattices form the basis of the study of non-Hermitian topological many-body systems, a topic of rapidly growing interest [168-170]. A few studies have also addressed interacting many-body systems in non-Hermitian lattice systems [171, 172].

We will consider an imaginary potential on a single lattice site, acting as an absorbing (or dissipative) scattering potential. This can be regarded as a lattice analog of a purely imaginary delta-function scattering potential in the continuum. An imaginary scattering potential is linked to measurement [173-175], and is thus related to quantum first-passage time problems and the quantum Zeno effect [176-183]. The quantum Zeno effect is essentially the cessation of dynamics of a quantum state due to the measurement being performed too frequently [176]. In analogy to the quantum Zeno effect, it is then expected that an imaginary potential will have suppressed absorption when the strength of the potential is large. This suggests that the absorption might be non-monotonic as a function of the strength of the dissipative potential. In Chapter 4, we explicitly show the


Figure 1.4: Illustration of a lattice: The impurity is placed at one of the center lattice sites, as shown here for $L=12$. In this case, it could equivalently be placed on the seventh instead of the sixth site. For odd $L$, there is a definite central site.
non-monotonic dependence of the amount of absorption on the potential strength, in the context of a simple lattice model.

The model we shall investigate is the tight-binding lattice model (Eq. (1.22) in the following section), which describes particles hopping along an open boundary 1D chain with $L$ sites. We introduce a purely imaginary negative potential on a single site $q$ with strength $\gamma$, rendering the system non-Hermitian. As the potential is negative and purely imaginary, it can be considered an absorbing potential, i.e., dissipative. As we want to study reflection and transmission, it is convenient to place the potential at the center of the lattice at either site $\left\lfloor\frac{L}{2}\right\rfloor$ or $\left\lfloor\frac{L}{2}\right\rfloor+1$. An example of such a setup is illustrated in Figure 1.4.

In Chapter 4, we present a study of the dynamics and eigenspectrum of the system described (Eq. (1.25) below). By scattering wavepackets numerically off the dissipative impurity, we show how the reflection, transmission, and absorption fractions depend on the strength $\gamma$ of the impurity. These results are compared with the continuum problem, a variant of the standard textbook problem of quantum scattering off a Hermitian delta-function potential. In both cases, the absorption coefficient is found to be a non-monotonic function of $\gamma$, having a maximum at a point that depends on the momentum of the incident particle or wavepacket. In addition, we present the spectrum of the Hamiltonian, which shows a peculiar exceptional point at $\gamma=2$ at which all (or nearly all, depending on $L$ ) of the eigenvalues pair up. We can analytically prove the existence of this exceptional point. The absorption coefficient is non-monotonic and has a maximum near, but not necessarily at, the exceptional point.

At large $\gamma$, the absorption is vanishingly small, exhibiting the quantum Zeno effect, and the system behaves as if the impurity were a real potential $V$. In particular, the system has an (anti-)bound eigenstate, which allows us to draw a
correspondence between values of $\gamma$ and $V$. The localized eigenstate is purely a lattice phenomenon with no analog in the continuum.

We also consider the spectrum of a $\mathcal{P} \mathcal{T}$-symmetric version of our system. Using the same analytical methodology, we can prove the existence of exceptional points similar to those found in the purely dissipative model. To build towards a many-body understanding, we consider many quantum particles in the purely dissipative system described. From our knowledge of exceptional points in the single particle model, we can argue the existence of exceptional points in the non-interacting case.

### 1.4 Quantum systems under investigation

Throughout this thesis, we investigate various quantum spin- $1 / 2$ lattice systems consisting of $L$ spins, of which $N$ are up. In this section, we outline the specific systems used in these investigations. We first introduce the many-body quantum systems used to explore various temperature definitions in Chapters 2 and 3. Following this, we introduce the tight-binding lattice, and the non-Hermitian models that are used in Chapter 4. Additionally, we describe level-spacing statistics, often used to characterize a many-body quantum system as thermalizing.

### 1.4.1 Many-body systems

Chapters 2 and 3 focus on temperature definitions in thermalizing systems. In this subsection, we present the various quantum systems used to explore these temperature definitions, constructed such that they should generally thermalize. We start by introducing the well-known anisotropic Heisenberg chain, often referred to as the $X X Z$ chain. While we only utilize the unaltered $X X Z$ chain once in this thesis, we study multiple chaotic models based on the $X X Z$ chain. In what follows, we describe the various chaotic systems obtained by introducing magnetic fields to the $X X Z$ model or by changing the geometry from a simple chain. Following this, we briefly introduce the quantum Ising chain and include magnetic fields to produce a chaotic quantum system.

## The XXZ chain

The open-boundary $X X Z$ chain Hamiltonian is given by

$$
\begin{equation*}
H_{H}=J \sum_{j=1}^{L-1}\left(S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}\right)+\Delta \sum_{j=1}^{L-1} S_{j}^{z} S_{j+1}^{z}, \tag{1.13}
\end{equation*}
$$

with $J$ the site-to-site 'hopping' strength, and $\Delta$ the spin-spin interaction strength (anisotropy). $S_{j}^{(x, y, z)}=\hbar \sigma_{j}^{(x, y, z)} / 2$ are the spin operators on site $j$ in three directions, with $\sigma_{j}^{(x, y, z)}$ being the Pauli matrices. We shall set $\hbar=1$ throughout this thesis. $\Delta=J$ is the isotropic point, which also separates the $\Delta<J$ gapless and $\Delta>J$ gapped regimes. The ground state of the system is dependent on the value of $\Delta$; it can be anti-ferromagnetic $(\Delta>1)$, ferromagnetic $(\Delta \leq-1)$, or paramagnetic $(-1<\Delta \leq 1))$. The $X X Z$ chain is exactly solvable via the Bethe ansatz [184] and is thus known to be an integrable model. The $X X Z$ chain describes the couplings between nearest-neighboring spins. When we refer to $X X Z$-like couplings, we mean that the terms are of the form of those in Eq. (1.13), but need not be nearest-neighbor, i.e., they may be between any two spins on sites $j, k$.

Using the spin raising and lowering operators $S_{j}^{ \pm}=S_{j}^{x} \pm i S_{j}^{y}$, we can rewrite the $X X Z$ chain as

$$
\begin{equation*}
H_{H}=\frac{J}{2} \sum_{j=1}^{L-1}\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right)+\Delta \sum_{j=1}^{L-1} S_{j}^{z} S_{j+1}^{z} \tag{1.14}
\end{equation*}
$$

In this notation, it is clear that the $X X Z$ chain describes spin excitations moving along a lattice by exchanging the neighboring spins of opposite orientation, with strength $J / 2$. In addition, the spins interact via an Ising interaction with strength $\Delta$. The $X X Z$ chain has a $U(1)$ symmetry, conserving $N$, or equivalently total $\operatorname{spin} S^{z}=\sum_{j=1}^{L} S_{j}^{z}$. Thus the Hilbert space dimension is $D=\binom{L}{N}$ when $N$ is conserved. If $N$ is not conserved, e.g., when $S^{x}$ (or $S^{y}$ ) fields are introduced, the Hilbert space dimension is instead $D=2^{L}$. The $X X Z$ chain harbors various symmetries depending on the chosen parameters and boundary conditions, but generally it possesses reflection symmetry (parity), translational symmetry, spin
rotation symmetry, and a $U(1)$ symmetry characterized by the total spin in the $z$-direction.

Below, we outline the various non-integrable models to be used in the temperature investigations in Chapters 2 and 3 of this thesis.

## Staggered field model

Starting with the $X X Z$ chain, Eq. (1.13), we introduce transverse ( $S^{x}$ ) and longitudinal $\left(S^{z}\right)$ magnetic fields staggered along the even and odd sites of the chain, respectively. In addition, we break the staggered pattern at the start of the chain by inserting $x$ and $z$ fields on the first and second sites respectively to remove any symmetries. We refer to this model as the staggered field model, whose Hamiltonian is given by

$$
\begin{align*}
H_{S}= & \sum_{j=1}^{L-1}\left(S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}+\Delta S_{j}^{z} S_{j+1}^{z}\right) \\
& +\sum_{\text {even }} h_{x} S_{j}^{x}+\sum_{\text {odd }} h_{z} S_{j}^{z}+h_{x} S_{1}^{x}+h_{z} S_{2}^{z} . \tag{1.15}
\end{align*}
$$

We use the values $h_{z}=h_{x}=0.5$, unless otherwise stated, to ensure chaotic level spacing statistics such that the system should generally thermalize. We note that the total $S^{z}$ spin is not conserved in this model.

## Disordered field model

Again, starting with the $X X Z$ chain, Eq. (1.13), we introduce 'disordered' transverse and longitudinal magnetic fields on every site. Here, rather than uniform $h_{z}$ and $h_{x}$ values across the chain, the on-site strengths $h_{j}, h_{j}^{\prime}$, are chosen from a uniform distribution $[-W, W]$. This model with only longitudinal fields is the archetypal model for many-body localization [87]. For non-zero $W$, below some critical value in finite systems, the model is known to exhibit chaotic behavior. We will refer to this model as the disordered field model, whose Hamiltonian is
given by

$$
\begin{equation*}
H_{D}=\sum_{j=1}^{L-1}\left(S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}+\Delta S_{j}^{z} S_{j+1}^{z}\right)+\sum_{j=1}^{L}\left(h_{j} S_{j}^{z}+h_{j}^{\prime} S_{j}^{x}\right) . \tag{1.16}
\end{equation*}
$$

We use the value $W=0.25$ to ensure chaotic level spacing statistics and to stay far from any possible localized regime in the finite systems under investigation. We again note that the total $S^{z}$ spin is not conserved in this model.

## Square lattice



Figure 1.5: $7 \times 4$ Square Lattice geometry.

Moving away from 1D chains, we introduce a two-dimensional square lattice with open boundary conditions and $X X Z$-like couplings between neighboring spins on the lattice. The lattice geometry is illustrated by Figure 1.5. We refer to this model simply as the square lattice model, whose Hamiltonian is given by

$$
\begin{equation*}
H_{\mathrm{SQ}}=\sum_{\langle j, k\rangle} J_{j k}\left(S_{j}^{x} S_{k}^{x}+S_{j}^{y} S_{k}^{y}\right)+\Delta_{j k} S_{j}^{z} S_{k}^{z} \tag{1.17}
\end{equation*}
$$

Here, $\langle j, k\rangle$ means that we restrict the summation to nearest-neighbor pairs. We take $J_{j k}, \Delta_{j k}$ to be real to ensure Hermiticity, and for simplicity we set $J_{j k}=J_{k j}$ and $\Delta_{j k}=\Delta_{k j}$. To remove any symmetries and ensure chaotic level spacing statistics, we draw the values $J_{j k}, \Delta_{j k}$ from the uniform distributions $[0,2]$ and $[0,1]$ respectively. Due to the absence of $S^{x}$ fields, the total $S^{z}$ spin is conserved.

In Chapter 2, to break total $S^{z}$ conservation, we introduce transverse magnetic fields $\left(S^{x}\right)$ to the sites $j_{a}$ in one of the sub-lattices available within the bipartite lattice, i.e., to either the white or black lattice sites in Figure 1.5. We observed
that chaotic level spacing statistics were only obtained with the addition of longitudinal magnetic fields; hence, we include $S^{z}$ fields on the remaining $j_{b}$ sites in the alternate sub-lattice. The Hamiltonian for the non-spin conserving square lattice with $S^{z}$ and $S^{x}$ fields staggered on the sub-lattices is given by

$$
\begin{equation*}
H_{N S}=\sum_{\langle j, k\rangle}\left[J_{j k}\left(S_{j}^{x} S_{k}^{x}+S_{j}^{y} S_{k}^{y}\right)+\Delta_{j k} S_{j}^{z} S_{k}^{z}\right]+\sum_{j_{a}} h_{x} S_{j_{a}}^{x}+\sum_{j_{b}} h_{z} S_{j_{b}}^{z} . \tag{1.18}
\end{equation*}
$$

For the non-spin conserving model, we choose: $J_{j k}, \Delta_{j k}$ from the uniform distributions $[0,1]$ and $[0, .9]$ respectively, and the magnetic field strength to be $h_{z}=h_{x}=0.1$, unless otherwise stated.

## Fully connected lattice

Going beyond nearest-neighbor interactions, we consider a fully connected network of spins akin to a complete graph. In this setup, each spin $j$ is connected to every other spin $k$ via XXZ-like couplings, so the Hamiltonian is constructed of terms of an arbitrary range . We will refer to this model as the fully connected lattice, whose Hamiltonian is given by

$$
\begin{equation*}
H_{\mathrm{FC}}=\sum_{j} \sum_{k \neq j} J_{j k}\left(S_{j}^{x} S_{k}^{x}+S_{j}^{y} S_{k}^{y}\right)+\Delta_{j k} S_{j}^{z} S_{k}^{z} . \tag{1.19}
\end{equation*}
$$

Again, $J_{j k}=J_{k j}$ and $\Delta_{j k}=\Delta_{k j}$. To remove any symmetries and ensure chaotic level spacing statistics, we draw the values $J_{j k}, \Delta_{j k}$ from the uniform distributions $[-0.4,0.4]$ and $[-0.1,0.1]$, respectively. We note again that the total $S^{z}$ spin is conserved.

## Chaotic Ising model

The open-boundary 1D quantum Ising chain in the absence of magnetic fields is given by

$$
\begin{equation*}
H_{I}=\Delta \sum_{j=1}^{L-1} S_{j}^{z} S_{j+1}^{z} \tag{1.20}
\end{equation*}
$$

One can interpret this Hamiltonian as the $J / \Delta \rightarrow 0$ limit of the $X X Z$ chain in Eq. (1.13). This model is exactly solvable and is symmetric under a flip of every spin. The model also posses reflection and translation symmetries, in addition to a $U(1)$ symmetry characterized by its total $S^{z}$ spin. For $\Delta<0(\Delta>0)$, the model is classified as (anti-)ferromagnetic. To obtain a non-integrable model, we shall introduce magnetic fields along the entire chain in both the longitudinal ( $S^{z}$ ) and transverse $\left(S^{x}\right)$ directions, with strengths $h_{z}$ and $h_{x}$, respectively. These fields also break the spin-flip symmetry. The model with only a transverse field is commonly investigated; an exact solution is also known in this case. This case exhibits a quantum phase transition (at zero temperature), with critical point $\Delta=h_{x}$. The model with magnetic fields in both directions does not have an exact solution. To remove any possible remaining symmetries of the model, we swap the $x$ and $z$ field strength between the first two sites. We will refer to this model as the chaotic Ising model, whose Hamiltonian is given by

$$
\begin{gather*}
H_{C I}=\sum_{j=1}^{L-1} S_{j}^{z} S_{j+1}^{z}+\sum_{j=1}^{L}\left(h_{x}\left(1-\delta_{j, 1}\right) S_{j}^{x}+h_{z}\left(1-\delta_{j, 2}\right) S_{j}^{z}\right) \\
+h_{z} S_{1}^{x}+h_{x} S_{2}^{z} \tag{1.21}
\end{gather*}
$$

Here, we have chosen $\Delta=1$, as will be assumed for all uses of the Ising model in this thesis. In addition, we will generally use the values $h_{z}=0.5, h_{x}=0.75$, unless otherwise stated, to ensure chaotic level spacing statistics. We note that the total $S^{z}$ spin is not conserved in this model.

### 1.4.2 Non-Hermitian models

Here, we first introduce the standard tight-binding model. Following this, we present the non-Hermitian system that is the primary focus of our investigation in Chapter 4 - a tight-binding lattice under the influence of a purely imaginary local potential.

## Tight-binding model

The tight-binding lattice model is used to describe particles hopping along a lattice. Many models have tight-binding terms within them, such as the $X X Z$ chain (Eq. (1.14)), or the Hubbard model [185], and the many variants based on these models. In the second quantization language, the tight-binding Hamiltonian for spinless fermions with open boundaries is given as

$$
\begin{equation*}
H_{T}=t \sum_{j}^{L-1}\left(c_{j}^{\dagger} c_{j+1}+c_{j} c_{j+1}^{\dagger}\right) \tag{1.22}
\end{equation*}
$$

Here, $c_{j}^{\dagger}$ and $c_{j}$ create and annihilate a particle on-site $j$ respectively, and $t$ is the site-to-site hopping strength. This open boundary chain of free-fermions (free from interactions) can be diagonalized by transforming the operators $c_{j}^{\dagger}, c_{j}$. A similar process can be carried out for the periodic chain.

This model can be mapped to a spin system via a Jordan-Wigner transformation [186], resulting in the Hamiltonian in spin language (with $t=J / 2$ )

$$
\begin{equation*}
H_{T}=\frac{J}{2} \sum_{j}^{L-1}\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right) \tag{1.23}
\end{equation*}
$$

This is precisely the non-interacting $(\Delta \rightarrow 0)$ limit of the $X X Z$ chain (Eq. (1.14)), i.e., the $X X$ chain (or $X Y$ model with equal coefficients in the $x$ and $y$ directions). In this language, the analog of a particle excitation is a spin-up.

## Imaginary potential

In Chapter 4, we use the tight-binding lattice as the basis for our non-Hermitian system. Hermiticity is broken by introducing a purely imaginary potential to the lattice. In general, the Hamiltonian for such a system with an imaginary potential of strength $\gamma$ on-site $q$ is given in spin language via

$$
\begin{equation*}
H_{M B}=\frac{J}{2} \sum_{j}^{L-1}\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right) \pm i \gamma\left(S_{q}^{z}+\frac{1}{2}\right) \tag{1.24}
\end{equation*}
$$

The sign in front of $\gamma$ (taking $\gamma>0$ ) determines if the potential is absorbing or enhancing. The magnetic field term is shifted by $1 / 2$, stemming from the Jordan-Wigner transformation of the on-site potential $n_{j}=c_{j}^{\dagger} c_{j}=S_{j}^{z}+1 / 2$.

Our primary focus in Chapter 4 is a single quantum particle (i.e., single spin-up) in such a system. Thus is it helpful to write the Hamiltonian with an absorbing potential in terms of site occupations

$$
\begin{equation*}
H=-J \sum_{j=1}^{L-1}(|j\rangle\langle j+1|+|j+1\rangle\langle j|)-i \gamma|q\rangle\langle q|, \tag{1.25}
\end{equation*}
$$

with $1 \leq q \leq L$. Here we shall focus on the case $\gamma>0$ so that the imaginary potential is absorbing. The labels for the bras and kets here are site labels: The particle lives on an $L$-site chain with open boundary conditions. In Chapter 4, we provide an in-depth investigation of this non-Hermitian model, exploring features of its complex spectrum and analyzing the scattering dynamics of a wavepacket.

## Interacting model

In Chapter 4, we shall also consider an interacting version of Eq. (1.24). We allow nearest neighboring particles to interact via $n_{j} n_{j+1}=\left(c_{j}^{\dagger} c_{j}\right)\left(c_{j+1}^{\dagger} c_{j+1}\right)$. Mapping this to a spin system, we obtain the interacting non-Hermitian Hamiltonian

$$
\begin{align*}
H_{q}= & \frac{J}{2} \sum_{j}^{L-1}\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right)-i \gamma\left(S_{q}^{z}+\frac{1}{2}\right) \\
& +\Delta \sum_{j}^{L-1}\left(S_{j}^{z}+1 / 2\right)\left(S_{j+1}^{z}+1 / 2\right) . \tag{1.26}
\end{align*}
$$

Without the impurity, this spin model appears almost identical to the $X X Z$ chain (Eq. (1.14)); the Jordan-Wigner mapping $n_{j}=S_{j}^{z}+1 / 2$ introduces additional $1 / 2$ terms. In Section 4.5.2, we explore the fate of certain spectral phenomena, observed in the single particle and non-interacting many-body systems, in this interacting system.

### 1.4.3 Level spacing statistics

In Chapters 2 and 3 we explore temperature definitions in the context of thermalization in many-body quantum systems. Thermalization, as discussed in Section 1.2 , is expected in chaotic many-body systems; thus, we need to ensure the models we have outlined above are chaotic.

Quantum chaos is often characterized by investigating the distribution of energy level spacings of the Hamiltonian. The energy levels in an integrable system are uncorrelated and can cross each other. This is in contrast to a chaotic system, where energy levels experience level repulsion and thus are highly correlated. This level repulsion, or lack of it, is an indicator of quantum chaos, and as such, exact measures based on this phenomenon have been developed [187].

Consider a system with an ordered set of energy levels $E_{n}$; one can define the consecutive level spacings as

$$
\begin{equation*}
s_{n}=E_{n+1}-E_{n} . \tag{1.27}
\end{equation*}
$$

The probability distribution of this quantity, $P(s)$, can be used to classify a system as chaotic. It has been conjectured that level spacings of integrable systems follow a Poisson distribution [188], i.e., $P(s) \propto e^{-s}$. In contrast, the level spacings of a chaotic system are expected to follow a so-called Wigner-Dyson distribution, $P(s) \propto s^{\alpha} e^{-b_{\alpha} s^{2}}$, with $b_{\alpha}$ a constant. Depending on whether the Hamiltonian of the system is real symmetric, complex Hermitian, or quaternionic Hermitian, $\alpha$ is either 1,2 , or 4 , respectively. This classification of Hamiltonians corresponds to the three classical ensembles of random matrix theory (RMT). The three ensembles, the Gaussian Orthogonal Ensemble (GOE), Gaussian Unitary Ensemble (GUE), and Gaussian Symplectic Ensemble (GSE), are composed of Hermitian matrices whose entries are independently distributed as real, complex, or quaternionic random variables, respectively [189, 190].

The universality of RMT means that these random matrix ensembles describe the energy levels of physical systems at the statistical level. However, direct
comparison with the distributions of the random matrix ensembles is only possible in a local energy window with the mean level spacing set to unity.

The level spacing distribution $P(s)$ is an effective measure of chaos, but it does have its downfalls. Many systems have a non-uniform energy density, resulting in the spectrum needing to be 'unfolded'. Here, unfolding is a transformation that ensures the mean level density is indeed unity $[15,38,187,191-194]$. In addition, one needs to be careful to account for any symmetries present in the Hamiltonian of the system. For example, the $X X Z$ chain, Eq. (1.13), conserves total $S^{z}$. This means the Hilbert space of the Hamiltonian can be broken into sectors with different $S^{z}$ values. One should thus take statistics in a particular sector. If we took statistics from across sectors, the statistics could appear to be those of an integrable system, as there is no level repulsion between levels in different symmetry sectors [10].

While the unfolding procedure can circumvent issues in analyzing $P(s)$, it can be a non-trivial task to execute and often require approximations. In order to avoid these issues, Oganesyan and Huse [195] proposed another quantity, the consecutive level spacing ratio,

$$
\begin{equation*}
r_{n}=\frac{\min \left(s_{n+1}, s_{n}\right)}{\max \left(s_{n+1}, s_{n}\right)} \tag{1.28}
\end{equation*}
$$

The benefit of $r_{n}$ is that it does not require the use of unfolding, as the ratio of consecutive level spacings is independent of the local density of states. Thus the distribution $P(r)$ can be preferential to study over $P(s)$.

Analytical predictions for the three RMT ensembles have been derived for the distribution $P(r)$ [196]. From these predictions, the simple indicator of the mean value of the ratio, $\langle r\rangle$, has become a prevalent indicator of chaos. In integrable systems with Poisson-like level spacing distributions, $\langle r\rangle=2 \ln 2 \approx$ 0.38629. In contrast, for chaotic systems with level spacing statistics expected to follow GOE-like level spacing statistics (i.e., the Hamiltonian is real symmetric), $\langle r\rangle=4-2 \sqrt{3} \approx 0.53590$. Throughout this thesis, when we require that a system be chaotic such that we expect it to thermalize, we will ensure its level spacing
statistics align with these predictions. In Figure 1.6, we present both the level spacing distribution $P(s)$ and the mean ratio $\langle r\rangle$, for each many-body quantum system detailed in Section 1.4, except for the non-Hermitian model, on account of its complex spectrum. We note that complex level spacing statistics are also used in non-Hermitian settings, where similar RMT predictions have been derived [139].

There are other indicators used to characterize quantum chaos (or lack thereof),


Figure 1.6: Normalized level spacing statistics $(s=s /\langle s\rangle)$ for models: (A) $X X Z$ chain with $L=20$ and $N=4, J=1, \Delta=0.95$, Eq. (1.14). (B) Staggered field model with $L=12$ and $h_{z}=h_{x}=0.5, J=1, \Delta=0.95$, Eq. (1.15). (C) Disordered field model with $J=1, \Delta=0.95, L=12$ and $W=0.25$, Eq. (1.16). (D) Chaotic Ising model with $L=12, h_{z}=0.5$ and $h_{x}=0.5$, Eq. (1.21). (E) Square lattice model with $J_{j k} \in[0,2], \Delta_{j k} \in[0,1], 4 \times 5$ lattice $(L=20)$ and $N=4$, Eq. (1.17). (F) Fully connected lattice model with $J_{j k} \in[-.4, .4], \Delta_{j k} \in[-.1, .1]$, $L=16$ and $N=5$, Eq. (1.19).
such as spectral form factors [197], the fidelity susceptibility [93], and the adiabatic gauge potential norm [198].

The entanglement entropy of bulk eigenstates, i.e., those that are highly excited, is also emerging as an indicator of quantum chaos. The eigenstate entanglement entropy is the Von Neumann entropy of the eigenstate density matrix reduced to a local subsystem.

In ergodic systems (chaotic), bulk eigenstates are all strongly entangled and result in an entanglement entropy that scales with the volume of the subsystem (volume law). In contrast, bulk eigenstates of non-ergodic systems do not all follow this volume law; a large number of the states generally scale with the size of the boundary of the subsystem (area law) [199].

### 1.5 Overview

This thesis is organized as follows:
In Chapter 2, we investigate the eigenstate-based definitions of temperature, introduced in Section 1.1.1, in the context of chaotic many-body quantum systems. We start by providing some preliminary information necessary for the investigation. We then present our results for the eigenstate and subsystem temperatures in Sections 2.2 and 2.3 respectively. In each case, we compare the resultant temperature to the canonical temperature. Following this, we outline some alternative choices that could have been made in the formulation of the temperature definitions (Section 2.4) and examine the subsystem temperature in a system approaching the integrable limit (Section 2.5).

In Chapter 3, we explore various ways to calculate the microcanonical entropy in isolated quantum systems. We describe, in detail, the four procedures to calculate entropy introduced in Section 1.1.2 and derive a temperature in each case. First, Section 3.2.1 describes counting eigenstates in a constant-width energy window $\Delta E$. Second, Section 3.2.2 describes counting eigenstates in an energy-dependent $\Delta E$ designed to cancel out the explicit $\Delta E$-dependence of the resultant temperature, following/extending the suggestion of Ref. [54]. Section
3.3 outlines using a smoothed cumulative density of states, $\Omega(E)$, to calculate the density of states, $g(E)$. We first choose to avoid explicitly selecting an energy width $\Delta E$. Finally, we use the energy-dependent $\Delta E$ alongside the integrated density of states formulation. In each case, numerical results are presented for various many-body quantum systems and we compare the derived temperature to the canonical temperature.

In Chapter 4, we investigate the scattering dynamics and spectrum of a quantum particle on a tight-binding lattice subject to a non-Hermitian local potential. We first present the scattering results and make comparisons to the continuum case in Section 4.1. Following this we discuss the spectrum and the appearance of exceptional points in Section 4.2. Then we investigate the system at large potential strengths, and draw a comparison between real and imaginary potentials via their bound states. We present an alternative setup that is $\mathcal{P} \mathcal{T}$ symmetric, and discuss its spectrum in Section 4.4. Finally, in Section 4.5 we begin building a many-body description of the system, by constructing an understanding of the non-interacting many-body system out of the single particle case.

Finally, in Chapter 5, we summarize the results of each chapter.
The contents of this thesis are largely based on the following publications by the author of this thesis:
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Chapters 2 and 3 are largely based on $[200,201]$ respectively - some changes to the presentation have been made. Chapter 4 is largely based on [202]. Sections 4.4 and 4.5 are new results that compliment those of the published work.

## Chapter 2

## Temperature from eigenstate information

In this chapter, we investigate temperature definitions based on the idea that information relating to thermalization is encoded in the eigenstates of chaotic quantum systems, as posited by the ETH. In particular, we will investigate the eigenstate and subsystem temperatures defined in the introduction (Section 1.1). We first provide some preliminary details in Section 2.1, starting with defining an appropriate distance measure for density matrices, as will be necessary for our distance-based temperatures. Then we discuss the chaotic many-body systems we will investigate, outlining how we spatially divide the system into subsystems when required. Following this, we then present our results for the eigenstate and subsystem temperatures in Sections 2.2 and 2.3 respectively. In Section 2.4 we outline alternative choices that could have been made in our investigations. Then, in Section 2.5 we investigate the deviation of the subsystem temperature from the canonical temperature, as a system approaches integrability. Finally, in Section 2.6 we summarize the chapter and discuss the relation of our findings to existing work. The majority of the results in this chapter are published in Ref. [200]. Some additional figures and discussions have been added.

### 2.1 Preliminaries

In this section, we first define an appropriate distance measure between density matrices. This distance measure is to be used in our temperature definitions. Following this, we outline the many-body quantum systems used in our numerical calculations; in particular, we discuss the geometry of the lattice subsystems.

### 2.1.1 Distance measures

To quantify the distance between two density matrices, we use the Schatten $p$-distance, the $p$-norm of the difference between the two normalized matrices:

$$
\begin{equation*}
d_{p}(\rho, \sigma)=\left\|\frac{\rho}{\|\rho\|_{p}}-\frac{\sigma}{\|\sigma\|_{p}}\right\|_{p}, \tag{2.1}
\end{equation*}
$$

with the Schatten $p$-norm given by

$$
\begin{equation*}
\|A\|_{p}=\operatorname{tr}\left(|A|^{p}\right)^{1 / p}=\left(\sum_{n}\left|s_{n}\right|^{p}\right)^{1 / p}, \tag{2.2}
\end{equation*}
$$

for a Hermitian matrix $A$ and $1 \leq p<\infty$. Here $s_{n}$ are the singular values of $A$, and $|A|=\sqrt{A^{\dagger} A}$. This class of distances includes commonly used measures of distance between density matrices, such as the trace distance ( $p=1$ ) $[203,204]$ and the Hilbert-Schmidt (or Frobenius) distance ( $p=2$ ) [205-219]. The range of $d_{p}$ is $[0,2]$.

The main results in this chapter are based on the Schatten $p$-distances. In Section 2.4 .1 we will examine briefly how our results are affected if the Bures distance $[203,204]$ is used instead.

### 2.1.2 Many-body systems

To confirm that the results we present here hold in general for chaotic (thermalizing) many-body Hamiltonians with local interactions, we will provide numerical results for three different 1D and one 2D, non-spin-conserving, chaotic models. These models are the staggered field model (Eq. (1.15)), the chaotic Ising model


Figure 2.1: Illustration of subsystems for a spin chain and a square lattice. For the square lattice, we show the choice of taking $L_{A}$ sites column-wise.
(Eq. (1.21)), the disordered field model (Eq. (1.16)), and the square lattice with the addition of transverse and longitudinal magnetic fields (Eq. (1.18)), all of which are detailed in Section 1.4 of the introduction. For all systems, we consider a lattice consisting of $L$ spin- $\frac{1}{2}$ objects with open boundary conditions.

For 1D systems, the subsystem $A$ is taken to be the leftmost $L_{A}$ sites of the $L$-site chain, with $B$ being the remaining $L_{B}=L-L_{A}$ sites. In the 2D square lattice, the subsystem $A$ is taken to be the first $L_{A}$ consecutive sites, starting from a corner of the lattice and following either a row or column. $B$ again consists of the remaining $L_{B}$ sites. When this 2D model is used, illustrations of the lattice geometry are provided in order to avoid confusion. In Figure 2.1 we illustrate examples of subsystems in a chain and square lattice. For simplicity, we choose systems whose underlying Hilbert space $\mathcal{H}$ has a tensor product structure $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. This is the case for spin and fermionic systems, where total spin and particle number respectively are not conserved. Then the full Hamiltonian can be written as $H=H_{A} \otimes \mathbb{1}_{D_{B}}+\mathbb{1}_{D_{A}} \otimes H_{B}+H_{A B}$, where $H_{A}$ and $H_{B}$ only act on $A$ and $B$ respectively, and $H_{A B}$ is the interaction between the two. The Hilbert space dimensions of $A, B$ and the total system are $D_{A}, D_{B}$ and $D=D_{A} D_{B}$ respectively.

### 2.2 Eigenstate temperature

In this section, we discuss the eigenstate temperature, which we have defined as the temperature that minimizes the distance between the eigenstate density
matrix $\rho$, and the canonical density matrix $\rho_{C}$,

$$
\begin{equation*}
\beta_{E}=\underset{\beta}{\operatorname{argmin}} d_{p}\left(\rho, \rho_{C}\right) . \tag{2.3}
\end{equation*}
$$

We first present analytical results that are general to all Hermitian systems. In addition, we provide numerical results that illustrate these analytical findings. Following this, we consider a variation of the eigenstate temperature. In particular, we consider a density matrix consisting of an equally weighted sum of eigenstates from a finite energy window, i.e., a microcanonical density matrix. Finally, we provide the full derivation of the analytical results presented.

### 2.2.1 Main results

In order to determine the value of $\beta_{E}$, Eq. (2.3), analytically, we express the two density matrices in the basis for which they are simultaneously diagonalized, namely the eigenstate basis, and set to zero the derivative of $d_{p}\left(\rho, \rho_{C}\right)$ with respect to $\beta$. The full derivation of the minimum can be found in subsection 2.2.3, the main result of which is that the minimum is precisely when

$$
\begin{equation*}
E_{n}=\frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)} . \tag{2.4}
\end{equation*}
$$

Thus, comparing this result with the definition of the canonical temperature, Eq.(1.1), we determine

$$
\begin{equation*}
\beta_{E}=\frac{\beta_{C}}{p} . \tag{2.5}
\end{equation*}
$$

Thus, the eigenstate and canonical temperatures coincide for $p=1$, while they differ by a factor of $p$ for $p>1$. This result is purely mathematical and holds for an arbitrary Hermitian matrix $H$, irrespective of whether $H$ has the interpretation of a many-body Hamiltonian, e.g., even for a random matrix - see results in subsection 2.2.4.

Figure 2.2 illustrates the relation $\beta_{C}=p \beta_{E}$ in (A), and the behavior of the distance $d_{p}$ in $(\mathrm{B}, \mathrm{C})$, for the staggered field $X X Z$ chain.

| $\bullet$ | $p=1$ | $\bullet$ | $p=2$ | -- | $E_{1}$ | $\cdots \cdots$ | $E_{3}$ | $\times$ | $p=1$ | + | $p=2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -- | $\beta_{C} / 1$ | -- | $\beta_{C} / 2$ | --- | $E_{2}$ |  |  | $-\cdots-\cdots$ | $2^{1 / 1}$ | $-\cdots---$ | $2^{1 / 2}$ |



Figure 2.2: Eigenstate temperature results for staggered field model, Eq. (1.15): $h_{x}=h_{z}=0.5, \Delta=0.95, L=10$. (A) $\beta_{E}$ against energy, for 20 eigenstates which are equally spaced in energy across the spectrum, with curves showing $\beta_{C} / p$. (Highest/lowest state not visible.) (B) $d_{1}\left(\rho, \rho_{C}\right)$ vs $\beta$ curve for ground state $\left(E_{1}\right)$, mid-spectrum state $\left(E_{3}\right)$, and $E_{2}$ in between the two. (C) The minimum of $d_{p}\left(\rho, \rho_{C}\right)$ plotted against eigenenergy, for the same eigenstates used in (A).

The result $\beta_{E}=\beta_{C}$ (for $p=1$ ) does not imply that eigenstate density matrices $\rho=\left|E_{n}\right\rangle\left\langle E_{n}\right|$ closely resemble canonical states $\rho_{C}=Z^{-1} e^{-\beta H}$. We are comparing a pure state to a highly mixed state, i.e., a projection operator (a rank-1 operator) $\rho$ to a full-rank operator $\rho_{C}$. So, even the smallest distance between them (at $\beta=\beta_{C}$ ) is close to the maximum. The smallest $p$-distance is generally close to $2^{1 / p}$, an analytical result derived in the following subsection 2.2 .3 . The minimum is thus very close to the maximum for most eigenstates, as shown in Figure 2.2(B,C). The highest and lowest eigenstates are exceptions to this behavior; clearly $\rho_{C} \rightarrow\left|E_{0}\right\rangle\left\langle E_{0}\right|$ for $\beta \rightarrow \infty$, and similarly, $\rho_{C} \rightarrow\left|E_{D}\right\rangle\left\langle E_{D}\right|$ for $\beta \rightarrow-\infty$.

### 2.2.2 Finite window eigenstate temperature

Instead of the eigenstate density matrix, $\rho=\left|E_{n}\right\rangle\left\langle E_{n}\right|$, we could use the microcanonical density matrix,

$$
\begin{equation*}
\rho_{M C}=\frac{1}{\mathcal{N}} \sum_{E_{j} \in\left\{E_{n} \pm \Delta E / 2\right\}}\left|E_{j}\right\rangle\left\langle E_{j}\right|, \tag{2.6}
\end{equation*}
$$

as introduced in Eq. (1.5). This formalism might be considered more physical, as we are now comparing two mixed states.

Here, we fix the energy window width and allow each window to contain a different number of eigenstates. We want to compute the value of $\beta$ such that the distance $d_{p}\left(\rho_{M C}, \rho_{C}\right)$ is minimized. We label this minimizing value the finite window eigenstate temperature $\beta_{\Delta E}$. One can follow the same analytical procedure as is detailed in subsection 2.2.3 for the eigenstate temperature, and by making the assumption that the energy $E_{M C}=\operatorname{tr}\left(H \rho_{M C}\right)=1 / \mathcal{N} \sum_{E_{j} \in \Delta E} E_{j}$ of the








Figure 2.3: Finite window eigenstate temperature results for spin chains with $L=10$, namely: (A)-(C) Chaotic Ising Model with $h_{z}=0.5, h_{x}=0.75$, Eq. (1.21), w and $\Delta E \sim 0.059$. (D)-(F) Staggered field $X X Z$ chain with $\Delta=0.95$, $J=1, h_{x}=h_{z}=0.5$ Eq. (1.15), and $\Delta E \sim 0.0757$. (A,D) $\beta_{M C}$ against energy, for 20 energy windows which are equally spaced in energy across the spectrum, with curves showing $\beta_{C} / p$. (Highest/lowest state not visible.) ( $\mathbf{B}, \mathbf{E}$ ) $d_{1}\left(\rho_{M C}, \rho_{C}\right)$ vs $\beta$ curve for energy windows: $E_{1}$ near the ground state, $E_{2}$ in the middle of spectrum, and $E_{2}$ in between the two. $(\mathbf{C}, \mathbf{F})$ The minimum of $d_{p}\left(\rho_{M C}, \rho_{C}\right)$ plotted against energy, for the same energy windows used in (A,D).
microcanonical state $\rho_{M C}$ is roughly $E_{M C} \approx E_{j} \in \Delta E$, which is valid if the energy interval is sufficiently small, we obtain the similar relation that $\beta_{C} \approx p \beta_{\Delta E}$.

This result is illustrated numerically in Figure 2.3, in which we present results for the chaotic Ising model (A-C) and the staggered field $X X Z$ chain (D-F). In (A,D), we plot $\beta_{\Delta E}$ that minimizes the Schatten $p$-distance for the given $p$, along with two canonical $\beta_{C}$ curves, versus energy. In (C,F), we plot the value of the minimum distance for the same energy slices as taken in the left figure. Finally, in ( $\mathrm{B}, \mathrm{E}$ ), we plot the $d_{1}$ distance versus $\beta$ for three particular energy slices $E_{1}, E_{2}$, and $E_{3}$. The numerical results again illustrate the derived relation of $\beta_{C}=p \beta_{\Delta E}$ for the $p$-distance $d_{p}$ when taken between a microcanonical and canonical density matrix.

### 2.2.3 Derivation of analytical results

In this subsection, we present the derivations of our analytical results presented above. To start, we wish to minimize the Schatten $p$-distance, Eq. (2.1), between the canonical and eigenstate density matrices, i.e., $d_{p}\left(\rho, \rho_{C}\right)$ with respect to $\beta$. In particular, we want to determine the value of $\beta_{E}$, Eq. (2.3), and the value of $d_{p}$ at this minimum. All Schatten $p$-norms of a matrix $\rho$ can be expressed in terms of the singular values $s_{n}$ of $\rho$

$$
\begin{equation*}
\|\rho\|_{p}=\left(\sum_{n} s_{n}^{p}\right)^{1 / p} \tag{2.7}
\end{equation*}
$$

In other words, the Schatten $p$-norm is the $l_{p}$ norm of the singular values. The singular values of a Hermitian matrix $\rho$ are the absolute values of the eigenvalues of $\rho$. The eigenstate density matrix $\rho$ and the canonical density matrix $\rho_{C}$ are jointly diagonalizable with respect to the eigenstate basis of $H$. The eigenvalues of the former are 1 and 0 , while the eigenvalues of the latter are given by $e^{-\beta E_{j}}$, where $E_{j}$ are the eigenvalues of the Hamiltonian $H$. The Schatten norms are invariant under a basis transformation by definition, so the normed Schatten
$p$-distance can be written as

$$
\begin{equation*}
d_{p}^{p}\left(\rho, e^{-\beta H}\right)=\left|\frac{1}{\|\rho\|_{p}}-\frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}\right|^{p}+\sum_{E_{j} \neq E_{n}} \frac{e^{-p \beta E_{j}}}{\left\|e^{-\beta H}\right\|_{p}^{p}} \tag{2.8}
\end{equation*}
$$

Here, we have normed the distance for convenience in the calculation. Now there are two results we wish to obtain, the value of $\beta$ for which Eq. (2.8) is minimized, and the value of that minimum. In the following, we first obtain the surprising result of $\beta_{E}=\beta_{C} / p$, and then we determine how the value of the minimum scales.

## Minimization

To find the minimum of Eq. (2.8), we differentiate the p-normed Schatten $p$ distance of $\rho$ and $\exp (-\beta H)$ and obtain

$$
\begin{align*}
\frac{\partial}{\partial \beta} d_{p}^{p}\left(\rho, e^{-\beta H}\right)= & -p\left(\frac{1}{\|\rho\|_{p}}-\frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}\right)^{p-1} \\
& \times \frac{\partial}{\partial \beta} \frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}+\sum_{E_{j} \neq E_{n}} \frac{\partial}{\partial \beta} \frac{e^{-p \beta E_{j}}}{\left\|e^{-\beta H}\right\|_{p}^{p}} \tag{2.9}
\end{align*}
$$

Here, we have assumed $\left\|e^{-\beta H}\right\|_{p} \geq\|\rho\|_{p} e^{-\beta E_{j}}$ to ensure the sign of the first term is correct, which is true for a single eigenstate. Noting that

$$
\begin{equation*}
\left\|e^{-\beta H}\right\|_{p}=\left(\sum_{n}\left|s_{n}\right|^{p}\right)^{1 / p}=\left(\sum_{n} e^{-p \beta E_{n}}\right)^{1 / p}=\left(\operatorname{tr}\left(e^{-p \beta H}\right)\right)^{1 / p} \tag{2.10}
\end{equation*}
$$

we can derive

$$
\begin{align*}
\frac{\partial}{\partial \beta} \frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}} & =\frac{\partial_{\beta}\left(e^{-\beta E_{n}}\right)}{\left\|e^{-\beta H}\right\|_{p}}+e^{-\beta E_{n}} \frac{\partial}{\partial_{\beta}}\left(\frac{1}{\left\|e^{-\beta H}\right\|_{p}}\right) \\
& =-E_{n} \frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}-\frac{e^{-\beta E_{n}}}{p}\left(\operatorname{tr}\left(e^{-p \beta H}\right)\right)^{-1-\frac{1}{p}} \cdot \operatorname{tr}\left(-p H e^{-p \beta H}\right) \\
& =-E_{n} \frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}+\frac{e^{-\beta E_{n}}}{\left(\operatorname{tr}\left(e^{-p \beta H}\right)\right)^{1 / p}} \cdot \frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)} \\
& =\frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}\left(-E_{n}+\frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)}\right) \tag{2.11}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\frac{\partial}{\partial \beta} \frac{e^{-p \beta E_{j}}}{\left\|e^{-\beta H}\right\|_{p}^{p}}=\frac{p e^{-p \beta E_{j}}}{\left\|e^{-\beta H}\right\|_{p}^{p}}\left(-E_{j}+\frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)}\right) \tag{2.12}
\end{equation*}
$$

Now, Eq. (2.8) is minimal if and only if Eq. (2.9) is 0, which holds true if, and only if

$$
\begin{align*}
0 & =-p\left(\frac{1}{\|\rho\|_{p}}-\frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}\right)^{p-1} \frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}} \cdot\left[-E_{n}+\frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)}\right] \\
& -p \frac{e^{-p \beta E_{n}}}{\operatorname{tr}\left(e^{-p \beta H}\right)}\left[-E_{n}+\frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)}\right] \\
& -p \frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)}+p \frac{\operatorname{tr}\left(e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)} \frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)} . \tag{2.13}
\end{align*}
$$

The last two terms cancel, and we group the remaining terms together and divide by $p$ to obtain

$$
\begin{align*}
0 & =\left[E_{n}-\frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)}\right] \\
& \times\left(\left(\frac{1}{\|\rho\|_{p}}-\frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}\right)^{p-1} \frac{e^{-\beta E_{n}}}{\left\|e^{-\beta H}\right\|_{p}}+\frac{e^{-p \beta E_{n}}}{\operatorname{tr}\left(e^{-p \beta H}\right)}\right) . \tag{2.14}
\end{align*}
$$

This is zero if and only if

$$
\begin{equation*}
E_{n}=\frac{\operatorname{tr}\left(H e^{-p \beta H}\right)}{\operatorname{tr}\left(e^{-p \beta H}\right)} \tag{2.15}
\end{equation*}
$$

By the one-to-one correspondence of energies and canonical inverse temperatures there exists exactly one $\beta$ for a given $E_{n}$ which obeys Eq. (2.15). This $\beta$ minimizes Eq. (2.8) and we call it $\beta_{E}$. It is related to the canonical inverse temperature $\beta_{C}$, which is defined as the unique solution to Eq. (1.1), via $\beta_{C}=p \times \beta_{E}$.

## Value of the minimum

To allow for the case of using a microcanonical density matrix in place of the eigenstate density matrix (subsection 2.2.2), we consider the distance Eq. (2.8) with $\rho$ now of the form of Eq. (2.6) ( $\mathcal{N}=1$ gives eigenstate temperature), i.e.,
the finite window eigenstate temperature. We assume that $\left\|e^{-\beta H}\right\|_{p} \geq\|\rho\|_{p} e^{-\beta E_{j}}$, which again is true for $\mathcal{N} \ll D$, and we separate the final sum into the difference of two sums.

$$
\begin{align*}
d_{p}^{p}\left(\rho, e^{-\beta H}\right)= & \sum_{E_{j} \in \Delta E}\left(\frac{1}{\mathcal{N}^{1 / p}}-\frac{e^{-\beta E_{j}}}{\left\|e^{-\beta H}\right\|_{p}}\right)^{p} \\
& +\sum_{E_{j}} \frac{e^{-p \beta E_{j}}}{\left\|e^{-\beta H}\right\|_{p}^{p}}-\sum_{E_{j} \in \Delta E} \frac{e^{-p \beta E_{j}}}{\left\|e^{-\beta H}\right\|_{p}^{p}} . \tag{2.16}
\end{align*}
$$

Now, we assume $\rho$ to be constructed from states in the middle of the spectrum, hence we take $\beta$ close to zero. Provided the bandwidth of the energy is not too large, i.e., $\left|E_{\min }\right|,\left|E_{\max }\right| \ll \beta^{-1}$, we can approximate $e^{-\beta E_{j}} \approx 1$ for all $E_{j}$, and $\left\|e_{p}^{-\beta H}\right\| \approx D^{1 / p}$, leading to

$$
\begin{align*}
d_{p}^{p}\left(\rho, e^{-\beta H}\right) & =\frac{1}{\mathcal{N}} \sum_{E_{j} \in \Delta E}\left(1-(\mathcal{N} / D)^{1 / p}\right)^{p}+1-\sum_{E_{j} \in \Delta E} \frac{1}{D} \\
& =\left(1-(\mathcal{N} / D)^{1 / p}\right)^{p}+1-\frac{\mathcal{N}}{D} \tag{2.17}
\end{align*}
$$

If $p=1$, and we assume $\mathcal{N} \ll D$, it is clear from Eq. (2.17) that $d_{1} \approx 2$. For $p \geq 2$ we use the binomial expansion on Eq. (2.17), and let $D_{E}=\mathcal{N} / D$,

$$
\begin{equation*}
\left(1-D_{E}^{1 / p}\right)^{p}=\sum_{n=0}^{\infty}\binom{p}{n}(-1)^{n} D_{E}^{n / p} \tag{2.18}
\end{equation*}
$$

resulting in

$$
\begin{equation*}
d_{p}^{p}\left(\rho, e^{-\beta H}\right)=2-p D_{E}^{1 / p}+O\left(D_{E}^{\ell}\right) . \tag{2.19}
\end{equation*}
$$

Here, $\ell=\min (1,2 / p)$. Then finally to obtain $d_{p}$, we raise both sides to $1 / p$, and use the binomial expansion again,

$$
\begin{equation*}
d_{p}\left(\rho, e^{-\beta H}\right)=2^{1 / p}-2^{1 / p-1} D_{E}^{1 / p}+O\left(D_{E}^{\ell}\right) \tag{2.20}
\end{equation*}
$$

Thus the leading perturbation is $D_{E}^{1 / p}=(\mathcal{N} / D)^{1 / p}$. So when $\mathcal{N} \ll D, d_{p}$ is close to $2^{1 / p}$ for bulk eigenstates.

| $\bullet$ | $p=1$ | $\bullet$ | $p=2$ | -- | $E_{1}$ | $\cdots \cdots \cdots$ | $E_{3}$ | $\times$ | $p=1$ | + | $p=2$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -- | $\beta_{C} / 1$ | --- | $\beta_{C} / 2$ | --- | $E_{2}$ |  |  | ----- | $2^{1 / 1}$ | ------ | $2^{1 / 2}$ |



Figure 2.4: Eigenstate temperature results for random symmetric matrix with $D=2^{10}$. Left: $\beta_{E}$ against energy, for 20 eigenstates which are equally spaced in energy across the spectrum, with curves showing $\beta_{C} / p$. (Highest/lowest state not visible.) Mid: $d_{1}\left(\rho, \rho_{C}\right)$ vs $\beta$ curve for ground state $\left(E_{1}\right)$, mid-spectrum state $\left(E_{3}\right)$, and $E_{2}$ in between the two. Right: The minimum of $d_{p}\left(\rho, \rho_{C}\right)$ plotted against eigenenergy, for the same eigenstates used in (A).

### 2.2.4 Random matrix results

We have demonstrated analytically that $\beta_{E}=\beta_{C} / p$ is a general mathematical result that will hold for any Hermitian matrix $H$. We now illustrate this result by computing the eigenstate temperature $\beta_{E}$ for a random matrix. In Figure 2.4 , we present the results for a symmetric $D \times D$ matrix with elements drawn randomly from a normal distribution with mean 0 and variance 1 . The figure clearly illustrates almost identical results to the physical models presented in subsection 2.2.1.

### 2.3 Subsystem temperature

In this section, we discuss the subsystem temperature, which we have defined as the temperature that minimizes the distance between the reduced eigenstate density matrix $\rho^{A}=\operatorname{tr}_{B}(\rho)$ and the reduced canonical density matrix $\rho_{C}^{A}=\operatorname{tr}_{B}\left(\rho_{C}\right)$,

$$
\begin{equation*}
\beta_{S}=\underset{\beta}{\operatorname{argmin}} d_{p}\left(\rho^{A}, \rho_{C}^{A}\right) . \tag{2.21}
\end{equation*}
$$

The partial trace prevents a calculation similar to that used to derive $\beta_{E}=\beta_{C} / p$; we thus do not have analytical predictions for the relationship between $\beta_{S}$ and $\beta_{C}$. On physical grounds, one expects $\beta_{S}$ to match $\beta_{C}$ for $L_{A} \ll L$ and large $L$, via the eigenstate thermalization hypothesis. We present our numerical findings for $\beta_{S}$ in various quantum systems, exploring this expected correspondence.

### 2.3.1 Main results

The values of $\beta_{S}$ are found in general to be scattered around $\beta_{C}$, as shown in Figure 2.5(A) for the chaotic Ising model. The width of this scatter generally decreases with system size (both $L_{A}$ and $L$ ), as quantified further below. In stark contrast to $\beta_{E}$, there is no obvious dependence on the distance measure used the qualitative behavior is the same for all $p$ except $p=\infty$, see subsection 2.3.2 for scaling data using $p=2$ and 3 and an example of the result of using $p=\infty$. We therefore present numerical results for the trace distance, $p=1$.

The qualitative results of Figure 2.5 are not specific to 1D chains. This is clear from the strikingly similar results we obtain for the 2D square lattice model as shown in Figure 2.6. In Figure 2.6, we illustrate the geometry of the square lattice for each given system/subsystem parameters, alongside the respective $\beta_{S}$ and $\min \left(d_{1}\right)$ versus $E$ plots. In the geometry illustrations, the red and black points represent the subsystems $A$ and $B$ respectively. We observe similar results to that of a chaotic 1D spin chain such as those in Figure 2.5.

When increasing $L_{A}$ with fixed total system size $L$, the variance of $\beta_{S}$ and the distance between $\beta_{S}$ and $\beta_{C}$ decrease, up to $L_{A}=L / 2$. These effects are visible in Figure 2.5 (A) and Figure 2.6 (A), and are also illustrated quantitatively in Appendix A.1. For $L_{A}>L / 2$, the distribution of $\beta_{S}$ values changes shape and shows additional features, perhaps resulting from $\rho^{A}$ no longer having full rank. See Appendix A. 1 for examples of results from systems with $L_{A}>L / 2$.

Although $\left|\beta_{S}-\beta_{C}\right|$ and the variance of $\beta_{S}$ improve with increasing $L_{A}$, the minimum distance between $\rho^{A}$ and $\rho_{C}^{A}$ does not, as is visible from Figures 2.5(B) and 2.6(B). The average $\min \left(d_{1}\right)$ increases markedly with $L_{A}$. The reduced


Figure 2.5: Subsystem temperature results for the chaotic Ising model, Eq. (1.21), with $h_{z}=0.5$ and $h_{x}=0.75$. (A) $\beta$ that minimizes $d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\left(\beta_{S}\right)$ versus energy, plotted along side the canonical $\beta_{C}$ curve, for the given $L$ and $L_{A}$. (B)-(D) $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ plotted versus energy, each row illustrating a different scaling of system/subsystem size.
density matrix has decreasing resemblance to the reduced canonical density matrix, presumably because of the decreasing size of the complement $B$, which


Figure 2.6: Subsystem temperature results for the non-number conserving square lattice model, Eq. (1.18), with $S^{x}$ and $S^{z}$ fields in alternate sub-lattices, with $h_{x}=h_{z}=0.1$. The geometry of each system is illustrated above each plot, in which red and black sites correspond to the subsystems $A$ and $B$, respectively. - (A): $\beta$ that minimizes $d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\left(\beta_{S}\right)$ versus energy, plotted alongside the canonical $\beta_{C}$ curve, for the given $L$ and $L_{A}$. ( $\left.\mathbf{B}-\mathbf{C}\right): \min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ plotted versus energy, each row illustrates a different scaling of system/subsystem size.
plays the role of a bath.
Increasing $L$ while keeping the fraction $L_{A} / L$ fixed, we again find the variance of $\beta_{S}$ to decrease. In this limit, $\min \left(d_{1}\right)$ on average decreases when the fraction $L_{A} / L$ is $<1 / 2$ (see Figure 2.5(C)), and is remarkably stable as a function of $L$ when the fraction is $L_{A} / L=\frac{1}{2}$, see Appendix A.1.

We now consider fixed $L_{A}$ and increasing $L$ (or increasing $L_{B}=L-L_{A}$ ). The reduced density matrices become increasingly similar in this limit, as shown in Figures 2.5(D) and 2.6(C). In Figure 2.7 we show scaling behaviors in this limit computed using the central $20 \%$ of the spectrum. Figure 2.7 (A)-(C) shows results for the disordered-field $X X Z$ chain, while Figure 2.7 (D)-(F) shows those for the chaotic Ising model, both with $L_{A}=2$.

The minimum distance between density matrices $\rho_{C}^{A}$ and $\rho^{A}$ decreases appar-


Figure 2.7: Subsystem temperature scaling for: (A)-(C) Disordered field model, Eq. (1.16), with $W=0.25$ and $L_{A}=2$, over many disorder realizations. (D)-(F) Chaotic Ising model, Eq.(1.21), with $h_{x}=0.75, h_{z}=0.5$, and $L_{A}=2$. For both models, statistics are taken from the central $20 \%$ of the spectrum. (A),(D) Mean of $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ and its standard deviation, vs. $D_{B}$ for $p=1$. (B),(E) Width of $\beta_{S}$ vs. $D_{B}$ for $p=1,2$. (C),(F) RMS-distance from the linear fit of $\beta_{S}$, to $\beta_{C}$ curve versus $D_{B}$, for $p=1,2$.
ently exponentially with system size, consistent with a maximum exponent of $1 / 2$, i.e., an upper bound of $\sim D_{B}^{-1 / 2}$ (equivalently $\sim D^{-1 / 2}$ ), see Figure 2.7(A)/(D). While this scaling is difficult to prove for a general Hamiltonian, one can argue for this dependence based on assuming the eigenstates to be effectively random Gaussian states near the center of the spectrum. This is known to be a good but not perfect approximation for chaotic many-body systems with local interactions [37,44,220-224], and has been used to analyze ETH [2,10,19,24,28,34,37,39,46,225]. With this assumption, the reduced density matrix is a Wishart matrix, while the infinite-temperature canonical density matrix is an identity matrix. Thus, the question is how fast does a $p$-normalized Wishart matrix concentrate around an identity matrix? One can show that this dependence is at most $D_{B}^{-1 / 2}[200]$.

The width of $\min \left(d_{1}\right)$ clouds appears to decrease at least as fast as $\sim D_{B}^{-1 / 2}$ as well, as shown in Figure 2.7(A)/(D). This is reasonable as $d_{1}$ is bounded from below and the average $\min \left(d_{1}\right)$ decreases as $\sim D_{B}^{-1 / 2}$.

The width of the $\beta_{S}$ values which minimize $d_{1}$ also appears to have $\sim D_{B}^{-1 / 2}$ scaling (at most), see Figure 2.7(B)/(E). We have been unable to formulate an analytic argument for this scaling. As the width of the $\beta_{S}$ cloud decreases, these values concentrate on a line in the $L \rightarrow \infty$ limit. Figure $2.7(\mathrm{C}) /(\mathrm{F})$ shows, by plotting the average distance of the $\beta_{S}$ cloud to the $\beta_{C}$ line, that the asymptotic shape of the $\beta_{S}$ cloud coincides with the $\beta_{C}$ line. From the available data, it is unclear whether this approach is power-law or exponential in $L$. Again, no analytical prediction is currently available for this dependence. These results would imply that the overwhelming majority of eigenstates appear to have a temperature that coincides with the canonical temperature in the large system size limit. However, this behavior does not rule out the existence of outliers, i.e., eigenstates that have a temperature far from the canonical temperature (See Section 2.6 for a discussion). In Ref. [35], an upper-bound scaling of $L^{-1}$ is derived for a closely related quantity, namely, $d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)$ evaluated at $\beta_{C}$, instead of at its minimum $\beta_{S}$. Figure $2.7(\mathrm{C}) /(\mathrm{F})$ shows that the actual scaling of $\min \left(d_{1}\right)$ is much faster. In Appendix A. 2 we calculate the average value of $d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)$ at $\beta_{C}$ as a
function of $L$.

### 2.3.2 Using various $p$-distances

Here, we consider the subsystem temperature for various $p$-distances. We stated that the qualitative behavior of $\beta_{S}$ is the same for all $p$ except $p=\infty$. To illustrate this behavior, we present the scaling behaviors in the limit of increasing $L$, with $L_{A}$ a fixed small value for three different $p$ values. In Figure 2.8, we show results for the $p=1,2$, and 3 distances for the staggered field model. While the exact values of the quantities presented may differ, we observe similar scalings with increasing $L$ for all three distances.

The only exception that we found was the $p=\infty$ distance (using the operator norm), which resulted in a gap in $\beta_{S}$ around $\beta=0$, i.e., $\beta_{S}$ was never close to $\beta_{C}$ where $\beta_{C}$ was near zero. We illustrate this result in Figure 2.9, wherein we plot $\beta_{S}$ for the $p=1$ distance on the left and $p=\infty$ distance on the right.



$$
\begin{aligned}
& p=1 \quad p=3 \cdots \propto D^{-1 / 2} \\
& p=2
\end{aligned}
$$




Figure 2.8: Subsystem temperature results using $p=1,2$ and 3 distances, for the staggered field model, Eq. (1.15), with $h_{x}=h_{z}=0.5$ and $L_{A}=2$. Statistics taken from the central $20 \%$ of the spectrum. (A) Mean of $\min \left(d_{p}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ vs. $D_{B}$. (B) Standard deviation of $\min \left(d_{p}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$, labeled $\sigma\left(d_{p}\right)$, plotted versus $D_{B}$. (C) Width of $\beta_{S}$ vs. $D_{B}$. (D) RMS-distance from the linear fit of $\beta_{S}$, to $\beta_{C}$ curve vs. $D_{B}$.


Figure 2.9: Subsystem temperature results: $\beta$ that minimizes $d_{p}\left(\rho^{A}, \rho_{C}^{A}\right)$ versus energy plotted along side the canonical $\beta_{C}$ curve. Data shown for $p=1$ (left) and $p=\infty$ (right) distances, for the staggered field model, Eq. (1.15), with $L=12$, $L_{A}=2$, and $h_{x}=h_{z}=0.5$.

### 2.3.3 Zero coupling limit

Here, we discuss the subsystem temperature in the limit of subsystem coupling $H_{A B} \rightarrow 0$. We find that for $H_{A B}=0$, the subsystem temperature reduces to the eigenstate temperature for the subsystem $A$.

A weak or even zero system-bath coupling is often considered the natural setting for discussing quantum thermalization $[61,69]$. In the present context, we did not consider it natural to modify $H_{A B}$, as we do not a priori have a system-bath separation, and the partition into $A$ and $B$ is arbitrary. However, it would be interesting to explore the effect of varying $H_{A B}$. For the exact limit of $H_{A B}=0$, the reduced canonical density matrix $\rho_{C}^{A}=\operatorname{tr}_{B}\left(\rho_{C}\right)$ is simply $e^{-\beta H_{A}}$. The eigenstates of the full system also decompose into tensor products of the eigenstates of the two subsystems

$$
\begin{equation*}
\left|E_{n}\right\rangle=\left|E_{j}^{A}\right\rangle \otimes\left|E_{k}^{B}\right\rangle, \tag{2.22}
\end{equation*}
$$

with eigenvalues $E_{n}=E_{j}^{A}+E_{k}^{B}$. Here, $\left|E^{A}\right\rangle\left(\left|E^{B}\right\rangle\right)$ are eigenstates of $H_{A}\left(H_{B}\right)$ with corresponding eigenvalue $E^{A}\left(E^{B}\right)$. Following this, we can write the reduced
eigenstate density matrix as

$$
\begin{align*}
\rho_{n}^{A} & =\operatorname{tr}_{B}\left(\left|E_{n}\right\rangle\left\langle E_{n}\right|\right)=\operatorname{tr}_{B}\left(\left|E_{j}^{A}\right\rangle \otimes\left|E_{k}^{B}\right\rangle\left\langle E_{j}^{A}\right| \otimes\left\langle E_{k}^{B}\right|\right) \\
& =\operatorname{tr}_{B}\left(\left|E_{j}^{A}\right\rangle\left\langle E_{j}^{A}\right| \otimes\left|E_{k}^{B}\right\rangle\left\langle E_{k}^{B}\right|\right)=\left|E_{j}^{A}\right\rangle\left\langle E_{j}^{A}\right| \operatorname{tr}\left(\left|E_{k}^{B}\right\rangle\left\langle E_{k}^{B}\right|\right) \\
& =\left|E_{j}^{A}\right\rangle\left\langle E_{j}^{A}\right| . \tag{2.23}
\end{align*}
$$

This allows us to write the distance $d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)$ for $H_{A B}=0$ as

$$
\begin{align*}
d_{1}\left(\rho_{n}^{A}, \rho_{C}^{A}\right) & =\left|\rho_{n}^{A}-\rho_{C}^{A}\right|_{1}=\left\|\operatorname{tr}_{B}\left(\left|E_{n}\right\rangle\left\langle E_{n}\right|\right)-\operatorname{tr}_{B}\left(e^{-\beta H}\right)\right\|_{1} \\
& =\|\left|E_{j}^{A}\right\rangle\left\langle E_{j}^{A}\right|-e^{-\beta H_{A}} \|_{1} . \tag{2.24}
\end{align*}
$$

Thus, the subsystem temperature $\beta_{S}$ for $H_{A B}=0$, is actually the eigenstate temperature $\beta_{E}$, of the contributing eigenstate in $H_{A}$. We now know, via the result obtained in Section 2.2, that this temperature will in fact be $\beta_{C}$ of the eigenstate of the subsystem $H_{A}$ (for $p=1$ ), as opposed to $\beta_{C}$ of the total system.

We have determined the result for the exact limit of $H_{A B}=0$, however one can still ask how the correspondence between $\beta_{S}$ and $\beta_{C}$ changes systematically in the $H_{A B} \rightarrow 0$ limit. In particular it would be interesting to determine how $\beta_{S}$ transitions from $\beta_{C}^{A}$ (for $H_{A}$ ) to $\beta_{C}$ (for $H$ ) as a function of $H_{A B}$. Is the transition a smooth function of the interaction, or does it exhibit non-monotonic behavior?

### 2.4 Alternate formulations

In this section, we explore possible alternate formulations of our eigenstate-based temperatures. First, we discuss using the Bures distance instead of the Schatten $p$-distance. We derive an analytical result for the eigenstate temperature utilizing the Bures distance, analogous to that shown in Section 2.2. Following this, we discuss the use of $\exp \left(-\beta H_{A}\right)$ in place of $\operatorname{tr}\left(\rho_{C}\right)$ in the subsystem temperature. We provide numerical results for this alternate formulation of $\beta_{S}$.


Figure 2.10: Finite window eigenstate temperature $\beta_{\Delta E}$ calculated using Bures distance $d_{B}\left(\rho_{M C}, \rho_{C}\right)$, for two models: (A) Random, real and symmetric matrix, (B) Chaotic Ising model, Eq. (1.21), with $h_{x}=0.5, h_{z}=0.75$. In both cases, $L=9\left(D=2^{9}\right)$ and 20 energy windows are uniformly chosen from the spectrum of the given Hamiltonian.

### 2.4.1 Bures Distance

Instead of the Schatten $p$-distances, one could justifiably use the Bures distance, related to the fidelity [203,204]. We have found that the subsystem temperature $\beta_{S}$, when calculated using the Bures distance, has the same overall features observed using the Schatten distances.

Additionally, the eigenstate temperature defined with the Bures distance is the same as $\beta_{C}$, i.e., the same as $\beta_{E}$ for $p=1$. We derive this analytically below and also illustrate the result numerically in Figure 2.10.

The fidelity between two density matrices $\rho$ and $\sigma$ is given as

$$
\begin{equation*}
F(\rho, \sigma)=\left(\operatorname{tr} \sqrt{\rho^{1 / 2} \sigma \rho^{1 / 2}}\right)^{2} \tag{2.25}
\end{equation*}
$$

or sometimes as the square root fidelity (quantity fidelity)

$$
\begin{equation*}
F^{\prime}(\rho, \sigma)=\sqrt{F(\rho, \sigma)}=\operatorname{tr} \sqrt{\rho^{1 / 2} \sigma \rho^{1 / 2}} \tag{2.26}
\end{equation*}
$$

It is a measure of how similar $\rho$ and $\sigma$ are, but it is not a metric on density operators. It is symmetric in the inputs, and is bounded between 0 and 1 [204].

Before delving into maximizing $F$, we note that the square root of a microcanonical density matrix $\rho$, as defined in Eq. (2.6), is $\sqrt{\mathcal{N}} \rho$, as :

$$
\begin{align*}
(\sqrt{\mathcal{N}} \rho)^{2} & =\frac{\mathcal{N}}{\mathcal{N}^{2}} \sum_{E_{j}, E_{j^{\prime}} \in \Delta E}\left|E_{j}\right\rangle\left\langle E_{j} \mid E_{j^{\prime}}\right\rangle\left\langle E_{j^{\prime}}\right|  \tag{2.27}\\
& =\frac{1}{\mathcal{N}} \sum_{E_{j} \in \Delta E}\left|E_{j}\right\rangle\left\langle E_{j}\right|=\rho \tag{2.28}
\end{align*}
$$

Now, we want to maximize the fidelity between a microcanonical state $\rho=\rho_{M C}$ and a canonical state $\rho_{C}=\exp (-\beta H) / \operatorname{tr}(\exp (-\beta H))$.

$$
\begin{align*}
F\left(\rho, \rho_{C}\right) & =\operatorname{tr}\left(\sqrt{\rho^{1 / 2} \rho_{C} \rho^{1 / 2}}\right)^{2}=\left(\operatorname{tr} \sqrt{\rho \rho_{C}}\right)^{2} \\
& =\left(\operatorname{tr}\left(\sqrt{\mathcal{N}} \rho e^{-\beta H / 2}\right)\right)^{2} / \operatorname{tr}\left(e^{-\beta H}\right) \\
& =\frac{1}{\mathcal{N} \operatorname{tr}\left(e^{-\beta H}\right)}\left(\operatorname{tr}\left(\sum_{E_{j} \in \Delta E} e^{-\beta E_{j} / 2}\left|E_{j}\right\rangle\left\langle E_{j}\right|\right)\right)^{2} \\
& =\frac{1}{\mathcal{N} \operatorname{tr}\left(e^{-\beta H}\right)}\left(\sum_{E_{j}, E_{j^{\prime}} \in \Delta E} e^{-\frac{\beta}{2}\left(E_{j}+E_{j^{\prime}}\right)}\right) \tag{2.29}
\end{align*}
$$

Now to find the value of $\beta$ which maximizes $F\left(\rho, \rho_{C}\right)$, we simply differentiate Eq. (2.29) to obtain

$$
\begin{align*}
\frac{\partial F}{\partial \beta}= & \frac{\operatorname{tr}\left(H e^{-\beta H}\right)}{\mathcal{N} \operatorname{tr}\left(e^{-\beta H}\right)^{2}} \sum_{E_{j}, E_{j^{\prime}} \in \Delta E} e^{-\frac{\beta}{2}\left(E_{j}+E_{j^{\prime}}\right)} \\
& +\frac{1}{\mathcal{N} \operatorname{tr}\left(e^{-\beta H}\right)} \sum_{E_{j}, E_{j^{\prime}} \in \Delta E}-\frac{\left(E_{j}+E_{j^{\prime}}\right)}{2} e^{-\frac{\beta}{2}\left(E_{j}+E_{j^{\prime}}\right)} \\
= & \frac{1}{\mathcal{N} \operatorname{tr}\left(e^{-\beta H}\right)^{2}} \sum_{E_{j}, E_{j^{\prime}} \in \Delta E} e^{-\frac{\beta}{2}\left(E_{j}+E_{j^{\prime}}\right)} \times \\
& \times\left(\operatorname{tr}\left(H e^{-\beta H}\right)-\frac{E_{j}+E_{j^{\prime}}}{2} \operatorname{tr}\left(e^{-\beta H}\right)\right) \tag{2.30}
\end{align*}
$$

We then make the approximation of $E_{j} \approx E_{j^{\prime}} \approx E$ for $E_{j}, E_{j^{\prime}} \in \Delta E$, which is
accurate for small $\Delta E$, and is exact when $\Delta E$ contains a single eigenstate.

$$
\begin{equation*}
\frac{\partial F}{\partial \beta}=\frac{e^{-\beta E}}{\operatorname{tr}\left(e^{-\beta H}\right)}\left(\frac{\operatorname{tr}\left(H e^{-\beta H}\right)}{\operatorname{tr}\left(e^{-\beta H}\right)}-E\right) \tag{2.31}
\end{equation*}
$$

Then setting this equal to zero, we find the only roots of the equation are when

$$
\begin{equation*}
E=\frac{\operatorname{tr}\left(H e^{-\beta H}\right)}{\operatorname{tr}\left(e^{-\beta H}\right)} \tag{2.32}
\end{equation*}
$$

This is the precisely the canonical energy-temperature relation, Eq. (1.1), meaning that the temperature which maximizes the fidelity between a microcanonical state $\rho$ with energy $E$, and a canonical state, is in fact the canonical temperature $\beta_{C}$.

The Bures distance is defined as

$$
\begin{equation*}
d_{B}(\rho, \sigma)^{2}=2(1-\sqrt{F(\rho, \sigma)}) \tag{2.33}
\end{equation*}
$$

with $F(\rho, \sigma)$ defined as Eq. (2.25). The Bures distance is minimized when the fidelity is maximized (i.e., when $F=1$ ). Thus the Bures distance is minimized when $\beta=\beta_{C}$ also.

We numerically demonstrate this result in Figure 2.10. We present results for both the chaotic Ising model used previously, and also for a random real symmetric matrix whose elements are chosen from a normal distribution with mean 0 and variance 1, both clearly illustrating the model independent result $\beta_{\Delta E}=\beta_{C}$ for the Bures distance $d_{B}\left(\rho_{M C}, \rho_{C}\right)$.

### 2.4.2 Local Hamiltonian density matrix

In the case of the subsystem temperature $\beta_{S}$, we compared the reduced eigenstate density matrix $\rho^{A}$ to the reduced canonical density matrix $\rho_{C}^{A}=\operatorname{tr}_{B} \exp (-\beta H)$. An obvious alternative is to compare with $\exp \left(-\beta H_{A}\right)$, which we will refer to as the local Hamiltonian density matrix. If the interaction $H_{A B}$ is nonzero, the two are not equivalent, as discussed widely in the literature [35, 61, 226-236], e.g., in the context of extracting an effective "Hamiltonian of mean force" for


Figure 2.11: Subsystem temperature results with $\rho^{A}=\exp \left(-\beta H_{A}\right)$, for the staggered field model, Eq. (1.15), with $h_{x}=h_{z}=0.5, J=1$ and $\Delta=0.95$. (A) $\beta$ minimizing $d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\left(\beta_{S}\right)$ versus energy, plotted along side the canonical $\beta_{C}$ curve, for the given system/subsystem size. (B)-(D) $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ plotted versus energy, each row illustrating a different scaling of system/subsystem size.
the subsystem [226, 227, 233-237]. The Hamiltonian of mean force is an effective Hamiltonian $\tilde{H}_{A}$ that allows one to write the reduced canonical density matrix in the standard Gibbs form $e^{-\beta \tilde{H}_{A}}$.

Numerically, we have found that using $\exp \left(-\beta H_{A}\right)$ to define $\beta_{S}$ leads to very similar results to those obtained using $\rho_{C}^{A}$, except for eigenstates towards the spectral edges. In Figure 2.11 we illustrate the behavior of $\beta_{S}$ and $\min \left(d_{p}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ with $\rho_{C}^{A}=\exp \left(-\beta H_{A}\right)$. We see the general behavior is the same as in Figures 2.5 and 2.6. In Figure 2.12 we also illustrate similar scalings as seen in Figure 2.7.

We can explain the behavior of eigenstates near infinite temperatures ( $\beta$ close to zero). By expanding $\operatorname{tr}_{B}\left(e^{-\beta H}\right)$ in $\beta$, we obtain sums of the partial trace of powers of the Hamiltonian $H$. To zeroth order in $\beta$, the only contributing term is $\operatorname{tr}_{B}(H) \propto H_{A}$, as our Hamiltonians are assumed to be traceless. This result also implies that the Hamiltonian of mean force to zeroth order is the local Hamiltonian $H_{A}$ [238]. Thus for bulk eigenstates (those near $\beta=0$ ), we expect the results using $\operatorname{tr}_{B} \exp (-\beta H)$ and $e^{-\beta H_{A}}$ to be similar, even for $H_{A B} \neq 0$.


Figure 2.12: Subsystem temperature results with $\rho^{A}=\exp \left(-\beta H_{A}\right)$, for the staggered field model, Eq. (1.15), with $J=1, \Delta=0.95, h_{x}=h_{z}=0.5$ and $L_{A}=2$. Statistics from the central $20 \%$ of the spectrum. (A) Mean of $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ and its standard deviation, vs. $D_{B}$ for $p=1$. (B) Width of $\beta_{S}$ vs. $D_{B}$ for $p=1,2$. (C) RMS-distance from the linear fit of $\beta_{S}$, to $\beta_{C}$ curve versus $D_{B}$, for $p=1,2$.

### 2.5 Deviation in non-thermalizing systems

Up to this point, we have been solely concerned with chaotic systems expected to thermalize and thus satisfy the ETH (i.e., ergodic systems). The subsystem temperature $\beta_{S}$, Eq. (2.21), is based on ETH predictions for density matrices restricted to a local subsystem. In this section, we ask what happens to the subsystem temperature in a system that is expected to violate the ETH, i.e., one which does not thermalize (non-ergodic). In addition, we present results for a random matrix in place of a physical Hamiltonian.

### 2.5.1 Results in the integrable limit

To investigate this effect of integrability on $\beta_{S}$, we shall consider the staggered field model with varying field strength $h=h_{z}=h_{x}$. For finite, non-zero $h$, the system should generally be thermalizing. Of course, when $h=0$, the system is simply the $X X Z$ chain and is known to be exactly solvable via the Bethe ansatz. Thus, if we tune $h$ towards zero from some finite non-zero value, the system should approach a non-thermalizing regime. In the top panel of Figure 2.13, we plot the RMS-distance between $\beta_{C}$ and $\beta_{S}$ for such a system as a function of magnetic field strength $h$. As one could expect, when $h \rightarrow 0$, the deviation between the temperatures increases due to the system no longer thermalizing.

To illustrate the systems approach to a non-thermalizing regime, we have plotted the mean consecutive level spacing ratio $\langle r\rangle$ versus the field strength $h$ in the bottom panel of Figure 2.13. The mean consecutive level spacing ratio is a prevalent measure of chaos, which we have previously defined in the introduction (Section 1.4). We have marked the predicted mean consecutive level spacing ratio values for chaotic and integrable systems, $\sim 0.5307$ and $\sim 0.386$ respectively [196]. As expected, $\langle r\rangle$ approaches the predicted value for non-ergodic systems as $h \rightarrow 0$, coinciding with the increasing deviation between $\beta_{S}$ and $\beta_{C}$. An example of the subsystem temperature results obtained for an entirely integrable system, the $X X Z$ chain (Eq.(1.13)), is shown in Figure 2.14. We observe the large spread of $\beta_{S}$ around $\beta_{C}$ in $(A)$, and that generally, the reduced eigenstates do not appear


Figure 2.13: Results of subsystem temperature in the integrable limit for the staggered field model, Eq. (1.15), with $L=12, J=1, \Delta=0.95$, and $h_{z}=h_{x}=h$. Top: The RMS-distance between $\beta_{S}$ and $\beta_{C}$ (Deviation) plotted versus shared field strength $h$. The RMS-distance is calculated for eigenstates in the central $20 \%$ of the spectrum. Bottom: mean consecutive level spacing ratio value plotted versus shared field strength $h$.


Figure 2.14: Results of subsystem temperature in the $X X Z$ chain, Eq. (1.13), with $L=14, N=6, J=1, \Delta=0.95$ and $L_{A}=4$. (A) $\beta$ minimizing $d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\left(\beta_{S}\right)$ versus energy, plotted along side the canonical $\beta_{C}$ curve. (B) $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ versus energy.
thermal, illustrated by the distance between the matrices in $(B)$. In $(A)$, we can observe that $\beta_{S}$ is closer to $\beta_{C}$ in the left half of the spectrum compared to the right, perhaps indicating the presence of some underlying structure. It would be intriguing to investigate the behavior of $\beta_{S}$ and $\min \left(d_{1}\right)$ in this integrable system, following a similar approach as shown in Figure 2.7.

There are two aspects that we should consider regarding this calculation in the integrable system. Firstly, owing to symmetries in the $X X Z$ chain (Section 1.4.1), it is possible for the spectrum to contain degenerate eigenvalues. This implies that different eigenstates can possess the same eigenvalue and, consequently, the same canonical temperature. In such cases, it may be more appropriate to consider a superposition of these eigenstates and compute the canonical temperature based on the resulting state. Secondly, within this integrable system, there exist additional conserved quantities beyond just energy. It is plausible that we would achieve a similar agreement between $\beta_{S}$ and $\beta_{C}$ if we were to compare the reduced eigenstates of integrable systems with the reduced density matrix of a generalized Gibbs ensemble [83].

### 2.5.2 Results for a random matrix

We have illustrated the deviation of $\beta_{S}$ from $\beta_{C}$ in the integrable limit, a consequence of the ETH being only expected to hold in chaotic quantum systems. Here, we further illustrate the deviation of $\beta_{S}$ by computing the temperature for a random matrix in place of a physical Hamiltonian. In Figure 2.15, we present the results for a symmetric $D \times D$ matrix with elements drawn randomly from a from a normal distribution with mean 0 and variance 1 . The temperature shows no alignment with the canonical temperature for a random matrix. This could be expected, as when treating a random matrix as a Hamiltonian, there is no notion of locality. This absence of locality means the division into two subsystems is artificial and has no physical significance. This implies the partial trace is meaningless in a random matrix; there is no sense of tracing out a subsystem.


Figure 2.15: Subsystem temperature results for a random symmetric matrix with $D=2^{13}$. (A) $\beta$ minimizing $d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\left(\beta_{S}\right)$ versus energy, plotted along side the canonical $\beta_{C}$ curve. (B) $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ plotted versus energy.

### 2.6 Discussion \& Context

Our first eigenstate-based temperature, $\beta_{E}$, turned out to be determined solely by the eigenvalues. It has interesting (arguably unexpected) dependencies on the distance measure. The relation $\beta_{E}=\beta_{C} / p$ is a mathematical result that holds for any system, including non-chaotic (e.g., integrable or localized) systems and even systems without any notion of locality.

In contrast, the second eigenstate-based temperature, $\beta_{S}$, is independent of the distance measure and reflects the physics of the eigenstates. This contrast highlights that the partial trace operation is a crucial ingredient for the emergence of thermodynamics. We have shown that $\beta_{S}$ conforms increasingly to $\beta_{C}$ when the system size increases while keeping $L_{A}$ (subsystem size) fixed and also while keeping the ratio $L_{A} / L$ fixed to some value smaller than $1 / 2$. As $\beta_{S}$ depends on the chaotic (thermalizing) nature of the system and the physical content of the eigenstates, it does not match $\beta_{C}$ for random matrices and generally shows deviant behavior for non-chaotic systems, as shown in Section 2.5.

By asking how close $\rho^{A}$ can be to $\rho_{C}^{A}$, we have characterized the best temperature (typically different from the canonical temperature at finite sizes) and also the degree to which the system is thermal, e.g., through the value of the minimum
distance $d_{1}$. The issues addressed in the investigation of $\beta_{S}$ are closely related to (in some sense the converse of) questions addressed in the ETH/thermalization literature, e.g., in Refs. $[11,35,52,239-244]$. Our results on size dependence confirms the intuition obtained from Refs. [11,52,240,242] that thermal behavior is best seen in the limit of $L_{A} / L \rightarrow 0$.

The work described in this chapter raises a number of new questions.
(1) The partial trace and minimization operations in the definition of $\beta_{S}$ render analytical treatments difficult. Thus, it remains an open task to prove analytically that $\beta_{S}$ should be independent of $p$, or that it should approach $\beta_{C}$ in the large size limit. The latter is consistent with the spirit of ETH, which is similarly difficult to prove, but is verified in a wide array of numerical studies $[7,8,10,12-15,17-19,22-28,31,33,34,36-39,41-45,49,225,245-250]$.
(2) The correspondence between $\beta_{S}$ and $\beta_{C}$ may break down when approaching non-chaotic regimes, such as near-integrability or many-body localization [29, 195, 251]. There is the possibility of scaling with different power-laws than those seen here, in analogy to the power-law ETH scaling displayed by integrable models [24, 28, 246, 252-254]. In Section 2.5, we did observe the deviation of $\beta_{S}$ from $\beta_{C}$ as the system approached integrability, as one might have expected. A deeper investigation into the effects of integrability and localization is required.
(3) The subsystem temperature coinciding with the canonical temperature heavily relies on the eigenstate obeying the ETH. Therefore, it is possible that the subsystem temperature outlined here could be used to detect many-body quantum scars $[96,97]$. If the overwhelming majority of eigenstates in a system have a subsystem temperature $\beta_{S}$ coinciding with the canonical temperature, then it should be considered a thermalizing system. Now, consider an eigenstate from the bulk of the spectrum whose subsystem temperature deviates significantly from the canonical value. This pronounced temperature deviation may indicate the presence of a rare non-thermal eigenstate, namely, a quantum many-body scar. In contrast to the entanglement entropy, often employed to detect scars, we do not need to determine the behavior of the rest of the eigenstates in the bulk of
the spectrum to classify an eigenstate as a scar state, as we know the expected canonical temperature. It is possible the minimum distance between the two reduced density matrices (used to define $\beta_{S}$ ) would also be abnormally large for scar states.

## Chapter 3

## Temperature from entropy

In this chapter, we investigate the definition of temperature arising from the standard thermodynamic relation in statistical mechanics (Eq.(1.3));

$$
\begin{equation*}
T=\left(\frac{\partial E}{\partial S}\right)=\left(\frac{\partial S}{\partial E}\right)^{-1} \tag{3.1}
\end{equation*}
$$

where $S(E)$ is the microcanonical entropy. We explore four procedures to compute the microcanonical entropy in finite quantum systems of sizes accessible to exact diagonalization, as discussed in Section 1.1.2, and derive a temperature via Eq. (3.1).

We start in Section 3.1 by recounting the definitions and saddle-point expressions that lead to the four procedures for calculating the microcanonical entropy in finite systems. We also provide details (subsection 3.1.3) of the quantum many-body systems that we use for numerical exploration - we present results for multiple systems with different geometries to ensure that the resulting conclusions are not artifacts of a particular lattice or Hamiltonian. In the following sections, we describe the four procedures for calculating entropy and present the results in each case. First, Section 3.2 describes counting eigenstates in an energy window of finite width. We first illustrate the results of using a constant-width energy window $\Delta E$ (subsection 3.2.1). Then, we describe using an energy-dependent window $\Delta E(E)$ designed to cancel out the explicit $\Delta E$-dependence of the resultant temperature (subsection 3.2.2), following and extending the suggestion of Ref. [54]. In Section
3.3, we instead formulate the entropy in terms of the integrated density of states. We start by outlining the use of a smoothed cumulative density of states $\Omega(E)$ to calculate the density of states $g(E)$. First, we can avoid making an explicit choice of $\Delta E$ - a possibility now that we are no longer counting eigenstates. We explain that this choice leads to finite size deviations between the resulting $\beta$ and $\beta_{C}$ (subsection 3.3.2). Finally, we can choose to make use of the derived energy-dependent $\Delta E(E)$ designed to account for the deviations (subsection 3.3.3). Section 3.4 provides a concluding discussion and some context. The results in this chapter are presented in [201], with some changes in the discussion and figures.

### 3.1 Preliminaries

In this section, we first recall the standard definition of the microcanonical entropy and highlight the roles of the density of states $g(E)$ and the energy window $\Delta E$ (subsection 3.1.1). We then recall the saddle-point formulation in subsection 3.1.2, often used to show the equivalence of microcanonical and canonical ensembles in the large-size limit [54], and extend beyond the leading order to analyze the effect of $\Delta E$ at finite sizes. Subsection 3.1.3 describes the quantum systems used in subsequent sections to provide numerical examples.

### 3.1.1 Entropy, density of states, and the energy window

In this chapter, we are concerned with computing temperature in an isolated finite quantum system via the standard statistical mechanical relation between entropy and temperature, Eq. (3.1). The microcanonical entropy $S(E)$ of a system at energy $E$ is given by [54, 73-77]

$$
\begin{equation*}
S(E)=k_{B} \ln \Gamma(E) . \tag{3.2}
\end{equation*}
$$

Here, $\Gamma(E)$ is the statistical weight, which is the number of microstates at energy $E$. In quantum systems, microstates are to be interpreted as eigenstates. For a quantum system with a discrete spectrum, counting the number of eigenstates is
problematic because, at a particular energy, there is usually zero, one, or perhaps a handful of eigenstates if there are degeneracies. Thus, $S(E)$ would be $=-\infty$ for all energy values except at a countable number of discrete energy values. This issue is usually resolved [54,75,76] by taking $\Gamma(E)$ to be the number of eigenstates in an energy window $\Delta E$ around $E$, rather than the number of eigenstates exactly at energy $E$. Thus we define

$$
\begin{align*}
\Gamma(E) & =\int_{E-\Delta E / 2}^{E+\Delta E / 2} g\left(E^{\prime}\right) d E^{\prime} \\
& =\int_{E-\Delta E / 2}^{E+\Delta E / 2} \sum_{n} \delta\left(E^{\prime}-E_{n}\right) d E^{\prime} \tag{3.3}
\end{align*}
$$

where the sum is understood to include all the eigenvalues of the Hamiltonian that lie in the window, i.e., all $E_{n}$ satisfying $E_{n} \in\left(E-\frac{\Delta E}{2}, E+\frac{\Delta E}{2}\right)^{1}$. It is then common to approximate this integral [54, 94, 255-257] via

$$
\begin{equation*}
\Gamma(E)=\Delta E g(E)=\Delta E \sum_{n} \delta\left(E-E_{n}\right) \tag{3.4}
\end{equation*}
$$

Here $g(E)$ is the density of states - the number of many-body eigenstates per unit energy interval. Due to the nature of the delta function, $g(E)$ has units of inverse energy. Thus $\Gamma(E)$ as defined in Eq. (3.4) is dimensionless. Although defined as a sum over delta functions, the density of states can be thought of as a smooth function of energy over energy scales much larger than the typical level spacing. In numerical work, this is often achieved by broadening the delta functions into Gaussians or Lorentzians of finite width [25, 192, 258-264]. Alternatively, we can define $\Omega(E)$ as the number of eigenstates with energy less than $E$, i.e., the integrated density of states. Fitting a smooth function to the staircase form of $\Omega(E)$, one can obtain a smooth density of states as the derivative; $g(E)=\Omega^{\prime}(E)$.

The entropy now depends on an energy window $\Delta E$, so we are thus faced with choosing an appropriate $\Delta E$. The purpose of introducing a finite energy width was to smooth out the discreteness of the energy spectrum, thus $\Delta E$ should

[^0]be large enough to include a large number of eigenstates. On the other hand, we want $\Delta E$ to be sufficiently small so that the density of states (regarded as a smooth function of energy) does not vary appreciably within the window, i.e., $\Delta E$ should be much smaller than the scale of the bandwidth of the system. Other than these general principles, we have the freedom to choose $\Delta E$, and in general, the entropy $S$ will depend on the choice.

As we will explain in the following subsection 3.1.2, the sub-leading contributions to the entropy, which contain $\Delta E$, vanish in the large system size limit. So, for infinite systems, it will generally not matter what $\Delta E$ is, but for finite quantum systems, the choice can drastically affect the entropy, and resultant temperature. The purpose of this chapter is to investigate and clarify the effect of this choice for finite systems whose Hilbert space sizes makes them accessible to full numerical diagonalization.

### 3.1.2 Saddle point expressions

To understand the role of $\Delta E$, it is helpful to express the entropy as an integral over (complex) inverse temperature and perform a saddle-point approximation [54, 72, 74], extending the order beyond what is necessary in the thermodynamic limit, to account for finite sizes. The full saddle point calculation can be found in Appendix B, and is outlined below.

Replacing the delta function in the statistical weight definition Eq. (3.4), with its integral representation

$$
\begin{equation*}
\delta(x)=\int_{-\infty}^{\infty} \frac{d \beta}{2 \pi} e^{i \beta x}, \tag{3.5}
\end{equation*}
$$

and defining the free energy as $F(\beta)=-\beta^{-1} \ln \left(\sum_{n} e^{-\beta E_{n}}\right)$, we can write the entropy, Eq. (3.2), as

$$
\begin{equation*}
e^{S / k_{B}}=\Gamma(E)=i \Delta E \int_{-i \infty}^{i \infty} \frac{d \beta}{2 \pi} e^{\beta(E-F(\beta))} . \tag{3.6}
\end{equation*}
$$

The integral over $\beta$ is along the imaginary axis in the complex $\beta$ plane. To apply the saddle-point approximation, we first find the critical point of the exponent
$h(\beta)=\beta(E-F(\beta))$, by setting $h^{\prime}(\beta)=0$ and solving for $\beta$. The condition is

$$
\begin{equation*}
E-F(\beta)-\beta \frac{\partial F}{\partial \beta}=0 \tag{3.7}
\end{equation*}
$$

which is equivalent to Eq. (1.1) defining the canonical temperature. Thus the saddle point is at $\beta=\beta_{C}$, the canonical inverse temperature. The leading order saddle-point approximation is thus

$$
\begin{equation*}
\frac{S}{k_{B}}=\beta_{C} E-\beta_{C} F\left(\beta_{C}\right) \tag{3.8}
\end{equation*}
$$

with $\beta_{C}$ being the solution of Eq. (3.7) (or Eq. (1.1)), which lies on the real axis in the $\beta$ plane. This matches the standard thermodynamic relation, and is consistent with the energy derivative of $S$ being the inverse temperature $\beta_{C}$.

To examine the effect of $\Delta E$, one needs to extend the calculation to a higher order. One expands $h(\beta)$ as a Taylor series about $\beta_{C}$ up to second order, as the first order term is zero by definition. Introducing the heat capacity $C=\frac{\partial E}{\partial T}=-T \frac{\partial^{2} F}{\partial T^{2}}$, one obtains [54]

$$
\begin{equation*}
e^{S / k_{B}} \approx \frac{\Delta E}{2 \pi} e^{\beta_{C}\left(E-F\left(\beta_{C}\right)\right)} \int_{-\infty}^{\infty} d y e^{-k_{B} T_{C}^{2} C_{C} y^{2} / 2} . \tag{3.9}
\end{equation*}
$$

Here, $T_{C}$ and $C_{c}$ are the values at the saddle point $\beta_{C}$. Evaluating the Gaussian integral, one obtains

$$
\begin{equation*}
\frac{S}{k_{B}}=\beta_{C} E-\beta_{C} F\left(\beta_{C}\right)+\ln \Delta E-\ln \sqrt{2 \pi k_{B} T_{C}^{2} C_{C}} \tag{3.10}
\end{equation*}
$$

Here $\beta_{C}$ is determined by the energy, and hence so are $T_{C}$ and $C_{C}$. The two leading terms are both extensive in system size. The first correction term $\ln \Delta E$ is sub-extensive as long as $\Delta E$ is not chosen to grow exponentially or faster with system size. The second correction term grows logarithmically with system size, as the heat capacity is extensive. However, as it appears in the argument of a logarithm, its dependence on $L$ disappears when differentiated with respect to $E$. This means that when differentiating Eq. (3.10) to obtain $\beta$, the contribution
from the last term is does not grow with $L$, not even logarithmically. Thus, at large enough sizes, the leading-order saddle-point approximation suffices, and the choice of energy window $\Delta E$ plays no role.

However, the two correction terms should be considered when calculating the entropy at finite sizes. From Eq. (3.10), we see that choosing $\Delta E$ to be an energy-independent constant (the most obvious choice, explored in subsection 3.2.1) would leave an energy-dependent correction term, causing deviations from the canonical temperature. Thus, we see that the energy dependence of the correction terms could be canceled by an informed choice of energy dependence for the width $\Delta E$, as pointed out in Ref. [54] and explored below in subsection 3.2.2.

### 3.1.3 $\quad$ Systems and numerics

To investigate the effect of different choices for defining the microcanonical entropy in finite systems, we use several spin- $1 / 2$ lattice systems consisting of $L$ spins, $N$ of which are up. The spins interact via $X X Z$-like couplings, which have a $U(1)$ symmetry conserving $N$. We check all results and show data for 1D, 2D, and fully-connected geometries, to demonstrate that our results are very general and not particular to any model. In the case of the 1D chain, we also include magnetic fields in the $z$ and $x$ directions; the latter break the $U(1)$ symmetry. The Hilbert space dimension is $D=\binom{L}{N}$ when $N$ is conserved and $D=2^{L}$ otherwise. The models, which are detailed in Section 1.4, consist of the staggered field model (Eq. (1.15)), a square lattice (Eq. (1.17)), and a fully connected lattice (Eq. (1.19)).

The system parameters are always chosen such that the level spacing statistics match that expected of chaotic quantum systems. This ensures there are no complications due to proximity to integrability or localization. For the fullyconnected model, where interactions are of arbitrary range, the parameters are also chosen so that the density of states has a single peak, avoiding the possibility of non-monotonic behavior in the derivative of the microcanonical entropy. We
have checked our results for all three models, with various parameters satisfying these conditions. Below, we generally select one or two of the models to illustrate the results, but we emphasize that they are broadly invariant across the models; an exception being the energy scales.

Units: For numerical work, we use $k_{B}=1$. We express energies in units of spin couplings. Thus, if $J$ (or $J_{j k}$ ) is set to 1 , when we plot energies they are actually $E / J$; whereas if the couplings have other values, then the energy is to be thought of as the energy divided by a hypothetical coupling equal to 1 . In this way, the units of all energies, temperatures, and entropies in the figures are determined.

### 3.2 Computing the entropy by counting eigenstates

In this section, we compute the entropy via Eq. (3.2) by counting the number of eigenstates in a window of finite width. First, we discuss the obvious choice — using a constant energy-independent width $\Delta E$ (subsection 3.2.1). Second, following the result of the saddle point approximation, we discuss making a judicious choice of energy-dependent $\Delta E(E)$ to cancel correction terms at finite sizes (subsection 3.2.2).

### 3.2.1 Using a constant width window

Eq. (3.10) implies that an energy-independent $\Delta E$ acts as an energy-independent shift of the entropy and hence does not affect the temperature. However, the last term in Eq. (3.10) is energy-dependent, and thus the temperature will differ from the canonical temperature - corresponding to the leading (first two) terms. This deviation should vanish in the large-size limit, but the extent of this deviation for finite sizes is not a priori clear. We show below, using explicit numerical examples, that using an energy-independent width leads to poor agreement between the resulting and canonical temperatures, for the system sizes under investigation


Figure 3.1: Result of using constant energy width: (A,C) Microcanonical entropy $S(E)$ calculated with constant (energy-independent) $\Delta E$. Evaluated only at the eigenenergies $E=E_{n}$. (B,D) Resultant inverse temperature $\beta(E)$ obtained as derivative of 6th-order polynomial fitted to $S(E)$ data. 25 eigenstates from both ends of the spectrum (shown in gray in (A,C)) were excluded from the fit. (A,B) Staggered field model, Eq. (1.15), with $L=12, h_{z}=h_{x}=0.5(J=1$, $\Delta=0.95$ ). (C,D) $4 \times 4$ fully connected lattice, Eq. (1.19), with $L=4 \times 4, N=5$ $\left(J_{j, k} \in[-.4, .4], \Delta_{j k} \in[-.1, .1]\right)$.
here (sizes accessible to exact diagonalization).
Examples of entropy found by counting the number of eigenvalues within the window $[E-\Delta E / 2, E+\Delta E / 2]$ are shown in Figure 3.1(A, C) for two openboundary spin- $\frac{1}{2}$ lattices with $X X Z$-like couplings. Here, and in later figures, we plot one point for each eigenvalue so that there is at least one eigenvalue in each window - the minimum entropy value is $\ln 1=0$, and we thus avoid the possibility of obtaining entropy $\ln 0=-\infty$.

To calculate the temperature from the entropy, we fit a polynomial to the $S(E)$ points and then take the derivative of the polynomial; results are shown in Figure 3.1(B, D).

Increasing $\Delta E$ by a factor approximately increases the number of eigenvalues in each window by that factor, so that the $S(E)$ curve undergoes an approximately


Figure 3.2: Root-mean-square (RMS) distance between $\beta(E)$ and the canonical temperature, versus Hilbert space dimension $D=2^{L}$, with $\Delta E=0.5$. Data for the staggered field model with $L$ spins, Eq. (1.15), $J=1, \Delta=0.95, h_{z}=h_{x}=0.5$.
constant upward shift. This leaves the temperature $\left[S^{\prime}(E)\right]^{-1}$ approximately unchanged. Accordingly, for moderate $\Delta E$, the calculated $\beta(E)$ curves are robust to changes in $\Delta E$. For the largest $\Delta E(=4.5)$ shown, this argument does not work as the window is significant compared to the variation scale of the density of states $g(E)$, so that $g(E)$ cannot be considered constant within each window. This leads to a markedly different $\beta(E)$ curve for the large $\Delta E$ case. This effect is not captured by the saddle-point analysis or Eq. (3.10).

Even for moderate $\Delta E$, the deviation from the canonical $\beta_{C}$ curve is considerable. This shows that using a constant energy window width is not an ideal approach to defining entropy for finite quantum systems having Hilbert space dimensions $\sim O\left(10^{4}\right)$ — if we intend for the resultant temperature to match the canonical value. The results of Figure 3.1(B, D) provide a visual presentation of the extent of the discrepancy for such sizes. In Figure 3.2, we show the root-meansquare deviation of the inverse temperatures obtained with a constant $\Delta E$ from the canonical $\beta_{C}(E)$ values as a function of Hilbert space dimension. (We show data for a spin chain, for which finite size scaling is numerically more convenient than a square lattice.) The deviation decreases with increasing system size, as expected, although it is quite slow with respect to the growth of the Hilbert space dimension.

A remark on the edges of the spectrum is in order. As there are only a few eigenvalues in each window, the entropy values are noticeably discrete, namely $\ln n$, where $n$ is a small integer. For a regime with such discrete behavior,
statistical-mechanical considerations are not meaningful - we expect entropy to be a continuous function of energy. Therefore, we omit the edge points from the polynomial fit to $S(E)$. In Figure 3.1, we have omitted 25 eigenstates from each edge of the spectrum. This is approximately the energy region for which $S(E) \lesssim \ln 10$ for the $\Delta E=0.5$ case. Later in this chapter, the same criterion will be used to exclude the spectral edges.

### 3.2.2 Using an energy-dependent window

We now describe using an energy-dependent window width $\Delta E \propto \sqrt{T_{c}^{2} C_{c}}$. First, we explain the rationale behind our choice of $\Delta E(E)$ and then present numerical results.

## Rationale

In Eq. (3.10), the leading-order terms (first two terms) yield the canonical temperature upon differentiation by energy, but there are two correction terms: $\ln \Delta E$ and $-\ln \sqrt{2 \pi k_{B} T_{c} C_{c}}$. In Ref. [54], it is suggested to choose the two terms to be equal, so that the corrections vanish and the canonical temperature is recovered.

We note, however, that the correction terms need not cancel exactly - they will not affect the temperature $\left[S^{\prime}(E)\right]^{-1}$ as long as they sum to an energy-dependent constant. Thus we could choose

$$
\begin{equation*}
\Delta E(E) \equiv \alpha^{-1} \sqrt{2 \pi k_{B} T_{c}^{2} C_{c}} . \tag{3.11}
\end{equation*}
$$

with $\alpha$ being some constant. The window $\Delta E$ is thus energy-dependent because $T_{c}$ and $C_{c}$ are energy-dependent. The proposal of Ref. [54] corresponds to $\alpha=1$.

The energy-dependent $\Delta E$ can also be motivated by the physical idea that the energy window should be determined by the fluctuation of energy in the canonical ensemble, as suggested, e.g., in Refs. [255, 256]. It turns out [74] that the distribution in energy in the canonical ensemble has width $\propto \sqrt{T^{2} C}$. Thus, choosing the energy uncertainty as the energy window leads to the same prescription as Eq. (3.11).

So, labeling the number of states in an energy-dependent energy window $\Delta E(E)$ as $\tilde{\Gamma}(E)$, the entropy is obtained as

$$
\begin{equation*}
\tilde{S}(E)=k_{B} \ln (\tilde{\Gamma}(E)) . \tag{3.12}
\end{equation*}
$$

Differentiation gives the corresponding inverse temperature $\tilde{\beta}$. In the following subsection, we will describe the procedure for obtaining $\tilde{S}$ and $\tilde{\beta}$ numerically and discuss the results obtained.

We do not know of a principle guiding the choice of $\alpha$. We will show that, for the sizes of primary interest to us, $\alpha$ needs to be larger than 1 . The reason is that for $\alpha=1$, the energy window $\Delta E(E)$ turns out to be too broad, exceeding the energy scale at which the density of states varies, leading to poor results similar to the large constant $\Delta E$ case in Figure 3.1. This is clear from Eq. (3.11): the right-hand side scales like $\sqrt{L}$ as $C_{c}$ is extensive, while the variance of the density of states typically scales linearly with $L$. Thus for the system sizes under consideration here, $\sqrt{L}$ cannot be considered negligible compared with $L$. For larger system sizes, the acceptable range of $\alpha$ broadens, compatible with our expectation that the choice of $\Delta E$ should be less important for larger sizes.

## Numerical calculation and results

In order to obtain $\Delta E(E)$ as defined in Eq. (3.11), we first need to calculate the heat capacity $C_{c}$ and the canonical temperature. We start by numerically computing the energy $E$ as a function of $\beta$ (or of $T$ ) via Eq. (1.1), using the eigenvalues of the Hamiltonian $H$, obtained numerically via exact diagonalization. This leaves us with a (numerical approximation to a) smooth injective function $E(T)$. As usual, inverting this numerically produces the canonical temperature $T_{c}$ as a function of $E$. In addition, estimating the derivative of $E(T)$ provides us with the heat capacity $C=\partial E / \partial T$, which we evaluate at the canonical value $T_{c}$. Figure 3.3(A) shows an example of $C_{c}$ as a function of energy, calculated in this way. The function is non-monotonic, going to zero at both zero and infinite temperatures.


Figure 3.3: (A): Specific heat $C=\partial E / \partial T$. (B): $\Delta E(E)=\alpha^{-1} \sqrt{2 \pi k_{B} T_{S}^{2} C_{S}}$, for $\alpha=5$, numerically computed. Dashed curve: 12 -th order polynomial fit to points, excluding gray points around $C \rightarrow 0$, used to avoid the spurious divergence. Data for $5 \times 4$ square lattice, Eq. (1.17), with $N=4$.

We can now calculate $\Delta E(E)$ via Eq. (3.11) for all energies. Figure 3.3(B) shows an example of the computed $\Delta E(E)$.

Near the center of the spectrum, $T_{c} \rightarrow \infty$ and $C_{c} \rightarrow 0$, leading to a finite $\Delta E(E) \propto \sqrt{T_{c}^{2} C_{c}}$. Due to the numerical discreteness of the computed $E$ and $T$ functions, the computed $\Delta E(E)$ acquires a spurious divergence at this point. This effect can be confined to a smaller energy region; by using a finer grid of $T$ (or $E$ ) values. We avoid the effect by fitting a polynomial, excluding points within the direct vicinity of the discontinuity. An example is shown in Figure 3.3(B). The fitted polynomial is then used as $\Delta E(E)$.

We are now equipped to compute the entropy using an energy-dependent energy window, $\Delta E(E)=\alpha^{-1} \sqrt{2 \pi k_{B} T_{c}^{2} C_{c}}$. In Figure 3.4(A, C), we show the numerically computed entropy $\tilde{S}$. The data presented is for a chaotic square lattice of spins with $X X Z$-like connections between nearest neighbor spins and for


Figure 3.4: Using an energy-dependent window, Eq. (3.11). Left panels (A, B) and right panels ( $\mathbf{C}, \mathrm{D}$ ) show data for two different systems. (A,C): Microcanonical entropy calculated with $\Delta E(E)=\alpha^{-1} \sqrt{2 \pi k_{B} T_{S}^{2} C_{S}}$ along with 6th-order polynomial fit. Fit excludes gray points. (B,D) Resultant temperature $\tilde{\beta}(E)$, with two different values of $\alpha$ in each case, compared with canonical temperature $\beta_{C}(E)$. (A,B) Data for $5 \times 4$ square lattice, Eq. (1.17), with $N=4$. (C,D) Fully connected lattice, Eq. (1.19), with $L=16, N=5$.
a fully connected lattice with $X X Z$-like connections between every pair of sites. The geometry of each system is illustrated above the relevant plot. We used $\alpha=5$ and $\alpha=4$ in the two cases. Similar results were found for various chaotic 1D chains.

As before, we numerically fit a polynomial to our entropy data, excluding values at the edge of the spectrum, and then take its derivative to obtain a temperature. The resultant inverse temperatures $\tilde{\beta}$ are shown in Figures 3.4 (B,


Figure 3.5: Using an energy-dependent window, Eq. (3.11). RMS distance between $\tilde{\beta}(E)$ and $\beta_{C}(E)$ plotted against $\alpha$ for two square lattices, Eq. (1.17), a $5 \times 4$ lattice with $N=4$, and a $7 \times 4$ lattice with $N=5$.
D). For $\alpha \sim 5$, the temperature matches the canonical temperature remarkably well. We also show the result of using $\alpha=1$; in both cases, the deviation between the temperatures is markedly worse than for $\alpha \sim 5$.

We found that the procedure produces an excellent match between $\tilde{\beta}$ and $\beta_{C}$ when $\alpha$ is beyond some minimum value, as shown by the vanishing root-mean-square deviation in Figure 3.5. Beyond this minimal $\alpha$, the exact choice is somewhat arbitrary as long as the window is not made ultra-small (by having too large an $\alpha$ ). Figure 3.5 shows that this minimal value (the value of $\alpha$ at which the deviation can be considered negligible) is smaller for larger systems. This is consistent with the expectation that the exact choice of the window $\Delta E$ is increasingly irrelevant as the system size increases.

To summarize: this numerical analysis shows that counting eigenstates in an energy-dependent window is a very successful strategy for defining entropy in a finite-size system. We observed good agreement between the resultant and canonical temperatures for all systems we checked, including various 1D chaotic spin chains and a handful of 2D lattices, including that presented in Figure 3.4.

### 3.3 Using the integrated density of states

In this section, we formulate the entropy in terms of the cumulative density of states, or integrated density of states, $\Omega(E)$. We describe how to numerically
obtain a smoothed approximation to the density of states, $g(E)=\Omega^{\prime}(E)$. In this formulation, we no longer count eigenstates in a window of width $\Delta E$. We first approximate the entropy purely in terms of the integrated density of states, circumventing the need to choose a value of $\Delta E$ explicitly. We explain that this will lead to finite size deviations from the canonical temperature. Following this, we utilize the energy-dependent $\Delta E(E)$, derived in Section 3.2.2 to account for finite-size effects, in conjunction with the smoothed approximation to the density of states. We observe that this leads to excellent agreement with the canonical temperature.

### 3.3.1 Formulation

An alternative to counting eigenstates in an explicit energy window is to use the expression for the entropy in terms of the (integrated) density of states:

$$
\begin{align*}
S=k_{B} \ln \Gamma(E) & =k_{B} \ln (g(E) \Delta E) \\
& =k_{B} \ln g(E)+k_{B} \ln \Delta E \\
& =k_{B} \ln \left(\frac{\partial \Omega(E)}{\partial E}\right)+k_{B} \ln \Delta E . \tag{3.13}
\end{align*}
$$

Here,

$$
\begin{equation*}
\Omega(E)=\sum_{n=1}^{D} \Theta\left(E-E_{n}\right) \tag{3.14}
\end{equation*}
$$

is the number of eigenstates $\left|E_{n}\right\rangle$ with energy $E_{n}$ less than $E$, i.e., the integrated density of states or the cumulative density of states, also known as the cumulative level density [265-276] or the cumulative spectral function [15, 38, 194, 243, 274, 277-283].

From the eigenvalue spectrum of the system Hamiltonian, computed numerically using exact diagonalization, the integrated density of states $\Omega(E)$ can be obtained as a function of $E$. It is a series of steps with constant integer values between eigenvalues and a step to the next integer at every eigenvalue. In order to obtain the derivative of this non-smooth function, we will fit an analytic function to the computed $\Omega(E)$ data, and then simply take its derivative. Fitting an


Figure 3.6: Upper: Cumulative density of states $\Omega(E)$ (normalized by Hilbert space dimension), fitted by a polynomial $f(E)$ of degree 10 . Inset: zoom. Lower: $\Omega^{\prime}(E) / D$ from derivative of fitted function, compared with histogram (distribution) of eigenvalues, $P\left(E_{n}\right)$. Data for $7 \times 4$ square lattice, Eq. (1.17), with $N=5$.
analytic function to $\Omega(E)$ is common practice in the unfolding procedure utilized for computing level spacing statistics [38, 187,191-194] as discussed in Section 1.4 of the introduction.

We found that using a function of the form

$$
\begin{equation*}
\Omega(E)=\frac{D}{2}[1+\tanh (f(E))] \tag{3.15}
\end{equation*}
$$

works remarkably well to fit the numerical $\Omega(E)$ data, where $f(E)$ is some polynomial in $E$, which is generally of order $\sim 10$ to allow for the data to be fit accurately. We note that Eq. (3.15) is of a similar form to the standard logistic function, used to approximate the Heaviside step function; it is thus not all that surprising that it works well.

If $f(E)$ is a monotonically increasing polynomial, then the form of the function automatically imposes the correct low-energy and high-energy behavior of the smoothed $\Omega(E)$. This functional form was inspired by its use in [281] to unfold a
many-body spectrum. Once the fitting function $f(E)$ is determined, the density of states is obtained as the derivative:

$$
\begin{equation*}
g(E)=\Omega^{\prime}(E)=\frac{D}{2} \operatorname{sech}^{2}(f(E)) f^{\prime}(E) \tag{3.16}
\end{equation*}
$$

An example of the numerically calculated $\Omega(E)$ and the fitted function are shown in Figure 3.6 (top) for a square lattice with $X X Z$-like connections. The resulting derivative $\Omega^{\prime}(E)$ is compared with the normalized histogram of eigenvalues (bottom). In both panels, we normalize the functions by $D$ so that they are plotted between 0 and 1 , and the derivative can be directly compared with the normalized eigenvalue distribution $P\left(E_{n}\right)$.

With the density of states $\Omega^{\prime}(E)$ in hand, we are now equipped to compute the entropy via Eq. (3.13), and the resultant temperature. In the following two subsections we present two ways to do so.

### 3.3.2 Avoiding a choice of window width

The density of states increases exponentially with the system size; hence the first term in Eq. (3.13) is extensive. On the other hand, $\ln \Delta E$ is presumably either constant or, at most, weakly increasing with system size.

Thus, at sufficiently large system sizes the second term can be neglected so that the first term approximates the entropy:

$$
\begin{equation*}
S \approx S_{\Omega}=k_{B} \ln g(E)=k_{B} \ln \left(\frac{\partial \Omega(E)}{\partial E}\right) \tag{3.17}
\end{equation*}
$$

One can thus use a continuous approximation for $\Omega(E)$ to define a continuous $S_{\Omega}(E)$, without choosing an explicit energy window $\Delta E$.
$S_{\Omega}$ is the logarithm of $g(E)=\Omega^{\prime}(E)$, and $\beta_{\Omega}$ is thus the derivative of this. For the analytical approximation to $\Omega^{\prime}(E)$ above, one obtains

$$
\begin{equation*}
\beta_{\Omega}(E)=\frac{f^{\prime \prime}(E)}{f^{\prime}(E)}-2 f^{\prime}(E) \cdot \tanh (f(E)) \tag{3.18}
\end{equation*}
$$



Figure 3.7: Entropy and temperature using a continuous approximation to the cumulative density of states. (A,C) $S_{\Omega}=\ln \Omega^{\prime}(E)$. (B,D) Resultant inverse temperature $\beta_{\Omega}=\partial_{E} S_{\Omega}$ compared with the canonical temperature $\beta_{C}$. ( $\mathbf{A}, \mathbf{B}$ ) Staggered field model, Eq. (1.15), with $L=12, J=1, \Delta=0.95, h_{z}=h_{x}=0.5$. (C,D) $5 \times 4$ square lattice, Eq. (1.17), with $N=4$.

Examples of the computed entropy $S_{\Omega}$ are shown in Figure 3.7(A, C). The presented numerical results are for a 1D spin chain and a square lattice, both with nearest neighbor $X X Z$-like connections and open boundary conditions. The geometry of each system is illustrated above the relevant plot. The resultant inverse temperature $\beta_{\Omega}$ are shown in panels $(\mathrm{B}, \mathrm{D})$. While $\beta_{\Omega}$ has the correct overall form, the deviations from the canonical curves are clearly visible.

The extent of the deviation is shown quantitatively in Figure 3.8 by plotting the root-mean-square (RMS) distance between the canonical and resultant temperature


Figure 3.8: RMS distance between $\beta_{\Omega}(E)$ and $\beta_{C}(E)$, versus $D=2^{L}$, for the staggered field model, Eq. (1.15), $J=1, \Delta=0.95, h_{z}=h_{x}=0.5$, and variable $L$.
versus Hilbert space dimension $D$, for an $L$-site spin chain $\left(D=2^{L}\right)$. The deviation decreases very slowly - it would take exceedingly large system sizes for the two temperatures to be considered 'close'.

We now discuss two ways of understanding the finite-size deviation of the temperature obtained using $S_{\Omega}$ as defined in Eq. (3.17).

First, using Eq. (3.17) for the entropy means omitting the $\ln \Delta E$ term from the definition, Eq. (3.13), which can be written as

$$
\begin{equation*}
S=S_{\Omega}+k_{B} \ln \Delta E . \tag{3.19}
\end{equation*}
$$

Since we avoided explicitly choosing a value for $\Delta E$, it is not immediately obvious what the effect of dropping the second term is, but we can analyze different cases:

- If we consider $\Delta E$ energy-independent, then $S_{\Omega}$ will lead to the same temperature obtained from the microcanonical entropy $S$. However, we know from subsection 3.2.1 that $S$ obtained using an energy-independent $\Delta E$ leads to considerable finite-size deviations in the temperature.
- On the other hand, if we consider $\Delta E$ to be energy-dependent, e.g., if it were designed to cancel the sub-leading deviations from the canonical ensemble as in subsection 3.2.2, then $S_{\Omega}^{\prime}(E)$ will differ from $S^{\prime}(E)$, and we would again get finite-size deviations.

Thus, it appears that $S_{\Omega}^{\prime}(E)$ can be expected to deviate from $\beta_{C}$ in either case. Second, we note that Eq. (3.17) applies the logarithm to a dimensionful
quantity, which, strictly speaking, is not allowed. For consistency, one needs to multiply the argument of the logarithm in Eq. (3.17) by a quantity with dimensions of energy; let us call this quantity $\epsilon$. Then Eq. (3.17) should really have the form

$$
\begin{equation*}
S_{\Omega}=\ln [g(E) \epsilon]=\ln \left[\Omega^{\prime}(E) \epsilon\right] . \tag{3.20}
\end{equation*}
$$

One can then carry out the same saddle point approximation as previously performed in subsection 3.1.2 for the original definition of $S$, leading to

$$
\begin{equation*}
\frac{S_{\Omega}}{k_{B}} \approx \beta_{C} E-\beta_{C} F\left(\beta_{C}\right)+\ln \epsilon-\ln \sqrt{2 \pi k_{B} T_{c}^{2} C_{c}} . \tag{3.21}
\end{equation*}
$$

We again observe that unless $\epsilon$ is carefully chosen, as we described for $\Delta E$ in subsection 3.2.2, the last term will lead to finite-size deviations. The procedure in this section avoids specifying $\Delta E$ and ignores the need for the quantity $\epsilon$. Thus, one would expect deviations due to the $-\ln \sqrt{T_{c}^{2} C_{c}}$ term, essentially of the same type as that encountered in subsection 3.2.1 when using an explicit energy-independent value of $\Delta E$.

### 3.3.3 Using an energy-dependent window

Now, rather than neglect $\Delta E$ in Eq. (3.13), we retain the term, i.e., we consider the entropy in terms of the integrated density of states as:

$$
\begin{equation*}
S(E)=k_{B} \ln (g(E) \Delta E)=k_{B} \ln \left(\frac{\partial \Omega(E)}{\partial E} \Delta E\right) \tag{3.22}
\end{equation*}
$$

We have a smooth approximation to $\Omega^{\prime}(E)$, and as proposed in subsection 3.2.2, we could choose an energy-dependent $\Delta E(E) \propto \sqrt{T_{c}^{2} C_{c}}$ to account for the finite size deviations. Here, the constants of proportionality will only result in a shift in entropy, as we are not counting eigenstates in an energy window of width $\Delta E(E)$ around $E$. In that case, we had to choose a constant $\alpha$, such that the window width was not comparable to the bandwidth of the spectrum.

Here, rather than count the number of eigenstates, we are using the derivative


Figure 3.9: Entropy and temperature using a continuous approximation to the cumulative density of states and an energy dependent $\Delta E(E)=\sqrt{T_{c}^{2} C_{c}}$. (A,C) $S_{\Omega}(E)=\ln \left(\Omega^{\prime}(E) \Delta E(E)\right)$. (B,D) Resultant inverse temperature $\beta_{\Omega}(E)=$ $\partial_{E} S_{\Omega}(E)$ compared with the canonical temperature $\beta_{C}$. (A,B) Staggered field model, Eq. (1.15), with $L=12, J=1, \Delta=0.95, h_{z}=h_{x}=0.5$. (C,D) $5 \times 4$ square lattice, Eq. (1.17), with $N=4$.
of our smoothed approximation to the integrated density of states to compute $g(E)$. The proportionality constants in this formulation are arbitrary - the entropy can thus be written as:

$$
\begin{equation*}
S_{\Omega}(E)=\ln \left[\Omega^{\prime}(E) \sqrt{T_{c}^{2} C_{c}}\right] . \tag{3.23}
\end{equation*}
$$

Here, we once again make use of the smoothed approximation $\Omega^{\prime}(E)=\frac{D}{2} \operatorname{sech}^{2}(f(E)) f^{\prime}(E)$ (Eq. (3.16)). Determining the canonical temperature $T_{c}$ and heat capacity $C_{c}$ nu-
merically has been previously discussed (subsection 3.2.2). Thus we are equipped to numerically calculate the entropy, Eq. (3.23), and by fitting a polynomial to the resulting data, we can take its derivative to obtain the inverse temperature.

Examples of the computed entropy $S_{\Omega}(E)$ are shown in Figure 3.9(A,C). The numerical results shown are for a 1D spin chain and a square lattice, both with nearest neighbor $X X Z$-like connections and open boundary conditions. The resultant inverse temperatures $\beta_{\Omega}(E)$ are shown in panels (B,D). We see that $\beta_{\Omega}(E)$ aligns very well with the canonical temperature $\beta_{c}$. We note that a pleasing aspect of this formulation is that it requires no fine-tuning of constants, as they only result in a shift of entropy.

### 3.4 Concluding discussion \& context

The equivalence of the microcanonical and canonical ensembles emerges in the infinite-size limit. However, as the discussion of statistical mechanics in isolated systems often relies on finite-size examples obtained through numerical diagonalization, we must understand deviations from ensemble equivalence in systems of such sizes. In finite systems, the definition of the microcanonical entropy involves choices that become relevant when dealing with system sizes accessible to numerical diagonalization. In this chapter, we contribute to this understanding by investigating and comparing various ways of computing the microcanonical entropy and comparing the resultant temperatures (via Eq. (1.3)) to the canonical temperature (Eq. (1.1)).

The microcanonical entropy $S(E)$ is defined as in Eqs. (3.2) and (3.4). Inspired by the discussion of Ref. [54], we explored four ways of calculating $S(E)$ numerically. First, in Section 3.2, we computed the entropy by counting eigenstates in a finite window. We explored the result of using a constant-width energy window (subsection 3.2.1) and using an energy-dependent window with the energy-dependence designed to cancel sub-leading terms (subsection 3.2.2). As an alternative to counting eigenstates, in Section 3.3, we formulated the entropy in terms of the integrated density of states. Within this formulation, we explored
using an approximation that avoids the energy window altogether (subsection 3.3.2). Finally, we used this formulation in combination with the energy-dependent $\Delta E(E)$ designed to account for deviations.

We have demonstrated that counting eigenstates in the energy-dependent window, $\Delta E(E)=\alpha^{-1} \sqrt{2 \pi k_{B} T_{c}^{2} C_{c}}$, reproduces the canonical temperature particularly well for the sizes under consideration. Utilizing an energy-dependent window was suggested by Ref. [54] with $\alpha=1$, designed to exactly cancel the sub-leading terms in Eq. (3.10). We have shown (Figure 3.4) that, for the sizes under question, a greater $\alpha$ is required; for $\alpha=1$, the windows exceed the energy scale of variation of the density of states. A consequence of this result is that, since we have no further criterion for fixing $\alpha$, the microcanonical entropy is only defined up to an arbitrary additive constant. The constant is sub-extensive and is unimportant in the infinite-size limit, and an additive constant does not affect the temperature. Nevertheless, the arbitrariness is unsatisfactory. In fact, a pleasing aspect of the suggestion of Ref. [54] was a reasonable criterion for defining entropy without such an arbitrary constant. For the size ranges under consideration in this work, the $\alpha=1$ prescription is not usable, so we are forced to accept an arbitrary choice.

However, using the entropy $S_{\Omega}(E)$ in Section 3.3.3, combining the use of an energy-dependent $\Delta E(E)$ with an approximation to the density of states constructed from the integrated density of states $\Omega$, we observed excellent agreement between the resulting temperature and the canonical temperature. In this case, the constants in $\Delta E(E)$ (Eq. (3.11)) do not affect the resultant temperature, as they shift the entropy - a consequence of no longer counting eigenstates. This method is thus free from any fine-tuning of constants, an aspect that we find quite pleasing.

The other two procedures, counting eigenstates in an energy-independent $\Delta E$ and avoiding a choice of $\Delta E$ altogether ( $S \approx S_{\Omega}$ ), both lead to very noticeable finite-size deviations. The deviations in the constant- $\Delta E$ case are expected from the sub-leading corrections. For the procedure in Section 3.3 using $S \approx$
$k_{B} \ln \left(\frac{\partial \Omega(E)}{\partial E}\right)$, we have argued that the deviations are essentially the same type as that in the constant- $\Delta E$ case.

Numerically, calculations of microcanonical entropy and temperature have appeared in the recent literature [94, 243, 256, 257]. Refs. [243, 257] have used the $S \approx S_{\Omega}$ approximation. The resulting temperature presented in Ref. [243] (Figure 4) appears to have similar deviations from the canonical temperature as we have presented and analyzed in Section 3.3. The density of states is approximated in Ref. [243] via a polynomial fit to the cumulative spectral function and in Ref. [257] via the kernel polynomial method [284, 285]. In Ref. [256], the microcanonical entropy has been calculated with $\Delta E$ "determined by the energy uncertainty" this is presumably equivalent to the energy-dependent window we explored in Section 3.2.2.

Alternatively, in finite quantum systems, the entanglement entropy of a subsystem is often discussed as representing the thermal entropy [11,52,53,286, 287]. The reason is that, in a chaotic (thermalizing) quantum system, it is expected that the reduced density matrix of subsystems smaller than half the system should resemble thermal density matrices $[11,35,51,53,57,66,200]$, an expectation inspiring our eigenstate-based temperature in Chapter 2. It is amusing to note that the entanglement entropy is obtained from eigenstates, whereas the entropies and temperatures studied in this chapter are derived from eigenenergies. Ref. [11] describes the finite-size behavior of the deviation of the entanglement entropy from the canonical entropy for a particular spin chain. The behavior of the temperature derived using Eq. (3.1) from the entanglement entropy (interpreted as entropy) would be interesting to examine in future work, building upon our eigenstate-based temperatures in Chapter 2.

It has also been argued that entropy for finite-size systems should be defined as $S \sim \ln \Omega(E)$ [288-293], instead of the more common $S \sim \ln \Omega^{\prime}(E)$ examined here. This approach avoids the appearance of negative temperatures even in systems with finite Hilbert space dimension, as the function $\Omega(E)$ is non-decreasing. Thus, it is clear that the temperature obtained from the entropy $\ln (\Omega(E))$ will not match
the canonical temperature once $\beta_{C}<0$. It may still be interesting to ask how the deviations from ensemble equivalence behave under this alternative definition.

Regarding the ETH - In this chapter, we have largely focused on the microcanonical entropy in the context of temperature and ensemble equivalence. However, the microcanonical entropy also appears in the ETH ansatz put forward by Srednicki [4] (Eq. (1.6)), presented as the 'thermodynamic entropy' and is defined in a similar fashion to Eqs. (3.2) and (3.4). It would be interesting to investigate the result of using Eq. (3.23) in its place for finite systems.

## Chapter 4

## Non-Hermitian scattering on a tight-binding lattice

In this chapter, our primary focus is analyzing the scattering dynamics and spectrum of a quantum particle on a tight-binding lattice subject to a nonHermitian (purely imaginary) local potential. We also consider a $\mathcal{P} \mathcal{T}$-symmetric system, constructed by balancing loss and gain in the lattice; we make statements about its spectrum using similar methods as in the purely dissipative model. In addition, we begin to build towards an understanding of a many-body system by presenting results for a system of non-interacting particles.

In the single-particle system, the non-Hermitian Hamiltonian describing a tight-binding lattice under the influence of an imaginary potential, as defined in Eq. (1.4), is given by

$$
\begin{equation*}
H=-J \sum_{j=1}^{L-1}(|j\rangle\langle j+1|+|j+1\rangle\langle j|)-i \gamma|q\rangle\langle q|, \tag{4.1}
\end{equation*}
$$

where $q \in[1, L]$ is the location of the dissipative impurity. Here $\gamma$ is a positive constant so that the imaginary potential is absorbing. The labels for the bras and kets here are site labels: The particle lives on an $L$-site chain with open boundary conditions. The hopping strength will subsequently be set to $J=1$, i.e., energies and times are measured in units of $J$ and $1 / J$, respectively, and are therefore presented without units. Additionally, the spacing between sites is set to unity so
that lengths and wavenumbers are also dimensionless. In the following sections, we present the results of our investigation.

Starting with the purely dissipative model, in Section 4.1, we present the scattering results and comparisons with the continuum case. Section 4.2 discusses the spectrum and exceptional points. In Section 4.3, we investigate the system at large values of $\gamma$ and draw a comparison between real and imaginary potentials via their bound states. Following this, in Section 4.4, we introduce a $\mathcal{P} \mathcal{T}$-symmetric system and prove the existence of exceptional points analytically. Then in Section 4.5, we present some results for a non-interacting system, building towards a many-body system. We show that interactions lead to the absence of a particular exceptional point pattern observed in the non-interacting case. Finally, Section 4.6 presents some discussion and concluding remarks. The material in Sections 4.1-4.3 are published in Ref. [202], with some differences in the details of the presentation.

### 4.1 Scattering at an absorbing potential - reflection, transmission, absorption

In this section, we examine the scattering of a quantum particle by a single dissipative impurity. To compare with the corresponding continuum system, we first work out the results for the continuum system in subsection 4.1.1. We then present numerical results for the lattice problem in subsection 4.1.2 before comparing both cases in subsection 4.1.3.

### 4.1.1 Continuum scattering by an imaginary delta-potential

 Complex scattering potentials in the continuum have been considered generally in the literature $[174,175,294]$. We are specifically interested in the case of an imaginary potential of delta-function shape, which is the analog of the single-site potential on a lattice.In the continuum, the wavefunction $\psi(x)$ satisfies the time-independent Schrödinger

Equation:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \frac{d^{2} \psi(x)}{d x^{2}}+V(x) \psi(x)=E \psi(x) \tag{4.2}
\end{equation*}
$$

(We will eventually set $\hbar=1$ but retain it for now.) We take $V(x)$ to be a negative imaginary delta potential: $V(x)=-i \gamma \delta(x)$.

Solving the scattering problem is a variation of the standard textbook scattering problem with a real delta-function potential [295]. We take the wavefunction $\psi(x)$ to be of the form $A e^{i k x}+B e^{-i k x}$, although the coefficients are not necessarily the same on both sides of the potential $(x=0)$; hence we write

$$
\psi(x)= \begin{cases}\psi_{L}(x)=A_{L} e^{i k x}+B_{L} e^{-i k x}, & x<0  \tag{4.3}\\ \psi_{R}(x)=A_{R} e^{i k x}+B_{R} e^{-i k x}, & x>0\end{cases}
$$

Considering a particle moving from the left side of the potential to the right, we set the coefficients as:

$$
\begin{align*}
& A_{L}=1, B_{L}=r \\
& A_{R}=0, B_{R}=t \tag{4.4}
\end{align*}
$$

with $r$ and $t$ the coefficients of the wave that are reflected and transmitted, respectively. We then use the appropriate (dis)continuity conditions at $x=0$,

$$
\begin{equation*}
\psi(0)=\psi_{L}(0)=\psi_{R}(0), \quad \frac{\hbar^{2}}{2 m}\left(\psi_{R}^{\prime}(0)-\psi_{L}^{\prime}(0)\right)=-i \gamma \psi(0), \tag{4.5}
\end{equation*}
$$

to solve for the reflection $(r)$ and transmission $(t)$ amplitudes. Here, the second condition is obtained by integrating the Schrödinger equation around $x=0$ over an interval $[-\epsilon, \epsilon]$.


Figure 4.1: Results of continuum scattering: The reflection, transmission, and absorption probabilities $(R, T, A)$, plotted against the strength $\gamma$ of the dissipative delta-potential. Here $k=\pi / 2, \hbar=1$, and $m=0.5$.

This yields the coefficients

$$
\begin{equation*}
r=\frac{-1}{1+\frac{k \hbar^{2}}{m \gamma}} \quad, \quad t=\frac{1}{1+\frac{m \gamma}{k \hbar^{2}}} . \tag{4.6}
\end{equation*}
$$

Using Eq. (4.6), we can obtain the reflection, transmission, and now also absorption probability as functions of the parameter $\gamma$ :

$$
\begin{equation*}
R=|r|^{2}, \quad T=|t|^{2}, \quad A=1-R-T, \tag{4.7}
\end{equation*}
$$

where we have defined the probability to be absorbed as the probability to not be reflected or transmitted. These coefficients are plotted in Figure 4.1 as a function of $\gamma$.

We see in Figure 4.1 that $R=T$ for a particular value of $\gamma$, and that $A$ is maximized by some value of $\gamma$. Using equations (4.6) and (4.7), we find that these points are both equal to

$$
\begin{equation*}
\gamma^{\star}=\frac{k \hbar^{2}}{m} \tag{4.8}
\end{equation*}
$$

These expressions depend on $\hbar$ and the mass $m$. We set $\hbar=1$. To facilitate comparison with the lattice situation, we choose $m=1 / 2$ so that the quadratic dispersion $\left(\hbar^{2} k^{2} / 2 m\right)$ on the continuum matches the low-energy part of the cosine dispersion $(-2 \cos k)$ on the lattice without an impurity. Thus

$$
\begin{equation*}
r=\frac{-\gamma}{\gamma+2 k}, \quad t=\frac{2 k}{\gamma+2 k}, \quad \gamma^{\star}=2 k . \tag{4.9}
\end{equation*}
$$

### 4.1.2 Lattice

We now turn to the lattice problem. Through numerical time evolution, we will calculate the reflection and transmission fractions, $R$ and $T$, and obtain the absorption fraction using $A=1-R-T$.

We initialize our particle as (a discrete version of) a Gaussian wavepacket localized around the site $j_{0}$ and carrying lattice momentum $k$ :

$$
\begin{equation*}
|\psi(0)\rangle=\sum_{j} \psi_{j}(0)|j\rangle=\mathcal{N}^{-1} \sum_{j} e^{\frac{-\left(j-j_{0}\right)^{2}}{2 \sigma^{2}}} e^{i k j}|j\rangle, \tag{4.10}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization constant. A positive $k$ ensures that the wavepacket will propagate rightwards initially. The position $j_{0}$ is chosen such that the wavepacket starts on the left side of the lattice, and does not initially overlap significantly with either the lattice edges or the impurity. The width $\sigma$ is chosen to be significantly larger than 1 but significantly smaller than $L / 2$. The wavepacket is evolved in time using the non-Hermitian Hamiltonian, Eq. (4.1), via:

$$
\begin{equation*}
|\psi(t)\rangle=e^{-i H t}|\psi(0)\rangle \tag{4.11}
\end{equation*}
$$

Note that due to the non-Hermiticity of $H$, the eigenspectrum can be complex, and thus the evolution is, in general, non-unitary. If we express the wavefunction at time $t$ in the site basis:

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{j} \psi_{j}(t)|j\rangle \tag{4.12}
\end{equation*}
$$



Figure 4.2: Wavepacket evolution illustrated by a density plot of site occupancies $\left|\psi_{j}\right|^{2}$. Here $L=500, \sigma=40, k=\pi / 2$. (A): $\gamma=0.5$ - Shows less of the wavepacket being reflected than transmitted. (B): $\gamma=2$ - Shows roughly similar amounts of the wavepacket being reflected/transmitted. (C): $\gamma=10$ - Shows less of the wavepacket being transmitted than reflected.
then the coefficients $\psi_{j}(t)$ provide the occupancies, $\left|\psi_{j}(t)\right|^{2}$.
Figure 4.2 illustrates the numerical time evolution of a wavepacket for three different values of $\gamma$, initially localized near the left end of a 500 -site lattice. After the particle is incident on the impurity, we see different portions of the wavepacket being reflected and transmitted.

Choosing a time after the collision has occurred, such that the reflected and transmitted packets are well-separated from the impurity, one can define the coefficients based on the wavefunction coefficients at this time. The reflected fraction is the weight to the left of the impurity, while the transmitted fraction is


Figure 4.3: Reflection, transmission and absorption probabilities calcuated using wavepacket evolution on the lattice. ( $R, T, A$ plotted against $\gamma$.) Here $L=500, \sigma$ $=40, k=\pi / 2$.
that to the right. Denoting the impurity site as $q$, the coefficients are given as

$$
\begin{equation*}
R=\sum_{j=1}^{q}\left|\psi_{j}\right|^{2}, \quad T=\sum_{j=q+1}^{L}\left|\psi_{j}\right|^{2}, \quad A=1-R-T . \tag{4.13}
\end{equation*}
$$

Figure 4.3 shows the results of calculating the coefficients for a lattice with 500 sites, with the impurity at site 250 , for a range of values for $\gamma$. The coefficients are extracted from time evolution with a $\sigma=40$ wavepacket. The measurement of weights on the left and right parts of the lattice is performed at a time well after the wavepacket has scattered off the impurity but well before either the reflected or the transmitted wavepacket reaches one of the boundaries. For Figure 4.3, this time was $t=160$. For other values of $k$ (Figure 4.4), the times are different as the speed of the wavepacket depends on $k$. We have checked that the dependence on $\sigma$ is negligible provided $1 \ll \sigma \ll L / 2$. For both Figure 4.2 and Figure 4.3, the wavepacket momentum is $k=\pi / 2$, for which the dispersion of the wavepacket is least severe.

### 4.1.3 Comparison between continuum and lattice

Comparing Figures 4.1 and 4.3, we see that our lattice results are very similar to the continuum results, except for a rescaling of $\gamma$. In the continuum case, we have found that the main feature, namely the maximum of $A(\gamma)$, or the crossing point of $R(\gamma)$ and $T(\gamma)$, occurs at a value of $\gamma$ that is proportional to the momentum, $\gamma^{\star}=2 k$. Therefore, one would expect that in the lattice case, $\gamma^{\star}$ should also depend on the momentum of the scattering particle. More specifically, since the single-particle dispersion changes as $k^{2} \rightarrow-2 \cos k$ in going from the continuum to lattice, one expects from the dependence of $\gamma^{\star}=2 k$ in the continuum that the dependence might be $\gamma^{\star}=2 \sin k$ on the lattice.

To extract $\gamma^{\star}$ for various momenta, we perform the numerical time evolution of the wavepacket scattering for multiple momentum values and identify the maximum of the absorption $A(\gamma)$. The results are shown in Figure 4.4, comparing the continuum and lattice case. Indeed the momentum dependence of the $\gamma^{\star}$ appears to be $\approx 2 \sin k$ on the lattice, with a maximum of $\gamma^{\star} \approx 2$ for $k=\pi / 2$.


Figure 4.4: Comparing results of the value of $\gamma$ for which absorption is maximized in the continuum ( $\gamma^{\star}=2 k$ ) and on the lattice (obtained from numerical wavepacket evolution). Lattice results are obtained with $L=250$ and $\sigma=15$. For comparison, the function $2 \sin k$ is plotted (dashed curve).

### 4.2 Spectrum and exceptional points

In this section, we analyze the spectrum of the single particle non-Hermitian Hamiltonian, Eq. (4.1). It turns out that the value $\gamma \approx 2$ also plays a special role in the spectrum.

Previously we presented data for systems with 500 and 250 sites. In this section, for clarity, we focus on the spectrum of smaller system sizes. As the eigenvalues are complex, there is no particularly natural way to order them. Here, we order the eigenstates based on their real component and then by their imaginary component, from smallest to largest, i.e., $1-2 i$ comes before $1+2 i$. Figure 4.5 presents the eigenvalues for a system with 14 sites as a function of $\gamma$. The real and imaginary components are shown separately. We also plot the 14 eigenvalues


Figure 4.5: Energy spectrum of the Hamiltonian, Eq. (4.1), for $L=14$, as function of the potential strength $\gamma$. Real and imaginary parts of the eigenvalues are plotted separately.


Figure 4.6: Eigenvalues of the Hamiltonian, Eq. (4.1), for $L=14$, for three values of $\gamma$, below, at, and above the exceptional point. For each value of $\gamma$, the $L$ eigenvalues are plotted in the complex plane. For $\gamma=2$, only $L / 2$ points are visible due to the pairing of the eigenvalues.
in the complex plane, for three different values of $\gamma$, in Figure 4.6. For any value of $\gamma$, the real part of the eigenvalues are generally spaced between -2 and +2 , as one expects from a tight-binding one-dimensional lattice. The most visibly striking feature in the spectrum is that, at $\gamma=2$, all of the eigenvalues coalesce in pairs. We note that the imaginary components are already paired up for $\gamma<2$, and these pairs proceed to coalesce at $\gamma=2$, at which point the real components also pair up.

This is not a higher-order exceptional point [296-298], but rather an exceptional point where all eigenvalues pair up as second-order exceptional points, not just two eigenvalues. Of course, observing the eigenvalues is not sufficient to say that this is an exceptional point - the eigenvectors also need to coalesce. Indeed, considering the pair of eigenstates whose eigenvalues become equal at $\gamma=2$, we find numerically that one of the eigenstates becomes equal to $-i$ times the other eigenstate. To illustrate the eigenstate coalescence, we use the (non) orthogonality matrix

$$
\begin{equation*}
U_{j k}=\left\langle E_{j} \mid E_{k}\right\rangle \tag{4.14}
\end{equation*}
$$

between the eigenstates $\left|E_{j}\right\rangle$. As each eigenstate is simply $-i$ times another at $\gamma=2$, we would expect the absolute value of the overlap of an eigenstate with at least one other eigenstate to be 1. In Figure 4.7, we illustrate the observed unit


Figure 4.7: The absolute value of non-orthogonality matrix elements, Eq. (4.14), for the eigenstates of the Hamiltonian, Eq. (4.1), for $L=18$ sites.
overlap between pairs of eigenstates at $\gamma=2$ (b), in contrast to the $\gamma=1$ (a) case.

We can show analytically that the eigenvalues always group into degenerate pairs at $\gamma=2$ for a lattice with an even number of sites and the impurity at one of the center lattice sites. The complete derivation is detailed in Appendix C.1, but we outline the derivation below.

We wish to find the eigenvalues of the Hamiltonian, Eq. (4.1), which is an $L \times L$ matrix with elements:

$$
\begin{equation*}
\left[H_{q}\right]_{j k}=-\delta_{j, k+1}-\delta_{j+1, k}-i \gamma \delta_{j q} \delta_{j k}, \tag{4.15}
\end{equation*}
$$

with $1 \leq q \leq L$ a fixed integer. The characteristic polynomial of $H$, up to a minus sign, is the determinant of the matrix

$$
\begin{equation*}
\left[A_{q}\right]_{j k}=\delta_{j, k+1}+\delta_{j+1, k}+\lambda \delta_{j, k}+i \gamma \delta_{j q} \delta_{j k}, \tag{4.16}
\end{equation*}
$$

It is straightforward to show that the determinant, $P_{n}$, of an $n \times n$ tridiagonal matrix $A_{i j}=b_{i} \delta_{i, j+1}+c_{j} \delta_{i+1, j}+a_{i} \delta_{i j}$ satisfies a recurrence relation

$$
\begin{equation*}
P_{n}=a_{n} P_{n-1}-c_{n-1} b_{n-1} P_{n-2} . \tag{4.17}
\end{equation*}
$$

Thus we can define a recurrence relation for the tridiagonal matrix $H$, Eq. (4.15). A standard method of solving linear recurrence relations is to use the $Z$-transform. Since $P_{n}$ for Eq. (4.15) is only defined for $n \geq 0$, we use the unilateral $Z$-transform defined as $\mathcal{Z}\left\{P_{n}\right\}=\sum_{n=0}^{\infty} P_{n} z^{-n}$. Using the $Z$-transform, shifting the summation index, and utilizing the recurrence relation, following some algebra we end up with the characteristic polynomial of the Hamiltonian, Eq. (4.15), with $L$ sites, and an impurity on site $q$ as

$$
\begin{equation*}
P_{L, q}=K_{q-1} K_{L-q+1}+\left(i \gamma K_{q-1}-K_{q-2}\right) K_{L-q} \tag{4.18}
\end{equation*}
$$

for $1 \leq q \leq L$. Here, $K_{n}$ is a function of $n$ and the parameter $\lambda$. For the specific case of $q=L / 2$ (or $L / 2+1$ ) with $L$ even, we find

$$
\begin{equation*}
P_{L, L / 2}=K_{L / 2}^{2}-K_{L / 2-1}^{2}+i \gamma K_{L / 2-1} K_{L / 2} \tag{4.19}
\end{equation*}
$$

Thus, when $\gamma=2$, this can be written as

$$
\begin{equation*}
P_{L, L / 2}=\left(K_{\frac{L}{2}}+i K_{\frac{L}{2}-1}\right)^{2} \tag{4.20}
\end{equation*}
$$

This means that every root of the polynomial is a zero of order at least 2, i.e., the eigenspectrum is doubly degenerate at $\gamma=2$.

The eigenstate degeneracy is quite easily shown once we know there is an eigenvalue degeneracy. For tridiagonal matrices, such as Eq. (4.15), it is straightforward to argue a coalescence of eigenvalues implies a coalescence of eigenstates, i.e., the eigenstates are linearly dependent. Consider some eigenvalue $E_{n}$ and corresponding eigenvector $\left|E_{n}\right\rangle=\left(x_{1}, x_{2}, \ldots, x_{L}\right)^{T}$. Due to the tridiagonal form of the matrix, all the components $x_{i}$ can be written as a function of $E_{n}$ and the terms on the diagonals, times the first component $x_{1}$. If we have two eigenvectors with the same eigenvalue $E_{n}$, then the functions in the eigenvectors are the same. This implies the eigenvectors only differ in the choice of $x_{1}$, i.e., they are linearly dependent. Thus, if there is an eigenvalue degeneracy at some point, the eigenvectors are linearly dependent.

We have thus shown, analytically, that for even $L$, and impurity at the center of the lattice, the eigenvalues and eigenvectors of the matrix Eq. (4.15) coalesce at $\gamma=2$, demonstrating the existence of an exceptional point.

Unlike exceptional points which separate a $\mathcal{P} \mathcal{T}$-symmetric phase from a $\mathcal{P} \mathcal{T}$ -symmetry-broken phase (see Section 4.4), the eigenvalues of our system are complex on both sides of the exceptional point. The imaginary parts typically have a larger magnitude near the exceptional point and generally decrease as one moves away from $\gamma=2$, with one striking exception. The exception corresponds to one of the two eigenvalues whose real part becomes zero. The imaginary part becomes large and negative as $\gamma$ increases, and eventually becomes $\approx-\gamma$. This eigenvalue corresponds to a bound state localized at the dissipative impurity, which we will analyze in the next section.

The spectral structure discussed here for $L=14$ is applicable for $L \bmod 4=2$. With other values of $L$, there are variations, which we detail in Appendix D.1. In particular, for odd values of $L$, there is only a single pair of eigenvalues coalescing $(L \bmod 4=3)$ or none at all $(L \bmod 4=1)$. However, even with an odd number of sites, the localized eigenstate still exists for large values of $\gamma$. In Appendix D.2, we also discuss the dependence on the location of the impurity site.

### 4.3 Large $\gamma$

In this section, we explore the effect of large $\gamma$ on the scattering dynamics and the spectrum. We observed that the absorption decreased towards zero once $\gamma>\gamma^{\star}$, in both the continuum (Figure 4.1) and the lattice (Figure 4.3) systems. This suggests that the effect of the imaginary potential is similar to that of a real potential, wherein the reflection dominates. In what follows, we draw a comparison between the effects of real and imaginary on-site potentials.

In Section 4.2, we observed a single eigenvalue with a purely imaginary negative component. At large $\gamma$, the eigenvalue approaches $-i \gamma$, for which a plausible explanation would be that the eigenstate is localized at or around the impurity site $q$ and hence its energy is primarily determined by the $-i \gamma|q\rangle\langle q|$ term in the


Figure 4.8: Site occupancies of the localized eigenstate, for both a real $(V)$ and an imaginary $(-i \gamma)$ potential of magnitude 2.5 , and $L=42$ sites. The scale is log-linear.

Hamiltonian, Eq. (4.1). Indeed the corresponding eigenstate is numerically found to be exponentially localized around the impurity site, as illustrated in Figure 4.8.

For comparison, we also consider the effect of a real potential, i.e., the Hermitian Hamiltonian

$$
\begin{equation*}
H=-J \sum_{j=1}^{L-1}(|j\rangle\langle j+1|+|j+1\rangle\langle j|)+V|q\rangle\langle q| . \tag{4.21}
\end{equation*}
$$

Here, $V$ is a real parameter that could be either positive or negative. The spectrum, which is real, contains one state which separates from the band and at large $|V|$ approaches $V$. It is known that this Hamiltonian supports a bound state for negative $V$ and an anti-bound state for positive $V$. This eigenstate is exponentially localized around site $q$.

In Figure 4.8, we show the exponential localization of the eigenstate both for the real potential with $|V|=2.5$ and for the dissipative impurity with $\gamma=2.5$. At these values, the eigenstate is more strongly localized (has a smaller localization length) for the case of the real potential, i.e., for Eq. (4.21). By approximating the occupancies at site $j$ with an exponential of the form: $\propto e^{(j-q) / \alpha}$, where $q$ is


Figure 4.9: $(\mathbf{A}, \mathbf{B})$ Localization length of the bound state $(\alpha)$ plotted as a function of $\gamma(|V|)$ for an imaginary (real) potential. (C) A correspondence between the parameters of the real and imaginary potentials, using the localization length of the bound states. $L=42$ in all panels.
the impurity position, we can extract the localization length $\alpha$. In Figure 4.9(A, B), we show the resulting localization lengths $\alpha$ for both an imaginary and real potential as a function of their respective magnitudes. By extracting $\alpha$ for the localized eigenstate for various values of $\gamma$ in the case of our non-Hermitian system, Eq. (4.1), and for various values of $V$ in the case of the system Eq. (4.21), we can assign to each $\gamma>2$ a value of $V$, for which the same localization length is obtained. Results of this calculation are shown in Figure 4.9(C) for a system with $L=42$ sites. This quantifies the idea that, at large $\gamma$, an absorbing impurity behaves like a real-valued impurity.

For values of $\gamma<2$ there is no bound state. For $\gamma$ slightly larger than 2 , the localization length corresponds to the bound state of a very weak real potential (very small $|V|$ ). As $\gamma$ grows, the corresponding $|V|$ increases and asymptotically approaches $|V|=\gamma$. In other words, the effect of an absorbing impurity of large strength $\gamma \gg 2$ is similar to that of a real-valued impurity of the same strength.

One can ask whether there is a similar correspondence in the continuum case - in that case, the absorption is also low for the non-Hermitian model at large $\gamma$, as clear from Eq. (4.9). It is well known that the negative real delta potential has a single bound (localized) state. However, neither the positive-real potential nor the imaginary potential has a bound state.

To see that a bound state is not permitted in the case of a purely imaginary potential, we start by assuming there is a bound state, which has the form

$$
\psi(x)= \begin{cases}\psi_{L}(x)=A e^{\left(k_{1}+i k_{2}\right) x}, & x<0  \tag{4.22}\\ \psi_{R}(x)=B e^{-\left(k_{1}+i k_{2}\right) x}, & x>0\end{cases}
$$

for some potential $V(x)=\lambda \delta(x)$, with $\lambda$ a complex number. This form of $\psi(x)$ results in a bound state if $k_{1}>0$ as

$$
|\psi(x)|^{2}= \begin{cases}\left|\psi_{L}(x)\right|^{2}=A^{2} e^{\left(k_{1}+i k_{2}\right) x} e^{\left(k_{1}-i k_{2}\right) x}=A^{2} e^{2 k_{1} x}, & x<0  \tag{4.23}\\ \left|\psi_{R}(x)\right|^{2}=B^{2} e^{-\left(k_{1}+i k_{2}\right) x} e^{-\left(k_{1}-i k_{2}\right) x}=B^{2} e^{-2 k_{1} x}, & x>0\end{cases}
$$

In the same spirit as solving for the transport coefficients, we use the (dis)continuity conditions at $x=0$,

$$
\begin{equation*}
\psi(0)=\psi_{L}(0)=\psi_{R}(0), \quad \frac{\hbar^{2}}{2 m}\left(\psi_{R}^{\prime}(0)-\psi_{L}^{\prime}(0)\right)=\lambda \psi(0) \tag{4.24}
\end{equation*}
$$

These conditions give us that $A=B$, and thus

$$
\begin{equation*}
\lambda=-\frac{\hbar^{2}}{m}\left(k_{1}+i k_{2}\right) \tag{4.25}
\end{equation*}
$$

Since we already assumed $k_{1}>0$ to have a bound state in the first place, we see that $\lambda$ must have a non-zero real component for a bound state to exist. Thus we have ruled out a bound state in the continuum for a purely imaginary potential. Hence no quantitative correspondence can be made as measured by the localization length, as we have done for the lattice.


Figure 4.10: Occupancy profiles of a sample of eigenstates, for a system with $L=42$ and $\gamma=2.5$. The legend indicates which eigenvalue the eigenstate corresponds to. Panel (B) illustrates the localized eigenstate.

The existence of a strongly localized eigenstate provides a simple 'spectral' interpretation of the suppression of absorption at large $\gamma$ that we have presented in Subsection 4.1.2. For large $\gamma$, the localized eigenstate has near-zero overlap with the incident wavepacket; in the initial state, the wavepacket is far from the impurity site. Thus, the wavepacket is 'shielded' from the potential as its dynamics are confined to the subspace of all the other eigenstates, which have near-zero weight at the impurity site. Therefore, the wavepacket experiences almost zero absorption. Curiously, for the suppression of absorption in the continuum case (Subsection 4.1.1), this spectral interpretation is invalid; there is no localized eigenstate in that case. However, it is clear from the expressions for $r$ and $t$, Eq. (4.6), that in the large $\gamma$ limit $R \rightarrow 1$ and $T \rightarrow 0$. This then implies that the absorption $A \rightarrow 0$ as was observed in the lattice case.

Other than the localized eigenstate, the eigenstates resemble those for a real potential - the eigenstates at the bottom and top of the band have few nodes, while those near the center have many nodes. Figure 4.10 illustrates a selection of the eigenstates of a system with $L=42$ sites. They are labeled as ' $E_{i}$ ', i.e., the eigenstate presented is the state corresponding to the $i^{\text {th }}$ eigenvalue when ordered
in the described manner.
Note that the eigenvector coefficients $\left\langle j \mid E_{i}\right\rangle$ are themselves complex; we only show the occupancies $\left|\left\langle j \mid E_{i}\right\rangle\right|^{2}$ and not the real and imaginary parts separately. (Here $\left|E_{i}\right\rangle$ is the eigenvector in question and $j$ is the site index.)

## $4.4 \mathcal{P} \mathcal{T}$-symmetric model

In this section, we shall examine a $\mathcal{P} \mathcal{T}$-symmetric model that is obtained by introducing an additional 'enhancing' potential to the previously studied nonHermitian model. Using the same analytical argument derived for the purely dissipative potential, we can prove the existence of an exceptional point for this $\mathcal{P T}$-symmetric model.
$\mathcal{P} \mathcal{T}$-symmetry.- A $\mathcal{P} \mathcal{T}$-symmetric system is not symmetric under a parity (spatial) or time reversal (temporal) transformation independently. If the Hamiltonian of the system is invariant under a combined parity-time ( $\mathcal{P} \mathcal{T})$ transformation, then the system is said to be $\mathcal{P} \mathcal{T}$-symmetric. This is equivalent to saying the Hamiltonian commutes with the $\mathcal{P} \mathcal{T}$ operator. Non-Hermitian Hamiltonians that preserve $\mathcal{P} \mathcal{T}$-symmetry can exhibit purely real spectra in the so-called unbroken $\mathcal{P} \mathcal{T}$-symmetric regime. In this regime, the eigenstates of the Hamiltonian are also eigenstates of the $\mathcal{P} \mathcal{T}$ operator simultaneously. In contrast, the broken $\mathcal{P} \mathcal{T}$-symmetric regime features a complex spectrum, and not all of the eigenstates of the Hamiltonian are simultaneous eigenstates of the $\mathcal{P} \mathcal{T}$ operator. Due to this possibility of real eigenvalues in the unbroken phase, $\mathcal{P} \mathcal{T}$-symmetry has been suggested as a generalization of the standard postulate that a quantum mechanical Hamiltonian should be Hermitian [299]. Hermiticity ensures real eigenvalues and unitary time evolution under the Schrödinger equation. Similarly, in the unbroken $\mathcal{P} \mathcal{T}$-symmetric phase, the eigenvalues of the non-Hermitian Hamiltonian are real, guaranteeing unitary evolution. The subject of $\mathcal{P} \mathcal{T}$-symmetric Hamiltonians gained significant interest due to early studies such as $[300,301]$ and has continued to attract attention in recent years [161-167,302]. For a comprehensive overview, references such as [299] or [303] can be consulted.


Figure 4.11: The loss/gain sites are placed equidistant from the center of the lattice, as shown here for $L=12$. We consider setups with the loss site placed before the gain site.
$\mathcal{P} \mathcal{T}$-symmetric non-Hermitian Hamiltonians are considered to be effective models of dissipative systems with balanced loss and gain. Thus, a $\mathcal{P T}$-symmetric version of our non-Hermitian tight-binding setup, originally consisting of a single absorbing potential, is achieved by balancing the loss via an 'enhancing' potential. We use the term 'enhance' as the potential does not continually emit into the system; it only amplifies passing wavepackets. To ensure $\mathcal{P} \mathcal{T}$-symmetry, the two potentials are placed equidistant from the center of the lattice and have potentials of opposite signs but equal magnitude. Figure 4.11 illustrates an example of the setup. The Hamiltonian describing such a system is given by

$$
\begin{align*}
H=-J & \sum_{j=1}^{L-1}(|j\rangle\langle j+1|+|j+1\rangle\langle j|) \\
& -i \gamma(|q\rangle\langle q|-|L-q+1\rangle\langle L-q+1|) . \tag{4.26}
\end{align*}
$$

Generally, $1 \leq q \leq L$, but here we focus on systems with $1 \leq q \leq L / 2$, i.e., the absorbing potential is in the left half of the lattice.

This model harbors many exceptional points for various configurations of $q$ and values of $\gamma[167]$. We focus on the exceptional points appearing for $\gamma=1$ with both $q=L / 2$ and $q=1$. In the former case, with the two potentials placed side-by-side in the center of the lattice, all eigenvalues coalesce into degenerate pairs, similarly to what we observed for our single absorber. In the latter case, with the potentials placed at opposite ends of the open chain, only a single pair of eigenvalues coalesce. These exceptional points have previously been observed numerically [167].

We illustrate examples of the eigenvalue coalescence in Figure 4.12 for a lattice with $L=10$ for the cases of $q=1$ and $q=L / 2$. The figure illustrates the entirely real spectrum in the unbroken $\mathcal{P} \mathcal{T}$-symmetric regime for $\gamma<1$ for both cases.


Figure 4.12: Energy spectrum of the $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian, Eq. (4.26), for $J=1, L=10$, with $q=1$ (left) and $q=L / 2$ (right), as a function of the potential strength $\gamma$. Real and imaginary parts of the eigenvalues are plotted separately.

In addition, we can see that the eigenvalues which coalesced at $\gamma=1$ become complex conjugate pairs after the exceptional point.

By using the same methodology employed in the case of a single dissipative potential in Section 4.2 to demonstrate the existence of many exceptional points, we are able to prove, analytically, the existence of the observed exceptional points in this $\mathcal{P} \mathcal{T}$-symmetric model. The analytical proof proves there are exceptional points at $\gamma=1$ for both cases of the potentials: at the center and opposite ends of the chain. The complete proof is detailed in Appendix C.2. Here, we outline the main results:
(i) For $q=1$ (impurities at opposite ends of the chain) when $\gamma= \pm 1$, we
can show that the characteristic polynomial of the Hamiltonian, Eq. (4.26), is proportional to that of an open boundary $L-1$ site tight-binding chain. For $(L-1)+1=L$ even, this is known to have a single pair of degenerate eigenvalues. Thus, when $L$ is even, Eq. (4.26) has a single pair of degenerate eigenvalues. A similar result was derived using a Bethe ansatz in Ref. [162].
(ii) For $q=L / 2$ (impurities at the center) when $\gamma= \pm 1$, we can show that the characteristic polynomial of the Hamiltonian in Eq. (4.26) is doubly degenerate, i.e., any root of the polynomial is a zero of at least order 2. In addition, the characteristic polynomial at this point, interestingly, is the square of the characteristic polynomial of a chain of length $L / 2$.

In both cases, once we have an eigenvalue degeneracy, it is straightforward to prove there is an eigenstate coalescence, precisely the same as in Section 4.2. Thus, we have proved the existence of these exceptional points.

The result (ii), for $q=L / 2$, implies the spectrum at $\gamma= \pm 1$ can be interpreted as two decoupled chains of length $L / 2$. This can be seen from the characteristic polynomial but can also be illustrated by performing a basis transformation that converts the Hamiltonian $H$ into block form.

To perform the transformation, we start with the basis $\{|m\rangle: m \in[1, L]\}$, which our Hamiltonian $H$ is written in. Then, we can define new basis states

$$
\begin{equation*}
|n, \pm\rangle=\frac{1}{\sqrt{2}}(|n\rangle \pm i|L-n+1\rangle) \tag{4.27}
\end{equation*}
$$

where $n \in[1, L / 2]$. We can write then write the original basis states in terms of the new basis states via

$$
|n\rangle=\left\{\begin{array}{cl}
\frac{1}{\sqrt{2}}(|n,+\rangle+|n,-\rangle) & , 1 \leq n \leq L / 2  \tag{4.28}\\
-\frac{i}{\sqrt{2}}(|L-n+1,+\rangle-|L-n+1,-\rangle) & , L / 2<n \leq L
\end{array}\right.
$$

to obtain the Hamiltonian as

$$
\begin{align*}
\tilde{H}= & -J \sum_{n=1}^{L / 2-1}(|n,+\rangle\langle n+1,+|+|n,-\rangle\langle n+1,-|+\text { h.c. }) \\
& +i(J-\gamma)|L / 2,+\rangle\langle L / 2,-|-i(J+\gamma)|L / 2,-\rangle\langle L / 2,+| . \tag{4.29}
\end{align*}
$$

From this we can clearly see the coupling between the two sectors $|.,+\rangle$ and
 $S^{\dagger}$, such that its columns are the new basis vectors $|n, \pm\rangle$. Our Hamiltonian in this new basis is then retrieved by computing $\tilde{H}=S H S^{\dagger}$. With the basis properly ordered $(|1,+\rangle, \ldots|L / 2,+\rangle,|L / 2,-\rangle, \ldots|1,-\rangle)$, we can write the Hamiltonian in the following block form:

$$
\tilde{H}=\left(\begin{array}{cc}
H_{\mathrm{hop}} & Q_{-}  \tag{4.30}\\
Q_{+} & H_{\mathrm{hop}}
\end{array}\right) .
$$

Here, $H_{\text {hop }}$ are simply tight-binding Hamiltonians for chains of length $L / 2$ while $Q_{ \pm}$represent the couplings of the form $\mp i(1 \pm \gamma)$. Therefore, we can see that when $\gamma= \pm 1, Q_{\mp}=0$, resulting in a triangular block matrix. In this case, the spectrum is just the spectrum of two decoupled half-chain hopping Hamiltonians - as the remaining coupling term does not affect the determinant and hence, the characteristic polynomial. An interpretation of this is that the system acts as two half chains that are coupled in both directions. Thus, at $\gamma= \pm 1$, one of the couplings is broken, resulting in unidirectional transport.

### 4.5 Many-body system

In earlier chapters of this thesis, our focus was exclusively on many-body quantum systems. In this chapter, up to this point, we have been solely concerned with single-particle non-Hermitian systems. In this section, we start to bridge this investigation into the realm of many-body systems. We begin to build towards a complete understanding of the many-body system by first considering the case
of many non-interacting quantum particles. Using results derived for the singleparticle case, we can make statements about the spectrum of the non-interacting many-body system. We show that these statements break down in the interacting many-body system, as could be expected.

### 4.5.1 Non-interacting system

As we are now considering a system of many particles, we use the spin representation of our Hamiltonian introduced in Eq. (1.24). We focus on the case of a single dissipative potential, resulting in the Hamiltonian

$$
\begin{equation*}
H_{M B}=\frac{J}{2} \sum_{j}^{L-1}\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right)-i \gamma\left(S_{q}^{z}+\frac{1}{2}\right), \tag{4.31}
\end{equation*}
$$

for a system of $L$ spins (lattice sites), and $N$ spin-up excitations (particles). The model is similar to an $X X$ chain with a purely imaginary magnetic field.

Using numerical exact diagonalization to obtain the complex spectrum of the Hamiltonian, Eq. (4.31), we observe a similar proliferation of exceptional points at $\gamma=2$, following the same constraint as the single particle case of $L$ even. In Figure 4.13, we illustrate an example of the spectrum for a small many-body system. The real and imaginary components of the eigenvalues are plotted in separate panels as functions of $\gamma$. The coalescence at $\gamma=2$ can be observed in both the real and imaginary components.

As this is a system of non-interacting (free) fermions, we can construct the many-body eigenvalues and eigenstates using those from the single-particle case. In Section 4.2, we discovered the eigenvalues and eigenstates in the single-particle case are all doubly degenerate for $L$ even, so we can expect the many-body values and states to be degenerate.

For $L$ even and $N$ odd, every many-body eigenvalue coalesces with at least one other value at $\gamma=2$, akin to the behavior in the single-particle case. However, for $N$ even, there are always unique many-body eigenvalues that do not coalesce, constructed out of unique combinations of $N$ single-particle states. For example,


Figure 4.13: Energy spectrum of the Many-Body Hamiltonian Eq. 4.31, for $L=6$, $N=3$, and $q=L / 2$, as a function of the potential strength $\gamma$. Real and imaginary parts of the eigenvalues are plotted separately.
consider the case of $L=4$ and $N=2$. Labeling the single particle states $\phi_{n}$, the two many-body values consisting of $\phi_{1}+\phi_{2}$ and $\phi_{3}+\phi_{4}$ are unique, as there are no other combinations of the single particle values that make the same many-body value. Similar arguments hold for the eigenstates.

Thus, we conclude that exceptional points occur in the non-interacting manybody system for a single dissipative potential in the center of a lattice with an even number of sites. For an odd number of particles (spins up), every eigenvalue becomes doubly degenerate, while there are eigenvalues that do not become degenerate for an even number of particles (spins up).

### 4.5.2 Effect of interactions

Now we consider the case of many interacting particles. As introduced in the introduction (Section 1.4.1), we allow nearest neighboring particles to interact via $n_{j} n_{j+1}=\left(c_{j}^{\dagger} c_{j}\right)\left(c_{j+1}^{\dagger} c_{j+1}\right)$. Mapping this to a spin system, we obtain the interacting non-Hermitian Hamiltonian (Eq. (1.26))

$$
\begin{align*}
H_{q}= & \frac{J}{2} \sum_{j}^{L-1}\left(S_{j}^{+} S_{j+1}^{-}+S_{j}^{-} S_{j+1}^{+}\right)-i \gamma\left(S_{q}^{z}+\frac{1}{2}\right) \\
& +\Delta \sum_{j}^{L-1}\left(S_{j}^{z}+1 / 2\right)\left(S_{j+1}^{z}+1 / 2\right) . \tag{4.32}
\end{align*}
$$

This is not a system of many free fermions; thus, we can no longer construct the many-body eigenvalues and eigenstates using those from the single-particle case. Numerically, we observed that if the particles are allowed to interact, the proliferation of exceptional points at a single point in parameter space ceases to occur. While one or more eigenvalues can still coalesce, there is no longer a single point where every eigenvalue pairs up with at least one other.

In Figure 4.14, we illustrate the spectrum of both an interacting and noninteracting system for comparison. In the non-interacting case (Left) at $\gamma=2$, the real and imaginary components merge in groups of at least two eigenvalues. In the interacting case, we see that gaps open in the imaginary part of the spectrum for many of the previously pairing eigenvalues. Additionally, in the real part of the spectrum, the components merge away from the point $\gamma=2$. Different pairs of eigenvalues merge at different values of $\gamma$, signifying the absence of our previously observed unique exceptional point.

### 4.6 Discussion and context

In this chapter, we have studied the scattering dynamics and the spectrum of a tight-binding single-particle lattice system with a non-Hermitian absorbing impurity at one site, focusing on the case where the impurity is near the center of the lattice. Here, we discuss some similar setups that have been investigated and


Figure 4.14: The energy spectrum of the interacting many-body Hamiltonian Eq. 4.32, plotted as a function of the potential strength $\gamma$. System consisting of $L=6, N=3$, and $q=L / 2$, with $J=2$, and $\Delta=0$ (Left) and $\Delta=0.002$ (Right). Real and imaginary parts of the eigenvalues are plotted separately.
possible experimental realizations. Following this, we summarize our findings in this chapter.

Setups loosely similar to the one studied here have been explored in a few other recent works. In Ref. [158], scattering off a localized lattice impurity is studied, where the strength and phase of the impurity are oscillating. Scattering was studied using Gaussian wavepackets, as in the present work. For certain parameters, the oscillatory non-Hermitian impurity was reported to allow perfect transmission ('Floquet invisibility'). In Ref. [304], the lattice impurity was placed at the lattice edge and the role of the non-orthogonality of the eigenstates on the non-unitary time evolution was explored. In addition, some related issues have been discussed in the context of $\mathcal{P} \mathcal{T}$-symmetric lattice systems, formed by having imaginary potentials on multiple sites [161-167] akin to the $\mathcal{P} \mathcal{T}$-symmetric
model introduced in Section 4.4. As already discussed, the spectrum of lattices with two impurities has been studied in Refs. [162, 167], wherein the authors demonstrate the existence of exceptional points using different methodologies to those employed in this thesis. Ref. [161] reported an eigenstate which is localized on the two impurity sites - this may be considered a $\mathcal{P} \mathcal{T}$-symmetric version of the localized eigenstate we have studied. Refs. $[162,163]$ have made comparisons between the non-Hermitian system and corresponding Hermitian system, as we have done. After the appearance of our single absorber investigation as a preprint, our single-particle non-Hermitian Hamiltonian has appeared in Ref. [183] as an effective Hamiltonian. Additionally, a similar investigation into the dynamics of non-interacting quantum particles under the influence of localized losses has since been made using the Linblad formalism [305].

Experimentally, lattice systems with localized losses have been studied in several contexts. In the setup of Ref. [306, 307], a Bose-Einstein condensate is realized in a one dimensional optical lattice, with engineered losses on a single site acting as a local dissipative potential. Connecting single-particle results such as ours to many-boson physics in such a setup remains an interesting challenge for future work.

A realization more similar to the single particle tight-binding system considered in this work is that with photonic lattice systems, such as those in Refs. [308, 309]. In this setup, photonic lattices are realized using femtosecond laser writing to inscribe waveguide arrays with appropriate index profiles in fused silica. The physics of photons in such an architecture can be well-described by a tight-binding model, with an additional spatial direction taking the role of time. This setup, or its variants, has been used to demonstrate a number of paradigmatic tight-binding phenomena, including Bloch oscillations [310] and Anderson localization [311,312]. Both one-dimensional and two-dimensional lattices have been realized, and lossy sites and other types of non-Hermiticity have been explored [109, 309,313]. It is possible to create localized excitations (wavepackets) and observe their propagation $[312,314]$. Thus, studies of scattering off lossy sites should be possible in such a
setup.
Another possible experimental setting for observing scattering off non-Hermitian potentials in a tight-binding lattice might be microwave realizations using coupled dielectric resonators, such as that discussed in [115]. This setup is well approximated by a nearest-neighbor tight-binding Hamiltonian. The resonance frequency of an isolated resonator, and the coupling strength between two resonators (due to the evanescent electromagnetic field), correspond to the on-site energy and the hopping term, respectively. A controllable on-site loss is created by placing an absorbing material on a particular resonator.

In this chapter, by explicit time evolution starting from initial states consisting of momentum-carrying wavepackets, we found the reflection, transmission, and absorption coefficients $(R, T, A)$ as a function of the impurity strength $\gamma$ and of the incident momentum $k$. The absorption was shown to first grow and then decrease as the strength $\gamma$ was increased. It can be argued that this non-monotonic behavior is related to the quantum Zeno effect. The experimentally observed non-monotonic behavior of Ref. [131] can be interpreted in the same light. We have demonstrated and analyzed the effect in a simple lattice setting. We have also compared the lattice results with the scattering of a single particle in a continuum from an absorptive delta-potential, finding good agreement between the two.

We have presented the spectrum of the non-Hermitian system. The system we focus on - an even number of sites, with an impurity at one of the center sites - has an unusual exceptional point structure. At the same value of $\gamma$, all the eigenstates of the system coalesce in pairs. This is not a higher-order exceptional point [296-298], but rather it is a collection of many second-order coalescences at the same point in parameter space. We also demonstrated the same unusual collection of many second-order exceptional points in a $\mathcal{P} \mathcal{T}$-symmetric non-Hermitian system.

At large $\gamma$, the spectrum contains a single localized eigenstate. This is another way in which a strongly dissipative impurity acts like a real-valued impurity potential. The eigenvalue corresponding to the localized eigenstate has a purely
imaginary value. This feature is specific to the lattice, as we have demonstrated that there are no bound states in the corresponding continuum problem. Therefore, it would be intriguing to examine the disappearance of the bound state as the lattice system approaches the continuum limit. Such an investigation could provide insights into the potential significance of the bound state in the observed non-monotonic behavior exhibited in the scattering dynamics.

We established various foundational results in understanding a particular manybody non-Hermitian system. We demonstrated the occurrence of many exceptional points at a single parameter point in the non-interacting many-body system by utilizing our new knowledge of the single-particle case. The same phenomenon did not appear to occur in the interacting system. Our work opens up several avenues of research. In this thesis, we have explored scattering dynamics. A detailed study of other types of dynamics remains to be done, not only for tight-binding lattices, but also for continuum particles subjected to localized absorbers. Extending such dynamical considerations to nonlinear cases $[178,307,315]$ also deserves further exploration. The spectral part of the present study provides motivation for a more thorough investigation of the spectrum of relatively simple non-Hermitian models. The structure we have found - many pairs of eigenvalues coalescing at a single point - persists in the non-interacting many-body system as can be proven from the single particle case, but is lost in the presence of interactions. This behavior suggests that non-Hermitian spectra may hold more surprises not yet known in the literature.

## Chapter 5

## Summary

In this thesis, we carried out investigations that can generally be placed in the context of many-body quantum physics. We investigated various ways to define a correspondence between energy and temperature in finite isolated quantum systems. The first central idea was inspired by implications of the eigenstate thermalization hypothesis, namely that reduced eigenstate density matrices should resemble thermal states. To provide sufficient context, we introduced the idea of thermalization in isolated quantum systems, in particular, the eigenstate thermalization hypothesis. Following this, we considered a standard definition of temperature in statistical mechanics, relating temperature to entropy, and applied it to isolated quantum systems. Finally, we considered the antithesis of an isolated quantum system, namely an open quantum system. We explored the emerging phenomena from a non-Hermitian lattice system, effectively describing a dissipative open quantum system.

In Chapter 2, we proposed methods of defining temperature based on minimizing the distance between (full or reduced) eigenstate density matrices and the canonical ensemble. These definitions were inspired by the idea that an eigenstate has information regarding thermalization encoded in its structure, an implication of the ETH. We found that for full eigenstate matrices, the corresponding temperature $\beta_{E}$ was proportional to the canonical temperature (Eq. (1.1)), a standard in the study of thermalization. The constant of proportionality originates in the Schatten $p$-distance utilized. This was a general result, independent of integra-
bility, chaos, or even thermalization; the relation holds even for non-physical Hamiltonians. This temperature definition reduced to depending solely on the eigenvalues of the system.

For reduced eigenstate matrices, independent of distance measure, the corresponding temperature conformed increasingly well to $\beta_{C}$ when increasing the system size; while holding the subsystem size fixed to some small value less than half the total size. The subsystem temperature heavily relies on the ETH, and as such, it depends on the chaotic (thermalizing) nature of the system and hence the structure of the eigenstates. As could thus be expected, the subsystem temperature does not work well for non-chaotic physical Hamiltonians, or random matrices, in which there is no sense of locality.

In Chapter 3, we considered temperature defined via the standard thermodynamic relation (Eq. (1.3)) between microcanonical entropy and temperature. This investigation is related to the equivalence of microcanonical and canonical ensembles, wherein exact equality is expected in the thermodynamic limit. However, in recent years the emergence of statistical mechanics has been heavily investigated in finite systems of sizes accessible to exact diagonalization. As such, it is essential to understand deviations from ensemble equivalence in systems of such size. We investigated various ways of numerically computing the microcanonical entropy in such systems and compared the resultant temperatures obtained via Eq. (1.3) to the canonical temperature Eq. (1.1).

We investigated four ways of numerically determining the microcanonical entropy $S(E)$, defined as Eq. (3.2). Two of the procedures, counting eigenstates in a constant valued (energy-independent) energy window $\Delta E$ and neglecting a choice of $\Delta E$ entirely via an approximation to the integrated density of states, both result in noticeable finite-size deviations between the resultant temperatures and the canonical temperature. In both cases, we determined that the deviations are expected due to sub-leading corrections in the entropy. However, we demonstrated that counting eigenstates in an energy-dependent window $\Delta E=\alpha^{-1} \sqrt{2 \pi k_{B} T_{c}^{2} C_{c}}$ results in a temperature that is in excellent agreement with the canonical temper-
ature. Here, $\alpha$ is an arbitrary constant for which we do not have precise criteria for fixing its value. We did note that smaller systems appear to require a larger $\alpha$ for a good agreement between the temperatures. Meanwhile, for larger systems, the required $\alpha$ seems to decrease with system size.

These issues surrounding proportionality constants can be avoided by using this energy-dependent window in conjunction with the formulation of entropy in terms of the integrated density of states instead of counting eigenstates in the window. As explained, the constants in $\Delta E(E)$ (Eq. (3.11)) result in a constant shift in entropy, which has no bearing on the temperature. The resultant temperature obtained using this formulation is in excellent agreement with the canonical temperature, even for the small system sizes under consideration in this thesis. Thus, we have determined a prescription that results in a microcanonical entropy that reproduces the canonical temperature in finite isolated quantum systems - without the necessity of any arbitrary constants.

In Chapter 4, we investigated the intriguing phenomena arising from a simple dissipative non-Hermitian lattice model. By studying the explicit time evolution of a single excitation from an initial state consisting of momentum-carrying wavepackets, we found the reflection, transmission, and absorption coefficients $(R, T, A)$ as a function of the dissipation strength $\gamma$ and momentum $k$. The absorption exhibited non-monotonic dependence on $\gamma$, initially growing to a maximum rate before decaying to zero at large $\gamma$. This behavior can be interpreted as a realization of the quantum Zeno effect in a simple lattice setting. We were able to match these lattice results with the scattering of a single particle in a continuum in the presence of an imaginary delta potential. Furthermore, at large $\gamma$ the system behaves similarly to a system with a real potential $V$, including the emergence of a localized eigenstate, which allowed us to directly compare values of $\gamma$ and $V$.

We presented a detailed study of the spectrum of the single-particle system. In particular system configurations, we identified many exceptional points occurring at a single point in parameter space. We analytically proved this peculiar
proliferation of exceptional points. Using the same analytical methodology, we demonstrated a similar proliferation of exceptional points in a $\mathcal{P} \mathcal{T}$-symmetric non-Hermitian system, constructed by balancing dissipative and enhancing potentials symmetrically in the lattice. Using these new results for the single-particle system, we proved that there is a similar proliferation of many exceptional points in the non-interacting many-particle system. This proliferation appears to cease in the presence of interactions.

## Appendix A

## Eigenstate temperature correspondence - Additional data

In this appendix, we provide additional numerical results for the eigenstate based temperatures investigated in Chapter 2:

- In Appendix A. 1 we present further numerical data for the subsystem temperature, in particular, the result of varying the subsystem size in the staggered field model.
- In Appendix A.2, we compute the distance between $\rho^{A}$ and $\rho_{C}^{A}$ at the canonical temperature $\beta_{C}$.


## A. 1 Subsystem temperature - Various subsystem sizes

Here, we present the result of using different subsystem sizes when computing the subsystem temperature $\beta_{S}$, in various models.

In Figure A. 1 we show the explicit scaling of various quantities with subsystem size. We see in (A) that the average minimum of $d_{1}$ increases as $L_{A}$ increases, i.e., the two matrices become less alike. In (B) the standard deviation of the minima increases but then decreases again as $L_{A}$ approaches $L / 2$. In (C) we see the width of $\beta_{S}$ decreased as $L_{A}$ increased, and similarly in (D) the distance between $\beta_{C}$


Figure A.1: Subsystem temperature scaling with subsystem size results. Staggered field model with $h_{x}=h_{z}=0.5, J=1, \Delta=0.95$ and $L=14$. (A) Mean value of $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$, (B) Standard deviation of $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$, (C) Width of $\beta_{S}$ data (D) RMS-distance between $\beta_{C}$ and linear fit to $\beta_{S}$, versus $L_{A}$. All quantities are calculated in the central $20 \%$ of the spectrum.
and $\beta_{S}$ decreased as $L_{A}$ increased.
In Figure A. 2 we show the resultant minimum distance $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ when using different subsystem sizes for various system sizes. This again illustrates the decrease in average minimum distance as $L$ increases, but also shows that the average minimum distance increases with increasing $L_{A}$.

In Section 2.3, we restricted our results to subsystems with $L_{A}<L / 2$. In Figure A. 3 we present an example of the result of using a subsystem with $L_{A}>L / 2$. The minimum distance $\min \left(d_{p}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ continues the trend previously described of increasing as $L_{A}$ increases, and the variance of the values also decreases. However, the $\beta_{S}$ values appeared to cease to align with the $\beta_{C}$ curve, although the variance did continue to decrease. An example of the resultant $\beta_{C}$ for a subsystem greater than half the total system can be seen in Figure A.3. One can also see that the distance between the matrices is close to the maximum value.


Figure A.2: Subsystem temperature results for the staggered field model with $h_{x}=h_{z}=0.5, J=1$ and $\Delta=0.95$, Eq. (1.15). $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ plotted versus energy, each row illustrating a different scaling of system/subsystem size.


Figure A.3: Subsystem temperature results for chaotic Ising model with $L=10$ and $L_{A}=7, h_{x}=0.75$ and $h_{z}=0.5$. Left: $\beta_{S}$ vs. $E$ with canonical $\beta_{C}$ curve shown. Right: $\min \left(d_{1}\left(\rho^{A}, \rho_{C}^{A}\right)\right)$ versus energy.

## A. 2 Distance at canonical temperature

In the main text, we minimized the distance between the reduced density matrix $\rho^{A}=\operatorname{tr}_{B}\left|E_{n}\right\rangle\left\langle E_{n}\right|$, and the reduced canonical matrix $\rho_{C}^{A}=\operatorname{tr}_{B} \exp (-\beta H)$, as a function of $\beta$, to obtain the subsystem temperature $\beta_{S}$. One could instead ask how close the two matrices are at the canonical temperature $\beta_{C}$. In Figure A.4,


Figure A.4: Distance $d_{1}$ at canonical temperature $\beta_{C}$, averaged over the central $20 \%$ of the spectrum, versus inverse system size $L$. We also show the mean standard deviation of the minima. With $L_{A}=2$ for (A) the staggered field model, Eq. (1.15), with $h_{z}=h_{x}=0.5$, and (B) the chaotic Ising model, Eq. (1.21), with $h_{z}=0.5$ and $h_{x}=0.75$.
we plot the resulting trace distance $(p=1)$ between the two matrices for two chaotic spin chains. Alongside the data, we plot a line proportional to the inverse system size $1 / L$ - clearly illustrating that the distance between the matrices at $\beta_{C}$ decreases faster than $1 / L$, for these particular systems at least.

## Appendix B

## Saddle point calculation

In this appendix, we provide the full saddle point calculation that is used to derive the energy-dependent window width $\Delta E(E)$ utilized in Chapter 3. The same calculation is performed in Ref. [54] although with less details than presented here, and similar ones can be found Section 7.2 of Ref. [74], Section 6.8 of Ref. [72], and Chapter 3 of Ref. [75].

We wish to calculate the microcanonical entropy

$$
\begin{equation*}
S(E)=k_{B} \ln (\Gamma(E)), \tag{B.1}
\end{equation*}
$$

as defined in Eq. (3.2) of Chapter 3. Here,

$$
\begin{equation*}
\Gamma(E)=\Delta E g(E)=\Delta E \sum_{n} \delta\left(E-E_{n}\right) \tag{B.2}
\end{equation*}
$$

is the statistical weight, which counts the number of eigenstates with energy $E$ in a window of width $\Delta E$ around $E$, and

$$
\begin{equation*}
g(E)=\sum_{n} \delta\left(E-E_{n}\right), \tag{B.3}
\end{equation*}
$$

is the density of states. Rearranging Eq. B. 1 as

$$
\begin{equation*}
e^{S / k_{B}}=\Gamma(E)=\Delta E \sum_{n} \delta\left(E-E_{n}\right) \tag{B.4}
\end{equation*}
$$

we then replace the delta function with its integral representation

$$
\begin{equation*}
\delta(x)=\int_{-\infty}^{\infty} \frac{d p}{2 \pi} e^{i p x} \tag{B.5}
\end{equation*}
$$

and introduce the Helmholtz free energy $F(\beta)=-\beta^{-1} \ln \left(\sum_{n} e^{-\beta E_{n}}\right)$, to obtain

$$
\begin{equation*}
e^{S / k_{B}}=i \Delta E \int_{-i \infty}^{i \infty} \frac{d \beta}{2 \pi} e^{\beta(E-F(\beta))} \tag{B.6}
\end{equation*}
$$

The integral over $\beta$ is along the imaginary axis in the complex $\beta$-plane. The integral in Eq. (B.6) needs to be evaluated, which can be done via a saddle point approximation. To apply the saddle point approximation, we first need to find the critical point of the exponent $h(\beta)=\beta(E-F(\beta))$, by setting $h^{\prime}(\beta)=0$ and solving for $\beta$.

$$
\begin{align*}
\frac{\partial h(\beta)}{\partial \beta} & =E-F(\beta)+\beta\left(\frac{\partial E}{\partial \beta}-\frac{\partial F(\beta)}{\partial \beta}\right)=E-F(\beta)-\beta \frac{\partial F(\beta)}{\partial \beta}, \\
\frac{\partial F(\beta)}{\partial \beta} & =\beta^{-2} \ln (Z)-\beta^{-1} \frac{\partial Z}{\partial \beta}, \\
\Longrightarrow h^{\prime}(\beta) & =E-\frac{\partial Z}{\partial \beta}=E-\frac{\sum_{n} E_{n} e^{-\beta E_{n}}}{\sum_{n} e^{-\beta E_{n}}} . \tag{B.7}
\end{align*}
$$

This means the condition for the critical point is

$$
\begin{equation*}
E=\frac{\sum_{n} E_{n} e^{-\beta E_{n}}}{\sum_{n} e^{-\beta E_{n}}} \tag{B.8}
\end{equation*}
$$

which is precisely Eq. (1.1) defining the canonical temperature. Thus the saddle point is at $\beta=\beta_{C}$, the canonical inverse temperature.

Now to perform the saddle point approximation to second order, so as to examine the effect of $\Delta E$ in finite sized systems, we must expand $h(\beta)$ as a Taylor series about $\beta_{C}$, up to second order, as the first is zero by definition. First, we obtain the derivatives

$$
\begin{align*}
& \frac{\partial^{2} h(\beta)}{\partial \beta^{2}}=\frac{\partial h^{\prime}(\beta)}{\partial \beta}=\frac{\partial}{\partial \beta}\left(E-F(\beta)-\beta \frac{\partial F(\beta)}{\partial \beta}\right), \\
& \frac{\partial^{2} h(\beta)}{\partial \beta^{2}}=-2 \frac{\partial F(\beta)}{\partial \beta}-\beta \frac{\partial^{2} F(\beta)}{\partial \beta^{2}} . \tag{B.9}
\end{align*}
$$

Then, replacing $\beta$ derivatives with $T$ derivatives, we observe

$$
\begin{align*}
\frac{\partial^{2} h(\beta)}{\partial \beta^{2}} & =-2\left(-\frac{1}{\beta^{2} k_{B}} \frac{\partial F(\beta)}{\partial T}\right)-\beta\left(\frac{2}{\beta^{3} k_{B}} \frac{\partial F(\beta)}{\partial \beta}+\frac{1}{\beta^{4} k_{B}^{2}} \frac{\partial^{2} F(\beta)}{\partial T^{2}}\right), \\
\frac{\partial^{2} h(\beta)}{\partial \beta^{2}} & =-\frac{1}{\beta^{3} k_{B}^{2}} \frac{\partial^{2} F(\beta)}{\partial T^{2}}=-k_{B} T^{2}\left(T \frac{\partial^{2} F(\beta)}{\partial T^{2}}\right) \tag{B.10}
\end{align*}
$$

Introducing the heat capacity $C=\frac{\partial E}{\partial T}=-T \frac{\partial^{2} F}{\partial T^{2}}$, we finally have

$$
\begin{equation*}
h^{\prime \prime}(\beta)=\frac{\partial^{2} f(\beta)}{\partial \beta^{2}}=-k_{B} T^{2} C . \tag{B.11}
\end{equation*}
$$

We are now equipped to perform the saddle point approximation. Expanding in (B.6), we can write

$$
\begin{equation*}
e^{S / k_{B}} \approx i \Delta E \int_{-i \infty}^{i \infty} \frac{d \beta}{2 \pi} e^{h\left(\beta_{C}\right)+h^{\prime \prime}\left(\beta_{C}\right)\left(\beta-\beta_{C}\right)^{2} / 2} \tag{B.12}
\end{equation*}
$$

then pulling out the constant $h\left(\beta_{C}\right)$ term, and substituting for $h^{\prime \prime}\left(\beta_{C}\right)$, we obtain

$$
\begin{equation*}
e^{S / k_{B}} \approx i \Delta E \cdot e^{\beta_{C}\left(E-F\left(\beta_{C}\right)\right)} \int_{-i \infty}^{i \infty} \frac{d \beta}{2 \pi} e^{k_{B} T_{C}^{2} C_{C}\left(\beta-\beta_{C}\right)^{2} / 2} . \tag{B.13}
\end{equation*}
$$

Substituting $i x=\beta-\beta_{C}$, we end up with the Gaussian integral

$$
\begin{equation*}
e^{S / k_{B}} \approx \frac{\Delta E}{2 \pi} \cdot e^{\beta_{S}\left(E-F\left(\beta_{C}\right)\right)} \int_{-\infty}^{\infty} d x e^{-\left(k_{B} T_{C}^{2} C_{C} / 2\right) x^{2}} \tag{B.14}
\end{equation*}
$$

which evaluated equals

$$
\begin{equation*}
e^{S / k_{B}} \approx \frac{\Delta E}{\sqrt{2 \pi k_{B} T_{C}^{2} C_{C}}} e^{\beta_{C}\left(E-F\left(\beta_{C}\right)\right)} . \tag{B.15}
\end{equation*}
$$

Then simply taking the logarithm to calculate the entropy, we obtain

$$
\begin{equation*}
\left.\frac{S}{k_{B}}=\beta_{C} E-\beta_{C} F\left(\beta_{C}\right)\right)+\ln \left(\frac{\Delta E}{\sqrt{2 \pi k_{B} T_{C}^{2} C_{C}}}\right) . \tag{B.16}
\end{equation*}
$$

## Appendix C

## Analytical derivation of exceptional points

In this appendix, we provide the full analytical derivations of the exceptional points that were observed numerically in Chapter 4.

- In Appendix C. 1 we provide the full analytical derivation of the exceptional points in the single dissipative potential system.
- In Appendix C. 2 we provide the full analytical derivation of the exceptional points in the $\mathcal{P} \mathcal{T}$-symmetric system.


## C. 1 Analytical expressions for the spectrum of a purely dissipative system

In the main text, we have shown numerically that the eigenvalues of the purely dissipative system (Eq. (1.25)) coalesce in pairs at $\gamma=2$, for even $L$, when the impurity site $q$ is one of the central sites, i.e., when $q=L / 2$ or $q=(L / 2)+1$. In this Appendix, we analyze the eigenvalues analytically. We express the characteristic polynomial (whose roots are the eigenvalues) in a form that allows us to predict: first, that all the eigenvalues pair up when $q$ is one of the central sites, and second, that there are multiple exceptional points because each eigenstate pair is linearly dependent. The characteristic polynomial is treated in Section C.1.1, and the case
of $q=L / 2$ (or $q=L / 2+1$ ) is considered in Section C.1.2.

## C.1.1 General location, $q$

We want to find the eigenvalues of the $L \times L$ matrix

$$
\begin{equation*}
\left[H_{q}\right]_{j k}=-\delta_{j, k+1}-\delta_{j+1, k}-i \gamma \delta_{j q} \delta_{j k} . \tag{C.1}
\end{equation*}
$$

Here, $1 \leq q \leq L$. The characteristic polynomial of this matrix up to a minus sign is the determinant of the tridiagonal matrix

$$
\left(\begin{array}{cccccccc}
\lambda & 1 & 0 & \ldots & \ldots & \ldots & \ldots & \ldots  \tag{C.2}\\
1 & \lambda & 1 & \ldots & \ldots & \ldots & \ldots & \ldots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ldots & \ldots & \ldots \\
\vdots & \vdots & \vdots & 1 & \lambda+i \gamma & 1 & \ldots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & 1 & \lambda & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & 1 & \lambda
\end{array}\right) .
$$

The determinants of tridiagonal matrices satisfy a recurrence relation. If $P_{n}$ is the determinant of the $n \times n$ matrix with elements

$$
\begin{equation*}
A_{i j}=b_{i} \delta_{i, j+1}+c_{j} \delta_{i+1, j}+a_{i} \delta_{i j}, \tag{C.3}
\end{equation*}
$$

then ,

$$
\begin{equation*}
P_{n}=a_{n} P_{n-1}-c_{n-1} b_{n-1} P_{n-2} . \tag{C.4}
\end{equation*}
$$

This recurrence relation can be verified by determinant expansion and appears in numerous sources, e.g., is mentioned in Section 8.5 of Ref. [145]. The characteristic
polynomial of $H$ (C.1), i.e., the determinant of the matrix (C.2), therefore satisfies

$$
\begin{align*}
& P_{n}=\lambda P_{n-1}-P_{n-2}, \quad \text { if } n \neq q \\
& P_{q}=(\lambda+i \gamma) P_{q-1}-P_{q-2}, \quad \text { if } q>1 \\
& P_{0}=1 \\
& P_{1}=\lambda+i \gamma \delta_{q 1} . \tag{C.5}
\end{align*}
$$

A standard method of solving such linear recurrence relations is to use the $Z$ transform. Ignoring the second line in Eq. (C.5), i.e., ignoring the impurity, we can get an expression for $P_{n}$ in terms of $P_{0}, P_{1}$ and $\lambda$. Since $P_{n}$ is only defined for $n \geq 0$, we use the unilateral $Z$-transform defined as

$$
\begin{equation*}
\mathcal{Z}\left\{P_{n}\right\}=\sum_{n=0}^{\infty} P_{n} z^{-n} \tag{C.6}
\end{equation*}
$$

Now, letting $F(z)=\mathcal{Z}\left\{P_{n}\right\}$ and expanding the sum, we can write

$$
\begin{gather*}
F(z)=P_{0}+P_{1} z^{-1}+\sum_{n=2}^{\infty} P_{n} z^{-n}  \tag{C.7}\\
z^{2} F(z)-z^{2} P_{0}-z P_{1}=\sum_{n=2}^{\infty} P_{n} z^{2-n} \tag{C.8}
\end{gather*}
$$

Then, shifting the summation index and utilizing the recurrence relation we obtain

$$
\begin{equation*}
z^{2} F(z)-z^{2} P_{0}-z P_{1}=\lambda\left(z F(z)-z P_{0}\right)-F(z) \tag{C.9}
\end{equation*}
$$

We then start by solving for $F(z)$,

$$
\begin{equation*}
F(z)=\frac{P_{0} z^{2}}{z^{2}-\lambda z+1}+\frac{\left(P_{1}-\lambda P_{0}\right) z}{z^{2}-\lambda z+1} \tag{C.10}
\end{equation*}
$$

which we can then decompose into partial fractions as,

$$
\begin{equation*}
F(z)=P_{0}\left(\frac{A(\lambda) z}{z-x_{+}}+\frac{B(\lambda) z}{z-x_{-}}\right)+\left(P_{1}-\lambda P_{0}\right)\left(\frac{C(\lambda) z}{z-x_{+}}+\frac{D(\lambda) z}{z-x_{-}}\right), \tag{C.11}
\end{equation*}
$$

with $x_{ \pm}(\lambda)=\frac{1}{2}\left[\lambda \pm \sqrt{\lambda^{2}-4}\right]$. We can then obtain the functions by comparing
equations (C.10) and (C.11). We can now take the inverse $Z$-transform, which is easily done here as the function is of the form $z /(z-\alpha)$. Performing the inverse transform, followed by some rearranging, this yields

$$
\begin{equation*}
P_{n}=\frac{P_{0}}{\sqrt{\lambda^{2}-4}}\left[\left(x_{+}\right)^{n+1}-\left(x_{-}\right)^{n+1}\right]+\frac{P_{1}-\lambda P_{0}}{\sqrt{\lambda^{2}-4}}\left[\left(x_{+}\right)^{n}-\left(x_{-}\right)^{n}\right] . \tag{C.12}
\end{equation*}
$$

Now, defining:

$$
K_{n}(\lambda):= \begin{cases}\frac{1}{\sqrt{\lambda^{2}-4}}\left[\left(x_{+}\right)^{n+1}-\left(x_{-}\right)^{n+1}\right] & \text { for } n \geq 0  \tag{C.13}\\ 0 & \text { for } n<0\end{cases}
$$

we can rewrite Eq. (C.12) as

$$
\begin{equation*}
P_{n}=P_{0} K_{n}+\left(P_{1}-\lambda P_{0}\right) K_{n-1} \tag{C.14}
\end{equation*}
$$

Since we have derived this ignoring the impurity, Eqs. (C.12) and (C.14) are valid either for $q=1$, in which case $P_{1}=\lambda+i \gamma$, or for values of $n$ less than $q$.

For $q=1$, we have $P_{0}=1$ and $P_{1}=\lambda+i \gamma$ so that $P_{n}=K_{n}+i \gamma K_{n-1}$, and therefore:

$$
\begin{equation*}
P_{L}=K_{L}+i \gamma K_{L-1} \quad \text { for } q=1 \tag{C.15}
\end{equation*}
$$

We now turn to $q>1$. For $n<q$, Eqs. (C.12) and (C.14) are valid directly with $P_{0}=1$ and $P_{1}=\lambda$, i.e., with $P_{1}-\lambda P_{0}=0$, so that

$$
\begin{equation*}
P_{n}=K_{n} \quad \text { for } q>1 \text { and } n<q . \tag{C.16}
\end{equation*}
$$

We have expressions for $P_{n}$ up to $n=q-1$, but we want $P_{L}$ and $L \geq q$. To go beyond $q$, we define a new sequence of functions $Q_{n}(\lambda)$, satisfying the same recurrence relation as $P_{n}$ (C.5), except with new initial conditions: $Q_{0}=P_{q-1}$
and $Q_{1}=P_{q}=(\lambda+i \gamma) P_{q-1}-P_{q-2}$. Thus we need to solve

$$
\begin{align*}
& Q_{n}=\lambda Q_{q-1}-Q_{q-2}, \quad Q_{0}=K_{q-1}, \\
& Q_{1}=(\lambda+i \gamma) K_{q-1}-K_{q-2} . \tag{C.17}
\end{align*}
$$

Now we have already solved the same recurrence relation for $P_{n}$, using the $Z$ transform. The solution is $Q_{n}=Q_{0} K_{n}+\left(Q_{1}-\lambda Q_{0}\right) K_{n-1}$. Therefore

$$
\begin{equation*}
Q_{n}=K_{q-1} K_{n}+\left(i \gamma K_{q-1}-K_{q-2}\right) K_{n-1} . \tag{C.18}
\end{equation*}
$$

Noting that $Q_{n}(\lambda)=P_{n+q-1}(\lambda)$, the determinant of the full matrix can be found as $P_{L}(\lambda)=Q_{L-q+1}(\lambda)$. Thus

$$
\begin{equation*}
P_{L}(\lambda)=K_{q-1} K_{L-q+1}+\left(i \gamma K_{q-1}-K_{q-2}\right) K_{L-q} . \tag{C.19}
\end{equation*}
$$

We now introduce a slight change of notation: We refer to this polynomial as $P_{L, q}$. In other words, the characteristic polynomial of the Hamiltonian matrix of a lattice of size $L$ and having the impurity at position $q$ will be called $P_{L, q}$. Note that Eq. (C.19) reduces to Eq. (C.15) for $q=1$; thus

$$
\begin{equation*}
P_{L, q}=K_{q-1} K_{L-q+1}+\left(i \gamma K_{q-1}-K_{q-2}\right) K_{L-q} \tag{C.20}
\end{equation*}
$$

for all positions of the impurity, $1 \leq q \leq L$.
By binomial-expanding $\left(x_{ \pm}\right)^{n+1}$, one can show that

$$
\begin{equation*}
P_{L, q}\left(-\lambda^{*}\right)=(-1)^{L} P_{L, q}(\lambda)^{*} . \tag{C.21}
\end{equation*}
$$

This shows that the zeros of $P_{L, q}$ (eigenvalues of $H$ ) are symmetric by reflection through the imaginary axis in the complex plane, since if $\lambda=a+i b$ is a zero then $-\lambda^{*}=-a+i b$ is also a zero. This symmetry is obvious from the spectra shown in Figure 4.6.

## C.1.2 Impurity at center

We now turn to the case we have focused on in this paper: when $L$ is even and $q=L / 2$ or $q=L / 2+1$. In this case,

$$
\begin{aligned}
P_{L, \frac{L}{2}} & =K_{\frac{L}{2}-1} K_{\frac{L}{2}+1}+\left(i \gamma K_{\frac{L}{2}-1}-K_{\frac{L}{2}-2}\right) K_{\frac{L}{2}} \\
& =K_{\frac{L}{2}-1}\left(\lambda K_{\frac{L}{2}}-K_{\frac{L}{2}-1}\right)+\left(i \gamma K_{\frac{L}{2}-1}-K_{\frac{L}{2}-2}\right) K_{\frac{L}{2}} \\
& =-\left(K_{\frac{L}{2}-1}\right)^{2}+K_{\frac{L}{2}}\left(\lambda K_{\frac{L}{2}-1}-K_{\frac{L}{2}-2}\right)+i \gamma K_{\frac{L}{2}-1} K_{\frac{L}{2}} \\
& =\left(K_{\frac{L}{2}}\right)^{2}-\left(K_{\frac{L}{2}-1}\right)^{2}+i \gamma K_{\frac{L}{2}-1} K_{\frac{L}{2}} .
\end{aligned}
$$

Now precisely when $\gamma=2$, this can be written as

$$
\begin{equation*}
P_{L, L / 2}=\left(K_{\frac{L}{2}}+i K_{\frac{L}{2}-1}\right)^{2} . \tag{C.22}
\end{equation*}
$$

This means that every root of the polynomial is a zero of order at least 2, i.e., the eigenspectrum is doubly degenerate at $\gamma=2$. We have thus analytically derived the most prominent feature of the spectrum presented in the main text.

## C.1.3 Eigenstate degeneracy

We now argue that, for a tridiagonal system such as ours, a coalescence of eigenvalues implies a coalescence of eigenstates, i.e., that the eigenstates corresponding to equal eigenvalues are always linearly dependent. Consider some eigenvalue $\lambda$ and corresponding eigenvector $X=\left(x_{1}, x_{2}, \ldots, x_{L}\right)^{T}$ of $-H$, Eq. (C.1), for convenience. Using the eigenvalue equation $-H \cdot X=\lambda X$, we can then determine
the coefficients $x_{i}$ via:

$$
\begin{aligned}
x_{2} & =\lambda x_{1} \\
x_{3} & =\left(\lambda^{2}-1\right) x_{1} \\
\vdots & \\
x_{q} & =\lambda x_{q-1}-x_{q-2} \\
x_{q+1} & =x_{q}(\lambda-i \gamma)-x_{q-1} \\
x_{q+2} & =\lambda x_{q+1}-x_{q}
\end{aligned}
$$

It is clear to see that every component of the vector can be written as a function of $\lambda$, and $\gamma$, times the first component $x_{1}$. So an eigenvector $X$ only has one free component $x_{1}$.

If we had two eigenvectors, $X$ and $Y$, which corresponded to the same eigenvalue $\lambda$, i.e., we had a degeneracy, then it is now a trivial exercise to show that the two eigenvectors are not linearly independent. Consider the equation:

$$
\begin{equation*}
a \cdot X+b \cdot Y=0 \tag{C.24}
\end{equation*}
$$

Starting with the coefficients

$$
\begin{gather*}
a \cdot x_{1}+b \cdot y_{1}=0 \Longrightarrow a=-b \cdot y_{1} / x_{1}  \tag{C.25}\\
a \cdot x_{2}+b \cdot y_{2}=0 \Longrightarrow-b \cdot f(\lambda) \cdot\left(y_{1} / x_{1}\right) \cdot x_{1}+b \cdot f(\lambda) \cdot y_{1}=0  \tag{C.26}\\
\Longrightarrow-b \cdot f(\lambda)+b \cdot f(\lambda)=0 \tag{C.27}
\end{gather*}
$$

This implies there is a nontrivial solution to Eq. (C.24), and the eigenvectors are linearly dependent. Thus, if any two eigenvectors have the same eigenvalue $\lambda$, the functions in the eigenvectors are the same - hence, the eigenvectors only differ in the choice of $x_{1}$, i.e., they are linearly dependent. Thus, if there is an eigenvalue degeneracy at some point, the eigenvectors are linearly dependent, and hence, we have an exceptional point.

## C. 2 Analytical expressions for $\mathcal{P} \mathcal{T}$-symmetric spectrum

We utilize the same analytical method presented in C. 1 to analyze the eigenspectrum of the $\mathcal{P} \mathcal{T}$-symmetric Hamiltonian, Eq. (4.26). First, we consider the case with the impurities at the center of the lattice, followed by the case of the impurities at opposite ends of the lattice. In both cases, due to the tridiagonal nature of the matrices, once we have proved a degeneracy, the existence of an exceptional point follows trivially as in Section C.1.2.

## C.2.1 Impurities at center of the lattice

It was observed numerically that all of the eigenvalues coalesce in pairs at $\gamma=1$, for even $L$, when the absorbing site $q$ is one of the central sites, i.e., when $q=L / 2$, and the enhancing site is $L / 2+1$. We can, again, express the characteristic polynomial (whose roots are the eigenvalues) in a form that allows us to predict that at least one pair of eigenvalues coalesce when $q$ is a central site.

We want to find the eigenvalues of the $L \times L$ matrix

$$
\begin{equation*}
\left[H_{q}\right]_{j k}=-\delta_{j, k+1}-\delta_{j+1, k}-i \gamma \delta_{j, k}\left(\delta_{j, q}-\delta_{j, q+1}\right) \tag{C.28}
\end{equation*}
$$

Here, $1 \leq q \leq L$, and the matrix is only $\mathcal{P} \mathcal{T}$-symmetric when $q=L / 2$. Because of this we will restrict ourselves to the case where $L / 2$. The characteristic polynomial of this matrix up to a minus sign is the determinant of the tridiagonal matrix

$$
\begin{equation*}
[A]_{j k}=\delta_{j, k+1}+\delta_{j+1, k}+\delta_{j, k}\left(\lambda+i \gamma\left(\delta_{j, q}-\delta_{j, q+1}\right)\right) \tag{C.29}
\end{equation*}
$$

Now, the determinants of tridiagonal matrices satisfy a recurrence relation. If $P_{n}$ is the determinant of the $n \times n$ matrix with elements

$$
\begin{equation*}
A_{i j}=b_{i} \delta_{i, j+1}+c_{j} \delta_{i+1, j}+a_{i} \delta_{i j}, \tag{C.30}
\end{equation*}
$$

then

$$
\begin{equation*}
P_{n}=a_{n} P_{n-1}-c_{n-1} b_{n-1} P_{n-2} . \tag{C.31}
\end{equation*}
$$

The characteristic polynomial of $H$ (C.1), i.e., the determinant of the matrix (C.29), therefore satisfies

$$
\begin{align*}
& P_{n}=\lambda P_{n-1}-P_{n-2}, \quad \text { if } n \neq q, q+1 \\
& P_{q}=(\lambda+i \gamma) P_{q-1}-P_{q-2}, \\
& P_{q+1}=(\lambda-i \gamma) P_{q}-P_{q-1} \\
& P_{0}=1, \quad P_{1}=\lambda . \tag{C.32}
\end{align*}
$$

What follows is the very same as in Appendix C.1. Using the $Z$ transform, ignoring the impurities, we can get an expression for $P_{n}$ in terms of $P_{0}, P_{1}$ and $\lambda$, namely Eq. (C.14) in Appendix C.1. Again, this was derived ignoring the impurities, so it is valid for values of $n$ less than $q$. They are valid directly with $P_{0}=1$ and $P_{1}=\lambda$, i.e., with $P_{1}-\lambda P_{0}=0$, so that

$$
\begin{equation*}
P_{n}=K_{n} \quad \text { for } n<q . \tag{C.33}
\end{equation*}
$$

We have expressions for $P_{n}$ up to $n=q-1$, but we want $P_{L}$ and $L \geq q$. To go beyond $q$, we define a new sequence of functions $Q_{n}(\lambda)$, satisfying the same recurrence relation as $P_{n}$ (C.32), except with new initial conditions: $Q_{0}=P_{q}=$ $(\lambda+i \gamma) P_{q-1}-P_{q-2}$ and $Q_{1}=P_{q+1}=(\lambda-i \gamma) P_{q}-P_{q-1}$. Thus we need to solve

$$
\begin{align*}
Q_{n} & =\lambda Q_{n-1}-Q_{n-2}, \\
Q_{0} & =(\lambda+i \gamma) K_{q-1}-K_{q-2}, \\
Q_{1} & =(\lambda-i \gamma) P_{q}-K_{q-1} . \tag{C.34}
\end{align*}
$$

Now we have already solved the same recurrence relation for $P_{n}$, using the $Z$
transform. The solution is $Q_{n}=Q_{0} K_{n}+\left(Q_{1}-\lambda Q_{0}\right) K_{n-1}$. Therefore

$$
\begin{align*}
Q_{n} & =P_{q} K_{n}+\left((\lambda-i \gamma) P_{q}-K_{q-1}-\lambda P_{q}\right) K_{n-1} \\
& =P_{q} K_{n}-\left(i \gamma P_{q}+K_{q-1}\right) K_{n-1} . \tag{C.35}
\end{align*}
$$

Comparing (C.34) with (C.32), we can see that $Q_{n}(\lambda)=P_{n+q}(\lambda)$. Then the determinant of the full $L \times L$ matrix can be found as $P_{L}(\lambda)=Q_{L-q}(\lambda)$. Remembering that $q=L / 2$, so $L-q=L / 2=q$, we therefore obtain

$$
\begin{align*}
P_{L}=Q_{q} & =P_{q} K_{q}-\left(i \gamma P_{q}+K_{q-1}\right) K_{q-1} \\
& =P_{q}\left(K_{q}-i \gamma K_{q-1}\right)-K_{q-1}^{2} \\
& =\left((\lambda+i \gamma) K_{q-1}-K_{q-2}\right)\left(K_{q}-i \gamma K_{q-1}\right)-K_{q-1}^{2} . \tag{C.36}
\end{align*}
$$

Then, using that $K_{q-2}=\lambda K_{q-1}-K_{q}$,

$$
\begin{align*}
P_{L} & =\left((\lambda+i \gamma) K_{q-1}-\lambda K_{q-1}+K_{q}\right)\left(K_{q}-i \gamma K_{q-1}\right)-K_{q-1}^{2} \\
& =\left(K_{q}+i \gamma K_{q-1}\right)\left(K_{q}-i \gamma K_{q-1}\right)-K_{q-1}^{2} \\
& =K_{q}^{2}+\left(\gamma^{2}-1\right) K_{q-1} . \tag{C.37}
\end{align*}
$$

Now we can clearly see that when $\gamma= \pm 1, P_{L}=K_{q}^{2}$. So for $q=L / 2$, and $\gamma=1$, we can see that any root of the polynomial is a zero of at least order 2 . Therefore we have shown the spectrum is doubly degenerate at this point. We also note that the characteristic polynomial of this system with $L$ sites is the square of the polynomial of a chain of length $L / 2$.

## C.2.2 Impurities at ends of the lattice

Here, we instead consider the case with the potentials at opposite ends of the lattice. Thus, we now want to find the eigenvalues of the $L \times L$ matrix

$$
\begin{equation*}
\left[H_{1}\right]_{j k}=-\delta_{j, k+1}-\delta_{j+1, k}-i \gamma \delta_{j, k}\left(\delta_{j, 1}-\delta_{j, L}\right) . \tag{C.38}
\end{equation*}
$$

Here, $1 \leq q \leq L / 2$. The characteristic polynomial of this matrix up to a minus sign is the determinant of the tridiagonal matrix

$$
\begin{equation*}
[A]_{j k}=\delta_{j, k+1}+\delta_{j+1, k}+\delta_{j, k}\left(\lambda+i \gamma\left(\delta_{j, 1}-\delta_{j, L}\right)\right) \tag{C.39}
\end{equation*}
$$

The characteristic polynomial of $H$ (C.38), i.e., the determinant of the matrix (C.39), therefore satisfies

$$
\begin{equation*}
P_{L}=(\lambda+i \gamma) P_{L-1}-P_{L-2}, \tag{C.40}
\end{equation*}
$$

where $P_{L-1}$ and $P_{L-2}$ satisfy the recurrence relation

$$
\begin{align*}
& P_{n}=\lambda P_{n-1}-P_{n-2}, \\
& P_{0}=1, \quad P_{1}=\lambda-i \gamma . \tag{C.41}
\end{align*}
$$

We have already solved a recurrence relation of this kind; referring to the solution (C.14) and now replacing $P_{0}$ and $P_{1}$ as in (C.40), we obtain

$$
\begin{equation*}
P_{n}=K_{n}-i \gamma K_{n-1} . \tag{C.42}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
P_{L}=(\lambda+i \gamma)\left(K_{L-1}-i \gamma K_{L-2}\right)-K_{L-2}+i \gamma K_{L-3} \tag{C.43}
\end{equation*}
$$

and using $K_{L-3}=\lambda K_{L-2}-K_{L-1}$, we obtain

$$
\begin{align*}
& P_{L}=(\lambda+i \gamma)\left(K_{L-1}-i \gamma K_{L-2}\right)-K_{L-2}+i \gamma\left(\lambda K_{L-2}-K_{L-1}\right) \\
& P_{L}=\lambda K_{L-1}+\left(\gamma^{2}-1\right) K_{L-2} . \tag{C.44}
\end{align*}
$$

Thus, at $\gamma= \pm 1$, we are left with

$$
\begin{equation*}
P_{L}=\lambda K_{L-1} . \tag{C.45}
\end{equation*}
$$

We see that $P_{L}$ has a root when $\lambda=0$ and when $K_{L-1}=0 . K_{L-1}$ is the characteristic polynomial of an $L-1$ site hopping model, which for open boundary conditions has a zero when $(L-1)+1=L$ is even. Thus, when $L$ is even, $P_{L}$ has a degeneracy of order two.

## Appendix D

## Non-Hermitian scattering -

## Additional data

In this appendix we provide additional data for the purely dissipative nonHermitian investigation in Chapter 4:

- In Appendix D. 1 we illustrate the affect of the number of lattice sites on the proliferation of exceptional points.
- In Appendix D. 2 we explore the effect of moving the impurity's location on the exceptional points.


## D. 1 Size dependence of the spectrum

In Figure 4.5, we saw a coalescence of every pair of eigenvalues at $\gamma=2$. This was for a system with $L=14$ sites and the impurity at site $q=7$. We now outline the $L$-dependence of the spectrum. The pattern is different for odd $L$. For even $L$, there is a difference between $L$ values satisfying $L=4 n+2$ and those satisfying $L=4 n$, where $n$ is a non-negative integer.

The case of $L=14$, presented in the main text, belongs to the $L=4 n+2$ sequence $(6,10,14,18, \ldots)$. In Figure D.1, we show the case of $L=30$, showing the same pattern: all eigenvalues pair up in multiple exceptional points exactly at $\gamma=2$. There are an odd number of pairs, and the real components of the


Figure D.1: Energy spectrum of a system with $L=30$. As this value is in the $L=4 n+2$ sequence, the features are the same as those described in the main text for $L=14$.
eigenvalues centered around zero become zero after the coalescence, i.e., for $\gamma>2$. One of these two eigenvalues corresponds to the localized eigenstate and has an imaginary part growing with $\gamma$.

The situation is very similar for even values of $L$ satisfying $L=4 n$, with one additional structure. As proved in Appendix C. 1 for even $L$, at exactly $\gamma=2$, all eigenvalues pair up; this is true for both $L=4 n+2$ and $L=4 n$. In addition, for $L=4 n$, at a value slightly above $\gamma=2$, the two eigenvalues with real values nearest to zero coalesce in an additional exceptional point, as seen in Figure D. 2


Figure D.2: Energy spectrum of a system with $L=8$. For values of $L$ in the sequence $L=4 n$, there is an extra exceptional point slightly above $\gamma=2$. The localized eigenstate appears beyond this new exceptional point.
for $L=8$. It is at this point, $\gamma=\gamma_{1}>2$, that the localized state appears, and the imaginary part of the corresponding eigenvalue separates off and starts to increase unboundedly in the negative direction. With increasing $L$ in the sequence $L=4 n$, the location of the new exceptional point, $\gamma_{1}$, approaches 2 .

We now turn to odd $L$, with the impurity placed on the central site, $q=$ $(L+1) / 2$. For $L=4 n+3$, there is only a single exceptional point that occurs at a value $\gamma>2$. An example is shown in Figure D.3, for $L=7$. As the system size tends to infinity, the location of the point tends to $\gamma \rightarrow 2$. There is always a single eigenvalue with a zero real component - the two other eigenvalues with real parts closest to zero both merge with this eigenvalue at the exceptional point.

Finally, for $L=4 n+1$, there appear to be no exceptional points; nevertheless, at large $\gamma$, the eigenvalues pair up gradually. An example is shown in Figure


Figure D.3: Energy spectrum for $L=7$. The impurity is on the central site, $q=4$.
D. 4 for $L=9$. A single eigenvalue remains unpaired with zero real component. Although this does not merge with any other eigenvalue, around $\gamma \approx 2$, the imaginary component of this eigenvalue starts increasing unboundedly with $\gamma$, indicating that the corresponding eigenstate becomes localized.

In summary, although there are differences in detail between the four cases, there is always a bound state at large $\gamma$, and around $\gamma=2$, there is always some reorganization of the spectrum. With increasing $L$, the location of these features converges toward $\gamma=2$.


Figure D.4: Energy spectrum for $L=9$. The impurity is on the central site, $q=5$.

## D. 2 Effect of impurity location

In Appendix D.1, we illustrated the dependence on the lattice size $L$, focusing on the case where the impurity is located at the center of the lattice, $q=L / 2$ or $q=(L+1) / 2$. In this Appendix, we briefly discuss the dependence of the location $q$ of the impurity, focusing on the case $L=4 n+2$.

When the impurity is not on one of the central sites, the eigenvalues do not all coalesce as pairs at $\gamma=2$. As the impurity is moved from the edge site towards the center ( $q=1, q=2, \ldots$ ), there is a single exceptional point at a value of $\gamma$ smaller than 2 for odd $q$ and greater than 2 for even $q$. This behavior is illustrated in Figure D.5. We note that the behavior of the spectrum for an impurity at $L-q+1$ is the same as that for $q$, hence why we only present the $q \in[1,5]$ data for the $L=10$ system in Figure D.5. At this exceptional point, the two


Figure D.5: Energy spectrum for $L=10$ for various impurity locations.
eigenvalues with real parts closest to zero coalesce. As in the case of a centrally located impurity, when $\gamma$ is raised further beyond this value, the real parts of these two eigenvalues are locked at zero, and the imaginary part of one of this pair starts to increase in magnitude. This indicates an eigenstate localized at the impurity. (E.g., for $q=1$, this state is localized at the edge of the lattice.)
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[^0]:    ${ }^{1}$ It is also common to use the window $[E, E+\Delta E)$. We choose to work with the window $[E-\Delta E / 2, E+\Delta E / 2]$. This choice presumably does not have significant effects.

