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Abstract—Mobile edge computing (MEC) can dramatically promote the computation capability and prolong the lifetime of mobile

users (MUs) by offloading computation-intensive tasks to edge cloud. In this paper, a spatial-random two-tier heterogeneous network

(HetNet) is modelled to feature random node distribution, where the small-cell base stations (SBSs) and the macro base stations

(MBSs) are cascaded with servers with different levels of computing and storage capacity. Only a certain type of application services

and finite number of offloaded tasks can be cached and processed in the resource-limited edge server. For that setup, we investigate

the performance of two offloading strategies corresponding to integrated access and backhaul (IAB)-enabled MEC networks and

traditional cellular MEC networks. Using tools from stochastic geometry and queuing theory, we derive the average delay for the two

different strategies, in order to better understand the influence of IAB on MEC networks. Simulations results are provided to verify the

derived expressions and to reveal various system-level insights.

Index Terms—Edge computing, stochastic geometry, HetNet, Integrated access and backhaul

Ç

1 INTRODUCTION

WITH the realization of the Internet of Things (IoT), it is an
irreversible trend that more mobile devices will be con-

nected to the wireless access system. This paradigm has moti-
vated developers to create more interactive applications that
require low-latency communication and computation, such as
face recognition, natural language processing, and augmented
reality (AR). As a growing computing paradigm, computation
offloading can break such an obstacle. By migrating part or all
of the data processing tasks of mobile applications from
resource-limited mobile devices to the cloud, computation off-
loading can effectively reduce the energy consumption of
mobile devices. The idea behind MEC is to enhance the com-
puting potentials of mobile devices by placing cloud comput-
ing platforms at the edges of the networks [1], [2]. Since the
computing resources are placed in the vicinity of the MUs,
MEC enables mobile devices to execute the highly-demanding
computing tasks under the strict delay constraint [3].

As a key-enabled network architecture of MEC, base sta-
tions (BSs) cascaded with edge-cloud servers were widely
considered in existing works. Moreover, BSs are also able to
access the central cloud in case of running out their comput-
ing or storage capacity, which results in a hierarchical com-
putation offloading architecture. Different from the

consideration of computation offloading architecture, the
heterogeneity and diversity of computation services are
often overlooked in many recent works. In general, different
services require non-identical databases or libraries cached
at the BS. For example, the type and data size of object data-
bases for different AR services are different. While the cen-
tral cloud server has more resources, the limited computing
and storage capacity of the edge-cloud server allows only a
small set of services to be cached during a typical period.
Thus, the type of computation services cached at the BS not
only determines the type of tasks that can be offloaded but
also affects the network performance.

On the other hand, the density of BSs has grown to 50/km2

in 5G deployments [4]. However, the capital cost of site and
fiber deployments is one of the biggest challenges in large-
scale networks densification [5]. Therefore, wireless backhaul
is a promising replacement solution for wired-fiber backhaul,
providing almost the same transmitting rate as fiber optic, but
with considerable lower cost andmore flexible/timely deploy-
ment (e.g., no intrusion) [6]. In this context, integrated access
and backhaul (IAB) networks, where the operator can use part
of radio resources to do wireless backhauling, has recently
attractedmore research attention [7].

Based on these observations, in this paper, we develop a
tractable analytical framework for a two-tier heterogeneous
MEC network, and obtain some useful design guidelines
for the deployment studies on IAB-enabled MEC networks.
Making use of stochastic geometry and queuing theory, the
proposed framework is helpful in designing of the large-
scale MEC networks. Moreover, both the heterogeneity of
services and diversity of the MEC servers are considered,
which enhances the practicality of the analytical framework.
Although there are some researches on service caching and
computation offloading in two-tier heterogeneous MEC net-
works [8], [9], [10], the connectivity among the BSs in the
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same tier under the heterogeneity of computing services
was not taken into account. The main contributions of the
paper can be summarized as following.

1) We construct a tractable and realistic model for ana-
lytically characterizing the performance of a hetero-
geneous MEC network in terms of average delays.
We assume that only the MBSs have access to the
fiber backhaul while the SBSs are wirelessly back-
hauled by the MBSs. Due to the limited storage
resources, we consider that only finite computation
services and limited set of tasks can be cached and
offloaded at a typical SBS. We derive the average
delay achieved by a typical MU for two strategies:
� Strategy I: MUs offload the tasks to the nearest

BS. If the MU choose to connect with a SBS, and
the tagged SBS has not cached the required ser-
vice, the SBS will offload this task to the nearest
MBS.

� Strategy II: The MUs offload the tasks to the
nearest BS that has already cached the required
service, whether it is a SBS or a MBS. In other
words, the operation inside the dash-lined box in
Fig. 1 is not considered for strategy II.

2) Using numerical results, we draw multiple useful
system-level insights, which are summarized below.
� There exists an optimal association bias factor

that minimizes the average delay, which is
located between the the optimal bias factors for
average transmission time and average response
time.

� The average delay for the two considered strate-
gies decreases as the density of SBSs or MBSs
increases. However, it is noticed that the increase
in the MBSs’ density has a stronger influence on
the system performance than that of the SBSs.

� When the SBS service rate or buffer size exceeds
a certain level, the average delay for the two con-
sidered strategies will achieve convergence.

� For the low and middle range of BS density and
SBS service rate, Strategy I outperforms Strategy
II in terms of the average delay. Thus, Strategy I
is a more cost-effective solution.

2 RELATED STUDIES

In this section, we will provide a brief summary of the
related works in four main directions of interest: (i) compu-
tation offloading in edge computing, (ii) service caching in
edge computing, (iii) IAB networks, and (iv) stochastic
geometry-based analysis of edge computing networks.

2.1 Computation Offloading in Edge Computing

Computation offloading has been the central theme of MEC
network studies for the past decade. There have been a lot
of existing works on designing policies for computation off-
loading. In [11], You et al. studied the trade-off between
energy consumption and computation latency for a multi-
users MEC system in cases of infinite and finite cloud com-
putation capacities. The authors in [12] addressed the com-
putation offloading and resource allocation problem with
the consideration of queuing delay and energy consump-
tion. In [8], considering the scenario of two-tier heteroge-
neous IoT networks, a game-theoretic greedy scheme was
proposed to solve the multi-task multi-access computation
offloading problem. The energy consumption minimization
problem for the multi-task multi-access MEC system via
non-orthogonal multiple access (NOMA) was addressed
in [13]. In [14] and [15], based on deep Q-learning, the
authors derived the optimal offloading decisions for the
vehicular MEC Networks. The authors in [16] studied the
computation offloading problem in the unmanned aerial
vehicle (UAV) based MEC network, with an objective to
optimize the offloading decision, radio resource allocation,
and the UAV trajectory. Mao et al. [17] incorporated energy
harvesting technology into the MEC system and proposed
an energy-efficient scheme that considered latency and off-
loading failure. However, the MEC servers in all the above-
mentioned studies were assumed to capable of processing
all types of tasks offloaded by MUs. In general, the comput-
ing platforms first need to cache the corresponding program
data for executing a specific type of application. To bridge
this gap, in this paper, we consider the scenario that the ser-
vice program pool at the SBSs cannot provide all the serv-
ices required by the MUs.

2.2 Service Caching in Edge Computing

Compared with computation offloading, service caching for
the MEC networks has received little attention until recent
few years. The authors in [18] designed an online service
caching mechanism for edge-severs to determine which ser-
vice to download from remote data centers without any
information about the requests of future arrival tasks.
In [19], the authors considered that each service is associ-
ated with a cache cost, and addressed the overall cache cost
minimization problem via a greedy algorithm. The authors
in [10] studied the service caching problem under a service
market with multiple service providers which are compet-
ing for both communication and computation resources,
and proposed a game-theoretical mechanism to minimize
the cache cost of all service providers. By taking into
account the availability of service in edge cloud servers, the
joint optimal service caching and task offloading decisions
were presented in [20]. The authors in [21] addressed the
joint service caching and user association problem. With the
consideration of cooperative edge-cloud servers, the opti-
mal service placement and computation task routing prob-
lem was addressed in [22]. In [23], the authors modeled a
service caching and resource allocation problem as a mixed-
integer nonlinear programming. To maximize the economic
profits of the MEC network, the authors in [24] proposed a
Lyapunov optimization-based algorithm to obtain the

Fig. 1. Illustration of Strategy I.
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optimal service caching and task offloading policies. In [25],
the joint optimization of service caching design, offloading
decision, and time allocation was studied in order to mini-
mize the overall energy consumption. To extend the cover-
age and on-demand deployment capability, the service
caching issue in the UAV-assisted MEC networks was
explored in [26]. However, all the above-mentioned studies
assumed that the number of MUs and BSs is fixed, which
may not be realistic for the large-scale network. Although
the diversity of services was considered, the heterogeneity
of both the computation and storage capacity was
neglected.

2.3 Studies of IAB Networks

With the development of network densification, backhaul
link will be a primary bottleneck of wireless cellular net-
works. In order to break such an obstacle, IAB was pro-
posed and received substantial interest [27], [28]. The
authors investigated the joint resource allocation and IAB-
nodes deployment problem for a MIMO orthogonal fre-
quency-division multiple access (OFDMA) based IAB net-
work in [29]. Authors in [30] presented a simulated
annealing algorithm to optimize scheduling and power allo-
cation. In [31], using end-to-end simulations, the authors
studied the feasibility of mmWave-based IAB networks. In
[32], the authors evaluated the benefit of adopting IAB in a
fixed wireless access system. By using stochastic geometry,
the coverage probability and several bandwidth allocation
schemes of large-scale IAB-enabled mmWave heteroge-
neous networks were investigated in [33], [34], [35].

2.4 Stochastic Geometry-Based Analysis of Edge
Computing Networks

Stochastic geometry has been established as a strong tool for
modeling, analysing, and designing large scale wireless net-
works [36], [37], [38]. There have been several studies on
stochastic geometry-based analysis of MEC-enabled net-
works. In particular, single-tier MEC networks were consid-
ered in [39], [40], [41] while heterogeneous MEC networks
were considered in [9], [42]. MUs with identical computa-
tion tasks were considered in [40] and [41], with a spatial
model characterized by Poisson point processes (PPPs) and

Poisson cluster processes (PCPs), respectively. Although
the heterogeneity of computation tasks was considered in
[42] and [9], the heterogeneity of computation services was
not captured. The load migration from the limited computa-
tion capacity edge server to the central cloud in a cell-free
network was investigated in [9]. However, the detailed pro-
cess of this load balancing scheme was not further studied.

3 SYSTEM MODEL

We consider a two-tier hierarchical MEC network. There are
multiple MBSs and SBSs. Each BS is co-located with a com-
puting server in order to provide computing services for
MUs. The locations of MBSs, SBSs and MUs are modeled by
three independent PPPs, Fm with intensity �m, Fs with
intensity �s, andFu with intensity �u, respectively. One pos-
sible realization of the locations of the MBSs, SBSs, and MUs
is illustrated in Fig. 3.

MUs are capable of offloading their time-consuming and
computation-intensive tasks to the MBSs or the SBSs, and
then receiving the output of the task through the wireless
network. The time consumption of computation offloading
in the considered system consists of three sequential phases:
transmitting, computing and receiving phases.

As shown in Fig. 2, we consider two different computa-
tion offloading strategies for the considered system. For
strategy II, a typical MU is only able to offload its task to a
MBS or an available SBS. A SBS is available if it has already
cached the required service for the computing task gener-
ated at the MU, and it has not run out of the limited storage
space at its buffer. Compared with Strategy II, Strategy I is
more flexible. For instance, MU can offload its task to a SBS

Fig. 2. System model of : (a) Strategy I, (b) Strategy II.

Fig. 3. Simulated locations of the MBSs, SBSs and MUs.
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even though this SBS has not cached the requested service.
With the consideration of IAB, a MBS provides cloud com-
puting service for MUs and SBSs in its voronoi cell through
access link and backhaul link, respectively. In other words,
SBSs in strategy I can act as relays to assist MUs in offload-
ing their computation tasks to the MBS.

3.1 Communication Model

We assume MBSs and SBSs have different transmitting
powers (which are denoted by pm and ps), and the signals
experience path loss with the same path loss exponent a.
The received power at a receiver located at Y from a trans-
mitter located at X is pXHkX � Y k�a, where H denotes the
channel power gain, pX is the transmitting power. The ran-
dom channel gains are Rayleigh distributed with unitary
average power, i.e., H � expð1Þ. Besides, we assume that
the MUs in the same small cell use different orthogonal
resource blocks, as well as the SBSs in the same macro cell.

We consider using the maximum biased average power-
based cell association rule. Let Dm and Ds denote the dis-
tance of a typical MU from the nearest MBS and the nearest
SBS, respectively. The typical MU located at X will choose
to connect to tier K if

KX ¼ arg max
k2fs;mg

pkBkD
�a
k ; (1)

where Bk denotes the association bias factor for tier k BSs.
For example, if pkBk > pjBj, then more traffic load will be
routed through tier k BSs as compared to tier j BSs.

The association cell of a BS of type k 2 fs;mg located atX
is given by

CX ¼
�
Z 2 R2 : pkBkkZ �Xk�a � pjBjDj

�a; 8j 2 fs;mg
�
:

(2)

Lemma 1 (Mobile user association probability). The
probability that a typical MU connects with tier k is given by

Ak ¼
�k

�k þ �j½ðpjBjÞ=ðpkBkÞ�2=a
: (3)

Proof.

Ak ¼Pr pkBkD
�a
k > pjBjD

�a
j ; k 6¼ j

� �

¼
Z 1

0

1� FDj

pjBj

pkBk

� �1=a

x

 ! !
fDk

ðxÞdx

¼
Z 1

0

2p�kxexp �px2 �k þ �j
pjBj

pkBk

� �2=a
 ! !

dx

¼ �k

�k þ �jðpjBj=pkBkÞ2=a
: (4)

tu

Lemma 1 indicates that a MU prefers to associate with
the tier with higher BS density, transmit power, and bias. In
the considered system model, 2

a
< 1 ða > 2Þ which leads to

that the BS density is more dominant in determining Ak

than BS transmit power or bias factor. Lemma 1 is useful for
quantifying the number of connected MUs of each tier.

As for the backhaul link in the Strategy I, the typical SBS
associates with its nearest MBS.

3.2 Service and Computation Model

There is a set of computation tasks fT iji ¼ 1; 2; . . .;Mg, each
T i can be described by a 4-tuple, i.e., T i ¼ ðSi;Li;Dul

i ;Ddl
i Þ.

Here, Si is the required type of services to execute T i, Li is
the required central processing unit (CPU) cycles to com-
plete T i, Dul

i and Ddl
i denote the input and output data size

of T i. A typical user generates a task T i with probability qi.
Moreover, due to the limited storage capacity at the SBS, we
assume that each SBS only cached one specific Si, with
probability qi. In the following, we refer to the SBS which
has cached Si as the type-i SBS.

Since both MUs and SBSs are distributed as PPP, the
arrivals of offloading tasks at a computing server follow a
Poisson process with a specific arrival rate. The arrival rate
for at a type-i SBS in two considered strategies are given
respectively by

L1
s;i ¼

qiAs�u

�s
; (5a)

L2
s;i ¼

As;i�u

�s
; (5b)

where As;i is the probability that a typical MU with type-i
task associates with a SBS in Strategy II.

Moreover, due to the limited computation and communi-
cation capacity at the SBSs, we assume that the computing
buffer at each SBS is bounded by N . The SBS can not pro-
vide service for additional MUs when its computing buffer
is full. The probability that the SBS has a full buffer is pro-
vided next.

The probability that the buffer is not full for the type-i
SBS is defined as

Pi
ofld ¼1� PrðThe SBS0s buffer is fullÞ ¼ 1� ð1� riÞriN

1� ri
Nþ1

; (6)

where ri ¼ Ls;i=ms, and Ls;i is the arrival rate given by (5a)
and (5b) for Strategy I and Strategy II, respectively. Unlike
SBSs, the MBSs are supposed to be equipped with an abun-
dant computing buffer.

For Strategy I, an SBS needs to offload a task to the MBS if
the MU requests a task that is not cached at the SBS. The
fraction of SBSs that are offloading tasks to MBSs using
wireless backhaul can be computed using the below
probability.

Definition 1. The typical SBS is backhaul-active (BH-actv) if it
receives at least one task that its required service is not cached
in this SBS. The probability for a typical SBS to be BH-actv is

Pactv ¼ PrðSBS received T i; SBS cached service j; i 6¼ jÞ

¼ ENu
s

XM
i¼1

ð1� qiÞ
XNu

s

k¼1

qki ð1� qiÞN
u
s �k

" #
; (7)

where Nu
s is the number of MUs served by typical SBS.

According to [43], the probability mass function (PMF) of
Nu

s is given by

PrðNu
s ¼ nÞ ¼

Gðnþ 3:5Þ � 3:53:5
Gð3:5Þðn� 1Þ!

�uAs

�s

� �ðn�1Þ
3:5þ �uAs

�s

� ��ðnþ3:5Þ
:

(8)
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Similar to (5a) and (5b), the arrival rates at MBS for Strat-
egy I and Strategy II respectively are

L1
M ¼ Am�u þ Pactv�s

�m
; (9)

and

L2
M ¼

XM
i¼1

Am;i�u

�m
; (10)

where Am;i is the probability that a MU with type-i task
associates a MBS in Strategy II.

The computing capacity of the server at tier k is denoted
by Fk, which is measured in CPU cycles per second. It is
assumed that the computing servers are operated in the
first-come-first-serve manner. For type-i task, the service
rate at the tier k server is determined as mi

k ¼ Fk=Li. The dis-
tribution of the service time for the type-i task at tier k
server is followed by the exponential distribution with
1=mi

k. In this context, we are able to adopt M/G/1 and M/
M/1/N queueing models to analyze the computing server
cascaded with MBSs and SBSs, respectively.

4 STRATEGY I

We consider using the Orthogonal Resource Allocation
(ORA) as the bandwidth partitioning scheme for Strategy I
[34]. In ORA, there exists a fraction ha of bandwidth
reserved for access links and the rest is used for backhaul
links. Therefore, the backhaul link will not experience inter-
ference from the access link and vice versa.

4.1 Uplink Coverage Analysis

Let Fs1
ofld

denote the point process that models the locations

offloadable SBSs in Strategy I, which can be regarded as an
independent thinning of Fs. By using (6) and law of total
probability, the thinning probability is given by Pofld ¼
E½Pi

ofld� ¼
PM

i¼1 qiP
i
ofld. Thus, the intensity of Fs1

ofld
is Pofld�s.

If the typical MU is connected to the nearest SBS/MBS
located at Ba, assuming that the distance between the user
and Ba is Ra;1, the signal-to-interference-plus-noise ratio
(SINR) at the tagged SBS/MBS for the uplink access link is
given by

SINRu
a;1 ¼

puHuR
að��1Þ
a;1

s2 þ puIu;1
; (11)

with

Iu;1 ¼
X

x2Fa
u;1

ðRa
xÞ

�Hxkx� Bak�a; (12)

where Rx denotes the serving link distance for interfering
MU, Fa

u;1 denotes the point process for MUs that use the
same resource block as the typical user in Strategy I, and the
rest of the notations are provided in Table 1.

If the tagged SBS has not already cached the service, the
SBS will transmit the offloaded task to the nearest MBS
(located at Bb), the SINR at the tagged MBS for the uplink
backhaul link is given by

SINRu
b ¼ psHsR

�a
2

s2 þ psIs
; (13)

with

Is ¼
X

x2Fb
Sactv

Hjkx� Bbk�a; (14)

where Fb
Sactv

and Rb denote the point process that models
the locations of the active SBSs that are using the same
resource block as the typical SBS and the serving distance
from typical SBS to its nearest MBS, respectively.

According to the law of total probability, the uplink cov-
erage probability in Strategy I is given by

Pu
1ðtÞ ¼

XM
i¼1

qi PrðSINRu
1 > tjTypical user has task T iÞ

¼
XM
i¼1

qi

n
PrðK ¼ sÞ

�
qiPu

s;1ðtÞ

þ ð1� qiÞPu
s;1ðtÞPu

b ðtÞ
	
þ PrðK ¼ mÞPu

m;1ðtÞ
o
; (15)

in which

Pu
k;1ðtÞ ¼ PrðSINRu

a;1 > tjK ¼ k; k 2 fs;mgÞ

¼ E exp � tðs2 þ puIu;1Þ
puR

að��1Þ
a;1

 !
jK ¼ k

" #

¼ E

"
Lu;1jK¼k R

að1��Þ
a;1 t

� �

� exp �
R

að1��Þ
a;1 ts2

pu

 !
jK ¼ k

#
; (16)

TABLE 1
List of Key Notations

Symbols Description

Fm, �m,
pm

PPP of MBSs, the corresponding density, and the
corresponding transmission power

Fs, �s, ps PPP of SBSs, the corresponding density, and the
corresponding transmission power

Fu, �u, pu PPP of MUs, the corresponding density, and the
corresponding transmission power

a; b Path loss exponent; 2=a
W bandwidth
� Power control fraction
T Set of computation tasks
N Capacity of the buffer at SBSs
Nu

s The number of MUs served by the SBS
Ls;i, m

i
s Arrival rate at type-i SBS, corresponding serving

rate
Fk Computing capacity of tier k server
Ak Probability of MUs association with tier k
CB Service region of base station located at B
KX Serving tier of the MU located atX
H Small scale fading gain
Bk The association bias factor of tier k BSs
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and

Pu
b ðtÞ ¼ PrðSINRu

b > tÞ

¼ E exp � tðs2 þ psIsÞ
psR�a

b

� �
 �

¼ E Ls Ra
2t

� 

� exp

�Ra
2ts

2

ps

� �
 �
; (17)

where Ls and Lu;1jK¼k are the Laplace transform of Is and
Iu;1 conditional on tier k being the serving tier, respectively.
In the following, we use k ¼ 1 or k ¼ 2 instead of k ¼ m or
k ¼ s1ofld for simplification.

In order to derive the uplink coverage probability, we
first need to characterize the path loss distribution for the
desired link of the typical MU and the Laplace transform of
the interference. The distribution of the path loss between a
typical MU and its serving BS is given in the Lemma below.

Lemma 2. The probability density function (PDF) of path loss at
MU to its serving BS (i.e., La;1 ¼ Ra

a;1) is given by

fLa;1jK¼kðlÞ ¼
bak
Ak

lb�1expð�Gkl
bÞ; (18)

where b ¼ 2
a
, ak ¼ �kp, Gk ¼

P2
j¼1 ajðpjBj=pkBkÞb, and Ak

is defined in Lemma 1.

Proof. The complementary cumulative distribution
function (CCDF) of La;1 conditioned on serving tier being
k is

PrðLa;1 > ljK ¼ kÞ ¼
PrðDa

k > l; pkBkD
�a
k > pjBjD

a
j Þ

Ak

¼
EDa

k
> l exp �p�j

pjBj

pkBk

� �2=a
D2

k

� �
 �
Ak

¼ bak
Ak

Z 1

l

xb�1exp �xbGk

� 

dx: (19)

Taking the derivative of the CCDF leads to the final
expression in Lemma 2. tu

Lemma 2 indicates that the path loss distribution for the
MU to its desired BS is related to the BS density, transmit
power, path loss exponent, and bias factor. In case of a ¼ 1,
Lemma 2 will be the PDF of the distance between the typical
MU and its serving BS, which is same as a result proved
in [44, Lemma 3].

Similarly, we can obtain the PDF the path loss between
the SBS and its serving MBS, i.e., Lb ¼ Ra

b as

fLb
ðlÞ ¼ ba1l

b�1expð�a1l
bÞ: (20)

The path loss distribution of the interfering MU at a typi-
cal BS is the conditional distribution given that the interfer-
ing MU is not associated with the tagged BS. Therefore, the
distribution of the path loss between an interfering MU and
the tagged BS is not identical to the distribution given in
Lemma 2. This correlation is formalized in the following.

The PDF of the path loss of an interfering MU located at
U served by a tier j BS, conditioned on it not lying in the

association cell of the tagged tier k BS located at Y , is given
by

fLU
ðljKU ¼ j; Y 2 tier k; U 6	 CY ; kU � Y ka ¼ yÞ

¼ bGj

1� expð�GkybÞ
lb�1expð�Gjl

bÞ; 0 
 l 
 pjBj

pkBk
y: (21)

Since different MUs associated with the same BS trans-
mit on different resource blocks, there is only one MU
from each cell can act as interferer to other cellular cells.
Thereby Fa

u;1 is not a PPP but a Poisson-Voronoi perturbed
lattice. For tractability purpose, we adopt the method to
approximate Fa

u;1 as an inhomogeneous PPP [45]. In the
following, we will characterize the Laplace transform of
the interference.

Remark 1. Suppose a typical MU is located at X, and a
tier k BS is located at Y , the probability that this MU is
associated with the base station is exp �GkkX � Y kað Þ.
Then, the intensity measure function for interference
from MUs associated with tier j BS (Fa

uj;1
) can be writ-

ten as

�j
u;1jk ¼ bajx

b�1 1� exp �GkkX � Y kað Þ½ �ðdxÞ: (22)

.

Lemma 3. We assume that the point process of interfering MUs
from each tier are independent, and the path loss distributions
of interfering MUs are independent. In that case, the Laplace
transform of MU interference is given by

Lu;1jK¼kðsÞ ¼ exp

 
� bs

1� b

X2
j¼1

pjBj

pkBk

� �1�b

aj

� ELajK¼j Lb�ð1��Þ
a Cb

spjBj

pkBkL1��
a

� �
 �!
; (23)

where CbðxÞ ¼ 2F1ð1; 1� b; 2� b;�xÞ and 2F1ð�; �; �; �Þ is
the hypergeometric function.

Proof. We know that Lu;1jK¼kðsÞ ¼
Q2

j¼1 L
j
u;1jK¼kðsÞ. The

Laplace transform of the interference at the typical tier k
BS located at B from MU associated with tier j BSs is
given by,

Lj
u;1jK¼kðsÞ ¼ E

X
X2Fa

uj;1

ðRa
XÞ

�HXkX � Bk�a

2
64

3
75: (24)

Since fHXg are i.i.d exponential random variables,
(25) can be rewritten as

Lj
u;1jK¼kðsÞ ¼ E

Y
X2Fa

uj;1

1

1þ sL�
XkX �Bk�a

2
64

3
75: (25)

By using Remark 1 and probability generating func-
tional (PGFL), we can deuce (26) into
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Lj
u;1jK¼kðsÞ

¼ E
Y

X2Fa
uj;1

ELX

1

1þ sL�
XX

�1


 �2
64

3
75

¼ exp

 
�
Z
x> 0

ELa

1

1þ ðsL�Þ�1x
jKX ¼ j; L <

pjBj

pkBk
x

" #

� �j
u;kdx

!
: (26)

By employing a change of variable t ¼ xPjBj

PkBkL

� �b
and the

definition of hypergeometric function, we can rewrite
(25) as

Lj
u;1jK¼kðsÞ

¼ exp

 
� ELajK¼j



aj

pkBkLa

pjBj

� �b

�
Z 1

1

dt

1þ L
ð1��Þ
a t1=bpkBk=ðpjBjsÞ

�!

¼ exp

 
� bs

1� b

pjBj

pkBk

� �1�b

aj

� ELajK¼j Lb�ð1��Þ
a Cb

spjBj

pkBkL1��
a

� �
 �!
: (27)

tu

Lemma 4. Laplace transform of SBSs interference is

Ls sð Þ ¼ exp �2p�SI

Z 1

0

1� exp �amx
2ð Þ½ �x

1þ xa=s
dx

� �
; (28)

where �SI ¼ min �m; �sPactvð Þ is density of active SBSs that
might potentially interfere in the uplink.

Proof. The proof is similar to that of [46, Theorem 1] and
hence omitted here. tu

By using Lemma 4, (16) and (17) can be recast in the fol-
lowing reduced forms

Pu
s ðtÞ ¼

ba2
A2

Z 1

0

xb�1exp

 
� btxð1��Þ

1� b

X2
j¼1

pjBj

psBs

� �1�b

� ajELajK¼j Lb�ð1��Þ
a Cb

txð1��ÞpjBj

psBsL1��
a

� �
 �

� txð1��Þs2

pu
�G2x

b

!
dx; (29)

Pu
mðtÞ ¼

ba1
A1

Z 1

0

xb�1exp

 
� btxð1��Þ

1� b

X2
j¼1

pjBj

pmBm

� �1�b

� ajELajK¼j Lb�ð1��Þ
a Cb

txð1��ÞpjBj

pmBmL1��
a

� �
 �

� txð1��Þs2

pu
�G1x

b

!
dx; (30)

Pu
b ðtÞ ¼ ba1

Z 1

0

xb�1exp

 
� txs2

ps
� a1x

b

� 2p�SI

Z 1

0

1� exp �a1y
2ð Þ½ �y

1þ xtya
dy

!
dx: (31)

By substituting (29), (30), and (31) into (15), we can derive
the analytical expression of the uplink coverage probability.

4.2 Downlink Coverage Analysis

For the downlink transmission, the SINR at the typical MU
associated with BS located at X for the access link is given
by

SINRd
a;1 ¼

pXHdR
�a
a;1

s2 þ Id;1
; (32)

with

Id;1 ¼
X

x2Fa
d;1

pxHxkxk�a; (33)

where Fa
d;1 denotes the point process of SBSs and MBSs

using the same resource block as the associated BS.
The SINR at the typical SBS for the downlink backhaul is

given by

SINRd
b ¼

pmHmR
�a
b

s2 þ Is0
; (34)

with

Is0 ¼
X

x2FSm
b

pmHxkxk�a; (35)

where Fm
b denotes the MBSs use the same resource block as

the typical SBS serving MBS.
The downlink coverage probability is given by

Pd
1ðtÞ ¼

XM
i¼1

qi PrðSINRd
1 > tjTypical user has task T iÞ

¼
XM
i¼1

qi

(
PrðK ¼ mÞPd

m;1ðtÞ

þ PrðK ¼ sÞ


qiPd

s;1ðtÞ þ ð1� qiÞPd
s;1ðtÞPd

bðtÞ
�)

; (36)

in which

Pd
k;1ðtÞ ¼PrðSINRd

a;1 > tjK ¼ k; k 2 fs;mgÞ ¼

¼ E exp � tðs2 þ Id;1Þ
pkR�a

a

� �
jK ¼ k


 �

¼ E
h
Ld;1jK¼k

Ra
at

pk

� �
� exp �

Ra
a;1ts

2

pk

 !
jK ¼ k

i
; (37)

and

Pd
bðtÞ ¼PrðSINRd

b > tÞ ¼ E exp � tðs2 þ I
0
sÞ

pmR
�a
b

 !" #

¼ E

"
Ls

0
Ra

b t

pm

� �
� exp �Ra

b ts
2

pm

� �#
: (38)
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Lemma 5. The Laplace transform of downlink access link inter-
ference (Id;1) when the serving BS belongs to tier k and the cor-
responding path loss is l can be expressed as

Ld;1jLa¼lðsÞ

¼ exp

 
� bs

1� b

X2
j¼1

pj
pjBjl

pkBk

� �b�1

ajCb
spkBk

lBj

� �!
: (39)

The Laplace transform of downlink backhaul link interference
(Is0 ) when the corresponding path loss is l can be expressed as

Ls0 jLb¼lðsÞ ¼ exp � 2s

b� 2
pmaml

b�1Cb
spm
l

� �� �
: (40)

Proof. The proof is similar to that of [44, Theorem 1] and
hence omitted here. tu

By using Lemma 5, (37) and (38) can be written in the fol-
lowing reduced forms

Pd
s;1ðtÞ ¼

ba2
A2

Z 1

0

xb�1exp

 
� bxbt

ð1� bÞ
X2
j¼1

Bj

Bs

� �b�1 pj
ps

� �b

� ajCb
Bst

Bj

� �
� txs2

ps
�G2x

b

!
dx; (41)

Pd
m;1ðtÞ ¼

ba1
A1

Z 1

0

xb�1exp

 
� bxbt

ð1� bÞ
X2
j¼1

Bj

Bm

� �b�1 pj
pm

� �b

� ajCb
Bmt

Bj

� �
� txs2

pm
�G1x

b

!
dx; (42)

Pd
bðtÞ ¼ ba1

Z 1

0

xb�1exp

 
� 2a1tx

b

a� 2
CbðtÞ �

txs2

pm
� a1x

b

!
dx:

(43)

By substituting (41), (42), and (43) into (36), we can derive
the analytical expression of the downlink coverage
probability.

4.3 Average Delay

Clearly, the desired average delay can be expressed as the
sum of the transmission time and the average response
time. In the following, we will first derive the arrival rate at
the MEC servers in order to obtain the average response
time. Then, the expressions of the average transmission
time for the task offloading and result downloading are
obtained based on the coverage probability.

Definition 2 (Response Time). The response time is the time
that a computation task spends in server, i.e., the sum of wait-
ing time and service time. Tr

mi;1
and Tr

si;1
denote the response

time of MBS server and type-i SBS server, respectively.

The condition for successful offloading is that SINR
exceeds a given threshold g depending on the coding
rate [40]. For the M=G=1 queuing model applied at the MBS
server, the arrivals of type-i computing tasks come from
both the SBS servers and type-iMUs. In particular, the prob-
ability for a typical SBS to offload the type-i task to the MBS
is given by

Pi
arrvl ¼ ENu

s



ð1� qiÞ

XNu
s

k¼1

qki ð1� qiÞN
u
s �k

�
: (44)

As a result, the arrival rate for arrivals of type-i tasks at
the MBS is determined as

L1
m;i ¼

qi�uAmPu
m;1ðgÞ

�m
þ �sP

i
arrvlPu

b ðgÞ
�m

: (45)

The PDF of the service time at MBS for Strategy I is given
by

fT1
sv;m

ðtÞ ¼
XM
i¼1

mi
mexp �mi

mt
� 


L̂1
m;i; (46)

where L̂1
m;i ¼

L1
m;iPM

j¼1
L1
m;j

.

Using the Pollaczek-Khinchin mean formula [47], the
average response time for the type-i task at the MBS can be
expressed as

Tr
mi;1

¼ 1

mi
m

þ

PM
j¼1 L

1
m;j

� �
�

PM
j¼1

2L̂1
m;j

ðmj
mÞ2

� �

2 1�
PM

j¼1 L
1
m;j

� �
�

PM
j¼1

L̂1
m;j

m
j
m

� �
 � :
(47)

According to [47], the expected response time at type-i
SBS is given by

Tr
si;1

¼
�Qi

L1
s;ið1� siÞ

; (48)

where �Qi ¼
ri 1� Nþ1ð ÞrN

i
þN rNþ1

ið Þ
1�rð Þ 1�rNþ1

ið Þ , si ¼
rN
iPN

n¼0
rn
i

, ri ¼ L1
s;i=m

i
s,

and L1
s;i ¼ qiAs�uPu

s;1ðgÞ=�s1
ofld

.

Assumption 1. For simplicity of analysis, we assume the load
(i.e., the number of MUs associated with tagged base station) is
equal to its mean.

Recalling that ha is the fraction of bandwidth reserved for
access links, then for a given ha, the bandwidth obtained by
a MU in the access link Wa or by the SBS in the backhaul
linkWb is

Wa
m;1 ¼

haW

Nu
m

; MU connected to MBS;

Wa
s;1 ¼

haW

Nu
s

; MU connected to SBS;

Wb ¼ ð1� haÞW
Ns

m

; MU connected to SBS:

8>>>>>>><
>>>>>>>:

(49)

According to (49), for given g, the average uplink trans-
mission rate can be expressed as

Ru
m;1 ¼ E½Wa

m;1log 2ð1þ gÞIðSINRu
m;1 � gÞ�

¼ Pu
m;1ðgÞWa

m;1log 2ð1þ gÞ; MU-MBS;

Ru
s;1 ¼ E½Wa

s;1log 2ð1þ gÞIðSINRa
s;1 � g�

¼ Pu
s;1ðtÞWa

s;1log 2ð1þ gÞ; MU-SBS;

Ru
b ¼ E½Wblog 2ð1þ gÞIðSINRu

b � gÞ�
¼ Pu

b ðgÞWblog 2ð1þ gÞ; SBS-MBS;

8>>>>>>>>>><
>>>>>>>>>>:

(50)

where Ið�Þ denotes the indicator function.
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Therefore, for the type-i task with input data size Dul
i , the

average uplink transmission time is

Tt;u
mi;1

¼ Dul
i

Ru
m;1

; From MU to MBS;

T t;u
si;1

¼ Dul
i

Ru
s;1
; From MU to SBS;

T t;u
bi

¼ Dul
i

minðRu
s;1

;Ru
b
Þ ; From MU to MBS with the aid of SBS:

8>>>>>><
>>>>>>:

(51)

Similarly, the average downlink transmission rate can be
expressed as

Rd
m;1 ¼ E½Wa

m;1log 2ð1þ gÞIðSINRd
m;1 � gÞ�

¼ Pd
m;1ðgÞWa

m;1log 2ð1þ gÞ; MBS-MU;

Rd
s;1 ¼ E½Wa

s;1log 2ð1þ gÞIðSINRd
s;1 � gÞ�

¼ Pd
s;1ðgÞWa

s;1log 2ð1þ gÞ; MU-SBS;

Rd
b ¼ E½Wblog 2ð1þ gÞIðSINRd

b � gÞ�
¼ Pd

bðgÞWblog 2ð1þ gÞ; SBS-MBS:

8>>>>>>>>>><
>>>>>>>>>>:

(52)

The downlink transmission time for the type-i task is
given by,

Tt;d
mi;1

¼ Ddl
i

Rd
m;1

; From MBS to MU;

T t;d
si;1

¼ Ddl
i

Rd
s;1

; From SBS to MU;

T t;d
bi

¼ Ddl
i

minðRd
s;1

;Rd
b
Þ ; From MBS to MU with the aid of SBS:

8>>>>>><
>>>>>>:

(53)

The average delay for a MU with T i is given by

T i
avg;1ðgÞ ¼ E Trespon: þ Ttrans:

� 	
¼ Am Tr

mi;1
þ Tt;d

mi;1
ðgÞ þ Tt;u

mi;1
ðgÞ

h i

þAs

(
qi T r

si;1
þ Tt;u

si;1
ðgÞ þ Tt;d

si;1
ðgÞ

h i

þ 1� qið Þ Tr
mi;1

þ Tt;u
bi

ðgÞ þ Tt;d
bi
ðgÞ

h i)
: (54)

5 STRATEGY II

For Strategy II, the typical MU only offloads its task to the
MBS or SBS via the access link directly. Hence, there are no
wireless backhaul links between MBSs and SBSs. In this sec-
tion, we use �si to denote the density of the SBSs that have
cached the service database Si and �ui to denote the density
of the MUs with task T i, where

PM
i¼1 �si ¼ �s andPM

i¼1 �ui ¼ �u.
The average number ofMUs connected to a SBSwith Si is

E½Nu
si
� ¼ 1þ 1:28�uiAsi

�si

; (55)
in which

Asi ¼
�si

�si þ �mðpmBm=psBsÞ2=a
: (56)

By using (6), we can obtain Pi
ofld in Strategy II. The sets of

BSs can be regraded as Mþ 1 tiers, where tier 0 denotes the
MBSs and tier i ð1 
 i 
 MÞ denotes the SBSs which have
cached Si. In the following, we use �0 ¼ �m and �i ¼ �si

�Pi
ofld to represent the intensity of point processes for MBSs

and offloadable type-i SBSs, respectively.

5.1 Uplink Coverage Analysis

If the typical MUwith T i is connected to the nearest offload-
able type-i SBS or MBS located at B, denoting the distance
between the user and B as R, the SINR at the tagged SBS/
MBS is given by

SINRu
a;2 ¼

puHuR
að��1Þ

s2 þ puIu;2
; (57)

with

Iu;2 ¼
X

xi2F
u;2
a

ðRa
xi
Þ�Hikxi � Bk�a: (58)

The uplink coverage probability is given by

Pu
2ðtÞ ¼

XM
i¼1

qi PrðSINRu
2 > tjTypical MU with task T iÞ

¼
XM
i¼1

qi PrðK ¼ iÞPu
si
ðtÞ þ PrðK ¼ 0ÞPu

0i
ðtÞ

h i
; (59)

in which

Pu
si
ðtÞ ¼ PrðSINRu

2 > tjK ¼ iÞ

¼ E exp � tðs2pu þ puIu;2Þ
puRað��1Þ

� �
jK ¼ i


 �

¼ E

"
Lu;2jK¼i Rað1��Þt

� �

� exp �Rað1��Þts2

pu

� �
jK ¼ i

#
; (60)

and

Pu
0i
ðtÞ ¼ PrðSINRu

2 > tjK ¼ 0;MU with T iÞ

¼ E exp � tðs2 þ puIu;2Þ
puRað��1Þ

� �
jK ¼ 0;MU with T i


 �

¼ E

"
Lu;2jK¼0 Rað1��Þt

� �

� exp �Rað1��Þts2

pu

� ���K ¼ 0; MU with T i

#
: (61)

The PDF of Li ¼ fRajK ¼ i; i > 0g is

fLi
ðlÞ ¼ bai

Asi

lb�1expð�Gil
bÞ; (62)

where 8 1 
 i 
 M, ai ¼ Pi
ofld�ip, and Gi ¼ ai þ a0

pmBm
psBs

� �b
.

The PDF of path loss of MU with task T i to MBS is

fL0i
ðlÞ ¼ bG0i l

b�1expð�G0il
bÞ;(63Þ (63)

where G0j ¼ a0 þ aj
psBs
pmBm

� �b
.
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Corollary 1. The PDF of the path loss of a MU with task T k

located at X associated with tier j, conditioned on it not lying
in the serving cell of the tagged tier i BS located at B and the
corresponding path loss kX�Bka ¼ y, is

fLX
ðljKX ¼ j;X 6	 CB;B 2 tier i; kX�Bka ¼ yÞ

¼

bGj

1�expð�G0jy
bÞ l

b�1expð�Gjl
bÞ;

0 
 l 
 psBs
pmBm

y; i ¼ 0; j 6¼ 0;

bG0k
1�expð�G0ky

bÞ l
b�1expð�G0kl

bÞ;
0 
 l 
 y; i ¼ j ¼ 0;

bGj

1�expð�Gjy
bÞ l

b�1expð�Gjl
bÞ;

0 
 l 
 y; i 6¼ 0; j ¼ i;

bGjl
b�1expð�Gjl

bÞ; i 6¼ 0; i 6¼ j; j 6¼ 0;
bG0i

1�expð�Giy
bÞ l

b�1expð�G0il
bÞ;

0 
 l 
 pmBm
psBs

y; i 6¼ 0; j ¼ 0; k ¼ i;

bG0kl
b�1expð�G0kl

bÞ; i 6¼ 0; j ¼ 0; k 6¼ i:

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

(64)

Proof. 1) For i ¼ 0 and j 6¼ 0, given the association policy,
LX should be bounded by Ps

Pm
kX�Bka. With G0j�

PsBs
PmBm

� �b
¼ Gj, we can get the result for the first case in the

above distribution. 2) Similarly, for i ¼ j ¼ 0, 8k, we can

obtain the result for the second case. 3) If i 6¼ 0 and j ¼ i,

with the fact that the path loss of an interfering user to its

serving BS has to be smaller than its distance to the
tagged BS, the distribution is given for the third case.

4) As for i 6¼ 0, i 6¼ j, as well as j 6¼ 0, the user associated

with tier j will always be interfering at tagged BS in tier i.

Thus, there is no bound for LX . 5) When i 6¼ 0, j ¼ 0, and

k ¼ i , LX has an upper bound. 6) However, if k 6¼ j, the

user will always be the interference at the tagged BS.

Thereby, there is no upper bound in the sixth case. tu

Remark 2. According to our association policy, conditioned
on a BS of tier i located at V , a MU with task T j at U asso-
ciates with V with probability

expð�G0ikU�VkaÞ ; i ¼ 0;

expð�GikU�VkaÞ ; i ¼ j;

0 ; i 6¼ j:

8><
>: (65)

Assumption 2. Conditioned on the tagged BS located at B and
of tier i, the propagation process of interfering MUs from tier
j ðj � 1; i:e:type� jSBSÞ to B, Iu;j :¼ kX�Bkaf gX2Fb

u;j
with intensity measure function

�u;jðdxÞ ¼
bajx

b�1 1� exp �G0jx
b

� 
� 

ðdxÞ; i ¼ 0; j 6¼ 0;

bajx
b�1 1� exp �Gjx

b
� 
� 


ðdxÞ; i 6¼ 0; j ¼ i;

bajx
b�1ðdxÞ; i 6¼ 0; i 6¼ j:

8><
>:

(66)

If i ¼ j ¼ 0, the propagation process of interference comes
from the MUs with T k, Iuk

0 :¼ kX�Bkaf gX2Fb
uk;0

with
intensity measure function

�
uk
0 ðdxÞ ¼ q̂kba0x

b�1 1� expð�G0kx
bÞ

� 

: (67)

If i 6¼ 0 and j ¼ 0, the propagation process of interference
comes from the MUs with T k, Iuk

i :¼ kX�Bkaf gX2Fb
uk;0with intensity measure function

�
uk
i ðdxÞ ¼ kba0x

b�1 1� exp �Gkx
b

� 
� 

ðdxÞ; k ¼ i;

q̂kba0x
b�1; k 6¼ i:

(

(68)

In a typical MBS cell, MUs use different resource blocks. If
we randomly choose one MU from a MBS cell, the probability
that the chosen MU has task T k is q̂k ¼ qk�uA0kPM

n¼1
�uqnA0n

, where

A0k ¼ �m

�mþ�sk ðpsBs=pmBmÞ2=a
denotes the probability that the

typical MU with task T k associates with MBS.

Lemma 6. Laplace transform of MUs interference at the tagged
MBS is Lu;2jK¼0ðsÞ is

Lu;2jK¼0ðsÞ ¼
YM
j¼0

Lu;2j0;jðsÞ; (69)

where Lu;2j0;jðsÞ denotes the Laplace transform of interference
from tier jMU

Lu;2j0;jðsÞ (70)

¼

exp

 
� bs

1�b

PM
k¼1 q̂ka0

�EL0k
L
b�ð1��Þ
0k Cb

s
L1��
0k

� �
 �!
; j ¼ 0;

exp

 
� bs

1�b aj
psBs
pmBm

� �1�b

�ELj
L
b�ð1��Þ
j Cb

sps
L1��
j

pm

� �
 �!
; j 6¼ 0:

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

(71)

Proof. Let LI
uk
0
ðsÞ denote the interference from type-k MUs

associated with MBSs, we can have

Lu;2j0;0ðsÞ ¼
YM
k¼1

LI
uk
0
ðsÞ: (72)

By replacing the intensity measure function and PDF
of path loss in the the derivation of (24) with results given
in Assumption 2 and (63), the expression of LI

uk
0
ðsÞ can

be written as

exp � bs

1� b
q̂ka0EL0k

L
b�ð1��Þ
0k Cb

s

L1��
0k

� �
 �� �
: (73)

This proof is concluded by substituting (73) into (72).tu
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By substituting (70) into (61), we can have

Pu
0iðtÞ ¼ bG0i

Z 1

0

xb�1exp

 
� x1��ts2

pu
�G0ix

b

þ q̂ja0EL0j
L
b�ð1��Þ
0j Cb

x1��t

L1��
0j

 !" #

� bx1��t

1� b

XM
j¼1

aj
psBs

pmBm

� �1�b

� ELj
L
b�ð1��Þ
j Cb

x1��tpsBs

L1��
j pmBm

 !" #!
dx: (74)

Lemma 7. Laplace transform of MUs interference at the tagged
type i SBS is given in (78), as shown at the bottom of the page.

Proof. Let Lu;2ji;jðsÞ denote the interference from the MU
associated with tier j BS at the typical type-i SBS, we can
have

Lu;2jK¼iðsÞ ¼
YM
j¼0

Lu;2ji;jðsÞ: (75)

Let LI
uk
i
ðsÞ denote the interference from the type-kMU

associated with MBS at the type-i SBS, then

Lu;2ji;0ðsÞ ¼
YM
k¼1

LI
uk
i
ðsÞ: (76)

By using Assumption 2 and following by the deriva-
tion of (24), the expression of LI

uk
i
ðsÞ is given by

LI
uk
i
ðsÞ

¼

exp

 
� bs

1�b
qkA0kPM
n¼1

qnA0n

pmBm
psBs

� �1�b

a0

�EL0k
L
b�ð1��Þ
0k Cb

pms

L1��
0k

ps

� �
 �!
; k ¼ i;

exp � bs
1�b q̂ka0EL0k

L
b�ð1��Þ
0k Cb

s
L1��
0k

� �
 �� �
; k 6¼ i:

8>>>>>>>>><
>>>>>>>>>:

Similarly, the interference from MUs associated with
type-k SBSs at the typical type-i SBS is given by

Lu;2ji;kðsÞ ¼ exp � bs

1� b
akELk

L
b�ð1��Þ
k Cb

s

L1��
k

� �
 �� �
:

(77)

This proof is concluded by substituting (76) and (77)
into (75). tu
By using (78) and (62), the analytical expression of Pu

si
ðtÞ

is given by

Pu
si
ðtÞ ¼ bGi

Z 1

0

xb�1exp

 
� x1��ts2=pu

�Gix
b þ ln Lu;2jK¼i x1��t

� 
� 	!
dx: (79Þ

5.2 Downlink Coverage Analysis

For the downlink transmission, the SINR at the typical MU
associated with BS located at X for the access link is given
by

SINRd
2 ¼

pXHdR
�a
X

s2 þ Id;2
; (80)

with
Id;2 ¼

X
x2Fa

d;2

pxHxkxk�a; (81)

where Fa
d;2 denotes the point process of SBSs and MBSs

using the same resource block as the serving BS of the typi-
cal MU.

The downlink coverage probability in Strategy II is given
by

Pd
2ðtÞ ¼

XM
i¼1

qi PrðSINRd
2 > tjTypical MU with task T iÞ

¼
XM
i¼1

qi PrðK ¼ iÞPd
si
ðtÞ þ PrðK ¼ 0ÞPd

0i
ðtÞ

h i
; (82)

in which

Pd
0i
ðtÞ ¼PrðSINRu

2 > tjK ¼ 0;Typical MU with task T iÞ

¼ EL0i
L0i
d;2

L0it

pm

� �
� exp �L0its

2

pm

� �
 �
; (83)

and

Pd
si
ðtÞ ¼PrðSINRu

2 > tjK ¼ i; i > 0Þ

¼ ELi

h
Li
d;2

Lit

ps

� �
� exp

�Lits
2

ps

� �i
: (84)

Lemma 8. The Laplace transform of downlink interference Id;2 at
the type-k MU when the serving BS belongs to MBS and type-
k SBS are given respectively by

Lu;2jK¼iðsÞ ¼ exp

(
� bs

1� b

�
q̂i

pmBm

psBs

� �1�b

a0EL0i
L
b�ð1��Þ
0i Cb

spmBm

L1��
0i psBs

� �
 �

�
XM

k¼1;k6¼i

q̂ka0EL0k
L
b�ð1��Þ
0k Cb

s

L1��
0k

� �
 �
�
XM
j¼1

ajELj
L
b�ð1��Þ
j Cb

s

L1��
j

 !" #�)
: (78)
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L0k
d;2jL0k¼lðsÞ

¼ exp

(
� bslb�1

1� b

"
ps

Bsps
Bmpm

� �b�1

akCb
sBmpm
lBs

� �

þ pma0Cb
spm
l

� �#
� 2p

XM
j¼1;j 6¼k

�jgðspsÞ
)
; (85)

and

Lk
d;2jLk¼lðsÞ

¼ exp

(
� bslb�1

1� b

"
pm

Bmpm
Bsps

� �b�1

a0Cb
sBsps
lBm

� �

þ psakCb
sps
l

� �#
� 2p

XM
j¼1;j6¼k

�jgðspsÞ
)
; (86)

where gðsÞ ¼
R1
0

sx
sþxa dx ¼ G 2

að ÞG 1þ2
að Þs2=a

aG 1þ2
að Þ (cf. [48, Eq. (4.11)]).

Proof. Since all of the tier j SBS (j 6¼ k) contribute to interfer-
ence at the type-k MU, the Laplace transform of interfer-
ence results from tier j SBS is easily to be obtained by
PGFL. The final result is the product of Laplace transform
of SBS-tier and MBS-tier. tu

Making use of Lemma 8, we can deuce (84) and (85) into

Pd
0iðtÞ ¼ bG0i

Z 1

0

xb�1exp

 
� xts2

pm
�G0ix

b

þ ln L0i
d;2jL0i¼x

xt

pm

� �
 �!
dx; (87)

and

Pd
si
ðtÞ ¼ bGi

Z 1

0

xb�1exp

 
� xts2

ps
�Gix

b

þ ln Li
d;2jLi¼x

xt

ps

� �
 �!
dx: (88)

The downlink coverage probability can be derived by
substituting (87) and (88) into (82).

5.3 Average Delay

Without the consideration of backhaul link, the total band-
width W is allocated to the typical MU based the number of
MUs associated its serving BS. The bandwidth obtained by
a typical MU is given by

Wa
m;2 ¼ W

Nu
m
; MU connected to MBS;

Wa
si
¼ W

Nu
si
; MU connected to type-i SBS:

(
(89)

The average uplink and downlink transmission time for
the type-i task are given by

Tt;u
0i ¼ Dul

i
Pu
0i
ðgÞWa

m;2
log 2ð1þgÞ ; Type-i MU-MBS;

T t;u
si

¼ Dul
i

Pu
si
ðgÞWa

si
log 2ð1þgÞ ; Type-i MU-SBS;

8><
>: (90)

and

T0i ¼
Ddl
i

Pd
0i
ðgÞWa

m;2
log 2ð1þgÞ ; Type-i MU-MBS;

T t;d
si

¼ Ddl
i

Pd
si
ðgÞWa

si
log 2ð1þgÞ ; Type-i MU-SBS:

8><
>: (91)

For Strategy II, the arrival rate of type-i tasks at the MBS
and SBS are respectively determined as

L2
m;i ¼

A0iqi�uPu
0iðgÞ

�m
; (92)

and

L2
s;i ¼

Asi�uqiPu
si
ðgÞ

�m
: (93)

By replacingL1
m;i in (48)withL2

m;i andL1
s;i in (49)withL2

s;i,
we can derive the the average response time for the type-i
task atMBS and SBSwhich are denoted by Tr

mi;2
and Tr

si;2
.

Thus, the average delay for the typical MU with T i in
Strategy II is given by

T i
avg;2ðgÞ ¼ A0i T r

mi;2
þ Tt;u

0i ðgÞ þ Tt;d
0i ðgÞ

h i
(94)

þAsi T r
si;2

þ Tt;u
si

ðgÞ þ Tt;d
si
ðgÞ

h i
: (95)

TABLE 2
Simulation Parameters

Parameter Value Parameter Value

W 60 Mhz Bm 1
pu 23 dBm N 5
pm 43 dBm ps 33 dBm
g 0 dB a 4
�u 100=km2 h 0.6
Dul

i 0:5�0:6MB Ddl
i 0:3�0:4MB

Fm 6 Ghz Fs 2.5 Ghz

Fig. 4. Validation of uplink and downlink coverage probability.
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6 SIMULATION RESULTS

In this section, we provide numerical results for the MEC-
enabled 2-tier HetNet in the area of 1 km2. Li is ranging
from 400 to 700 Megacycles and a is 4. The remaining simu-
lation parameters are given in Table 2 according to [40],
[41], [42].

We consider that there is three types of services (i.e.,
fT iji ¼ 1; 2; 3g), and corresponding popularity probabilities
are 0.2, 0.3, and 0.5, respectively (except for Fig. 4 that con-
siders two types of services). The other parameters are
introduced when the corresponding figures are discussed.

6.1 Verification of Accuracy

In this section, we present Monte Carlo simulation to vali-
date our analytical expressions for coverage probability. In
each case, we perform at least 105 times of the realizations
of the channel, the positions of communication nodes, the
types of services cached at the BSs, and the required types
of services for MUs. For each realization, we compare the
SINR threshold with the simulated SINR which is induced
by (11), (13), (32), or (34). We consider that there are two
types of services with popularity probability 0.3 and 0.7.
The density of MBSs and SBSs are 10=km2 and 20=km2,
respectively. In Fig. 4, we plot the uplink and the downlink
coverage probability for Strategy I and Strategy II. The
results show the accuracy of the derived analytical expres-
sions for the coverage probabilities, which are perfectly
matching with simulations.

6.2 Effect of Bias Factor

Fig. 5 depicts how the bias factors in cell association affect
the performance of the considered system via numerical
results. The average delay first decrease as the Bs

increase, then increases with the increasing of Bs. This is
justifiable since the load at the MBS servers is heavy
when Bs is small. As Bs increases, more computation
tasks will be offloaded to the less loaded SBS servers,
which are located closer to MUs. However, when Bs

exceeds a certain level, the SBS servers become heavily-
loaded, and the incremental offloading tasks at the SBS
servers will suffer a longer delay. For a given type of
tasks, that the average delay in Strategy I is always
shorter than Strategy II. This is reasonable since the IAB
setting in Strategy I enables computation load migration
from SBSs to MBSs, which is beneficial to reduce the aver-
age response time.

Fig. 5. Effect of bias factor.

Fig. 6. Effect of MBS density.

Fig. 7. Effect of SBS density.
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6.3 Effect of BS Density

Figs. 6 and 7 show the impacts of the SBS and the MBS den-
sity on the system performance, respectively. It is shown
that the average delay is a monotonically decreasing func-
tion of MBS density in all considered cases. Compared with
the SBS density, we can observe that increasing MBS density
can achieve a more remarkable performance improvement.
Due to the support of computation offloading from SBSs to
MBSs, Figs. 7b and 6b indicate that the average response
time in Strategy I are much smaller than Strategy II and less
sensitive to the BS density. However, as shown in Figs. 7a
and 7c, when �s=�u exceeds a certain level, the heavy-
loaded backhaul link will degrade the average transmission
time as well as the average delay for the MU with task 1,
since the MU with task 1 has a higher probability to utilize
the more powerful computation capacity at the MBS via the
backhaul link, As for Strategy II, since there is no backhaul
link bottleneck, the average delay is a monotonically
decreasing function of �s=�u.

6.4 Effect of SBS Computing Capacity

Fig. 8 demonstrates the system performance versus the SBS
service rate. The average delay can be regarded as amonotoni-
cally decreasing function of Fs in all considered cases. When
Fs is small, the average response time for the type-3 MU is
larger than that of the type-1MU in both considered strategies,
since the computation load at the type-1 SBS is smaller than
the load at the type-3 SBS and Pofld is smaller than 1. After cer-
tain values of Fs, the average response time of the type-3 MU
starts to be smaller than type-1 MU. This is reasonable since a
largeFs will lead toPofld ¼ 1, which in turn causes the decrease
of computation load at both SBSs andMBSs.

6.5 Effect of SBS Buffer Size

Fig. 9a shows the changes of average delay versus the buffer
size at SBSs. In all considered strategies, before the average

delay getting converged, the average delay for MUs with
task 1 and task 3 is decreasing and increasing with the
increasing of N , respectively. Moreover, the average delay
in Strategy I is smaller than than that of Strategy II for both
types of MUs. With increasing N , the typical MU will expe-
rience longer waiting time at its serving SBS. Meanwhile,
Pofld increases as N increases, which can alleviate the com-
puting load at both MBS-tier and SBS-tier. Since the type-1
MU has a larger probability to associate with the MBS-tier
and the response time at MBS-tier is smaller than type-1
SBS, the average response time decreases as N increases.
On the contrary, the average response time for the type-3
MU increases with the increasing ofN . Since the computing
load at the type-1 SBS in Strategy I is much lighter, N has a
negligible impact on average response time for type-1 MUs
in Strategy I.

7 CONCLUSION

In this paper, we formulated a two-tier MEC HetNet spa-
tial model, which consisted of the multi-type MUs with
the request of different service types and the two-tier
MEC servers with different computing capacities. Due to
the limited resource, SBS-tier MEC servers can only cache
a specific type of service and their computing buffer is
finite. We studied two strategies corresponding to two
different settings: 1) Strategy I for an IAB-enabled MEC
HetNet, and 2) Strategy II for traditional MEC HetNet. By
using tools from stochastic geometry and queueing the-
ory, we first derived the analytical expressions for cover-
age probability, and then analysed the average delay for
both two considered strategies. Finally, we discussed and
compared the performance of two proposed strategies by
extensive simulations.

The current work and results presented in this paper can
be extended in several future research directions. In this
paper, we considered that each SBS only can cache one

Fig. 8. Effect of SBS service rate. Fig. 9. Effect of SBS buffer size.
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specific service. However, considering multiple services
caching makes the average delay analysis more challenging
but is of practical relevance. In addition to delay, energy
consumption is also a critical performance metric in MEC
networks [13]. Hence, the design of energy-efficient offload-
ing schemes aligned with heterogeneous services will be
another promising direction.
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