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Abstract

Point set registration is critical in many applications such as computer vision, pattern recognition, or in
fields like robotics and medical imaging. This paper focuses on reformulating point set registration using
Gaussian Mixture Models while considering attributes associated with each point. Our approach introduces
class score vectors as additional features to the spatial data information. By incorporating these attributes,
we enhance the optimization process by penalizing incorrect matching terms. Experimental results show
that our approach with class scores outperforms the original algorithm by [Jian and Vemuri, 2011] in both
accuracy and speed.
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1 Introduction

Registration of point sets, that involves aligning multiple sets of points in a common coordinate system, is a
fundamental task in computer vision and pattern recognition. Gaussian Mixture Models (GMMs) are a power-
ful representation for point distributions and the Euclidean distance between GMMs is a robust cost function to
minimize for estimating the transformation between point sets to perform registration [Jian and Vemuri, 2011].
Point sets can be understood as graphs with points as nodes but without edges linking the nodes. Conse-
quently graph matching algorithms have also been proposed to register graphs affected by spatial deformation
[Zhou and De la Torre, 2013]. In this paper, we show experimentally that adding class scores as attributes ben-
efit registration with GMMs [Jian and Vemuri, 2011], providing a more accurate registration while reducing
computational time.
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Figure 1: Example between two graphs with nodes V1 = {1,2,3,4} and V2 = {a,b,c} (left).
Graphs Matching aims at estimating binary matrix X of correspondences (shown right)

between V1 = {1,2,3,4} and V2 = {a,b,c} given a global affinity matrix K.
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2 State of the art

[Chopin et al., 2023] recently introduced a deep learning pipeline for image segmentation augmented with a
graph matching technique for post-processing to correct errors of over-segmentation. Their proposed graph
encoding uses class scores as features on the vertices (or nodes) of a graph that are associated with seg-
mented regions. The graph matching is performed between a graph model of perfect segmentation and a
new observed one assuming that both are spatially aligned, hence the approach is sensitive to rotation effects
for instance. To address this problem, graph matching can be extended with registration methods such as
ICP (Iterative Closest Point) for matching graphs subject to global rigid and non-rigid geometric constraints
[Zhou and De la Torre, 2013]. As an alternative to ICP registration, GMM-reg have been proposed as a robust
approach able to estimate spatial transformations even with outlier correspondences [Jian and Vemuri, 2011].
Here we investigate extending GMM registration using class scores as node attributes and relate it to graph
matching.

Notations. We define two graphs noted G1 = {V1,E1} and G2 = {V2,E2} such that (ignoring subscripts) V is
the set of vertices (a.k.a. nodes), and E the set of edges. Graph matching aims to estimate a binary matrix
X = [Xi j ∈ {0,1}] of correspondences between nodes V1 and V2, given a global affinity matrix K encoding node
and edge similarities between the two graphs (cf. Fig 1).

Graph Matching. For each pair of nodes (i , j ) ∈ V1 and pair (l , s) ∈ V2 the given affinity Ki s, j l , graph matching
finds a mutual assignment between elements of the sets V1 and V2 to maximize the total score for all pairs of
assignments [Zhou and De la Torre, 2013]:

X̂ = argmax
X

∑
i , j∈G1

∑
s,l∈G2

Ki j ,sl Xi s X j l (1)

subject to some constraints [Huang et al., 2021] ∀i ∈G2 :
∑

s∈G1
Xi s ≤ 1 and ∀s ∈G1 :

∑
i∈G2

Xi s ≤ 1. When nodes
capture spatial information, graph matching can be extended to take into account a deformation T allowing to
register graph G1 on graph G2 [Zhou and De la Torre, 2013].

Figure 2: σc effect when computing weights wi ,s between nodes of graphs shown Fig. 1.
Selecting smaller values for σc imposes a strict constraint on the optimization process by
penalizing the matching of nodes that belong to different classes. The matrix of weights

converges towards the binary matrix X of correspondences shown in Fig. 1.

Registration with GMMs. [Jian and Vemuri, 2011] have proposed to estimate deformation T between point
sets V1 and V2 by minimising the Euclidian distance between two Gaussian Mixtures Models (GMMs) fitted on



each point set. Here rigid transformation (rotation, translation) is considered in R2, in which case the estimation
of T is performed as:

T̂ = argmax
T

|V1|∑
i=1

|V2|∑
s=1

N (0;T (v (i )
1 )− v (s)

2 ,Σ) (2)

where T is a transform function of parameter θ = [t1, t2,φ] representing the translation and rotation, N (x;µ,Σ)
indicates the normal distribution for random vector x with mean µ and covariance Σ. For simplicity, we have
chosen isotropic covariance Σ=σ2I2 in this work (I2 identity matrix in R2). v (i )

1 is the spatial coordinate in R2

used as attribute for the node i in V1 (resp. v (s)
2 is the spatial coordinate in R2 used as attribute for the node s in

V2).

3 Registration with class attributes

Following [Chopin et al., 2023], we propose to extend Equation (2) by concatenating a class vector (noted c) to
the spatial coordinate (v) as part of the attribute describing the nodes such that the estimation becomes:

T̂ = argmax
T

|V1|∑
i=1

|V2|∑
s=1

exp

−
∥∥∥T

(
v (i )

1

)
− v (s)

2

∥∥∥2

4σ2

×exp

(−∥c(i )
1 − c(s)

2 ∥2

4σ2
c

)
(3)

In formula (3), the term with class scores can be interpreted as weights wi s that does not depend on the trans-
formation T to be estimated:

wi s = exp

−
∥∥∥c(i )

1 − c(s)
2

∥∥∥2

4σ2
c

 (4)

We note that if c(i )
1 = c(s)

2 the weight is equal to one wi s = 1. When c(i )
1 ̸= c(s)

2 (nodes with different class
scores), then the weight is less than one wi s < 1. This implies that incorrect matches are penalized. We show
experimentally (Section 4) that this leads to better estimates T̂ with faster convergence of the algorithm.

Effect of σc . When we choose σc small enough, the weights wi s for i ̸= s become close to zero. Figure 2
shows the effect of different values of σc .

4 Experimental results

We use the fish data from [Jian and Vemuri, 2011] in our experiments1. Fish data has 98 points for which 2D
coordinates are provided and these are augmented with a unique class score vector c = [0,0, ...,1, ...,0]T ∈ R98

and
∑98

i=1 ci = 1. Class scores used for G1 and G2 are the same while 2D coordinates are rotated from ±24◦

to ±96◦ with ±24◦ intervals in G2. The experiments are done with σ = {2;1;0.5} and σc = 0.2. The error is
computed as the Euclidian distance ∥T̂ −TGT ∥ between the estimated transformation T̂ and ground truth TGT .
Figure 3 shows the experiments categorized by different values of σ. The results yields notable improvements
in terms of accuracy and computational efficiency. Estimations on each experiments has been improved as well
as decreasing the convergence time across different experiments.

5 Conclusion

Class scores have proven useful for graph matching for improving image segmentation results from deep learn-
ing [Chopin et al., 2023] and this work shows that class information also can provide better performance of
registration with GMMs [Jian and Vemuri, 2011]. Future work will investigate if edge information can also be
used efficiently for registration.

1The code will be available at https://github.com/solmak97/GMMReg_Extension

https://github.com/solmak97/GMMReg_Extension


Figure 3: Experiment results on fish data with σc = 0.2. Distribution of errors ∥T̂ −TGT ∥ are
shown as box plot for σ= {2,1,0.5} for both [Jian and Vemuri, 2011] algorithm (top left) and
our approach (top right): note the difference of the order of amplitude in the error report on
y-axis. Time for computations are likewise reported (bottom plots) showing our algorithm

efficiency.
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