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A B S T R A C T   

Artificial intelligence (AI) in industrial marketing has seen significant research attention through various theo-
retical lenses with an emerging thread examining the dark side effects of AI. Thirty-four semi-structured in-
terviews were conducted with buyers and suppliers of AI marketing solutions to investigate the consequences of 
AI ‘dark forces’ on B2B relationships. We posit AI as a new actor that has blurred the lines of the actors-resources- 
activities model. Findings show AI is now considered a new actor within B2B networks wielding dark force 
consequences such as algorithmic gatekeeping, which initiates dehumanization effects. In addition, AI is reliant 
on access to datasets which drives up resource costs. A lack of accountability of AI marketing solutions leads to 
opportunistic behaviours compromising actor relationships. Our conceptual model maps our understanding of 
the dark force consequences underpinning theoretical and managerial implications and recommendations for 
increased awareness and mitigation of dark forces.   

1. Introduction 

March 2023 saw the launch of a new generative artificial intelligence 
(AI) marketing solution service called ‘EinsteinGPT’ – declared as a 
transformational technological shift in marketing. Its value proposition 
is a combination of customer relationship management (CRM) capabil-
ities with ChatGPT generative AI software producing a service that 
could: 

“Generate personalized emails for salespeople to send to customers, 
generate specific responses for customer service professionals to more quickly 
answer customer questions, generate targeted content for marketers to in-
crease campaign response rates, and auto-generate code for developers.” 
(Salesforce, 2023). 

One can imagine the potential reception that such a service would 
have for CEOs around the globe. The idea of a well-established global 
brand with decades of experience in managing CRM with precise digital 
infrastructure behind it, would certainly be a compelling offer. The 
notion of an automated AI-based service enhancing all aspects of a firm’s 
marketing, presents an enticing offer for the managers or agency in-
dividuals involved. However, beyond the hype of the capabilities of 
ChatGPT-4, there has been a call by high profile leaders of tech giants for 
a pause and further reflection on implications of generative AI (Hern, 

2023). Moreover, the majority of AI applications consist of smaller scale 
applications, which (human) individuals create, develop and implement 
to enhance business processes. Understandably, with the recency of this 
development, empirical studies have not had the opportunity to fully 
examine the consequences of ChatGPT (Dwivedi et al., 2023), however 
we can learn from existing AI applications. In some cases, the perspec-
tives of those individuals involved in business problems that AI solutions 
are designed to solve are overlooked (e.g., Gligor, Pillai, & Golgeci, 
2021), which is the first gap our study intends to address. 

It is clear that we find ourselves in a time where we are surrounded 
by ubiquitous artificial intelligence AI applications (Dwivedi et al., 
2021) with many studies of AI capabilities in marketing (e.g., Canhoto & 
Clear, 2020), usually through a deterministic lens of technology adop-
tion (Davenport, Guha, Grewal, & Bressgott, 2020; Paschen, Kietzmann, 
& Kietzmann, 2019). This focus on the capabilities of the technology 
tends to overlook the negative consequences on human end-users of 
such applications (Rana, Chatterjee, Dwivedi, & Akter, 2022). Stresses, 
pressures and tensions emerging from firms’ adoption of digital tech-
nology are widely reported (Canhoto & Clear, 2020), with an emerging 
thread examining AI adoption in industrial marketing (e.g., Moradi & 
Dass, 2022). This thread has identified important negative conse-
quences, which arise from AI, such as: the opacity of AI (Rana et al., 
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2022); power asymmetries (Grewal, Guha, Satornino, & Schweiger, 
2021); destruction of interpersonal connections (Gligor et al., 2021); 
disgruntlement with AI performance (Cao, Duan, Edwards, & Dwivedi, 
2021); and a lack of accountability of AI marketing solutions (Mikalef, 
Conboy, & Krogstie, 2021). Amidst the modern day ‘dark forces’ pro-
duced by AI, a second knowledge gap is clear in terms of how B2B re-
lationships between human actors are being impacted, negatively or 
otherwise. 

From the limited knowledge on the consequences of AI on B2B re-
lationships we must reconsider the role of AI itself. In adopting the long- 
standing actor-resource-activities (ARA) model some argue AI should be 
viewed as a combined ‘act-source’ (Pardo, Wei, & Ivens, 2022) or 
autonomous interlocutor (Kot & Leszczyński, 2020). However, consid-
ering the recent developments of generative AI, we posit that AI should 
be considered an entrant to the ARA model as a new type of actor. 
Hence, considering the ramifications of AI as an actor represents a third 
knowledge gap that this study will address. Considering the knowledge 
gaps identified, this study aims to investigate the dark force conse-
quences of AI as a new actor on B2B relationships. The paper will next 
turn its attention to the literature, before outlining the methodological 
choices, presenting and discussing the key findings, and then concluding 
the article with an overview of the managerial implications and further 
research agenda emerging from the study. 

2. Literature review 

2.1. Integration of AI into industrial marketing 

There is little dispute as to the desire for organisations to harness the 
power of AI within the marketing industry (e.g., Moradi & Dass, 2022). 
Exceptional computational capabilities through cutting edge technology 
are not only promised to improve efficiencies, but also to deliver services 
to customers with ease, while simultaneously reducing costs (Paschen 
et al., 2019). Modern industrial marketing is witnessing a significant 
influx of AI applications and services that are adept at plugging into 
traditional marketing processes and delivering impressive efficiencies 
(Hossain, Agnihotri, Rushan, Rahman, & Sumi, 2022). Chen, Jiang, Jia, 
and Liu (2022) identify seven outcomes including improvements in 
marketing efficiencies; improvements in accuracy, particularly market-
ing decision-making; improvements in understanding relationships be-
tween businesses and their consumers; and routes to increasing sales 
whilst reducing risks and costs associated with marketing. Similar 
findings are proposed by Saura, Ribeiro-Soriano, and Palacios-Marqués 
(2021) through their study of AI- based CRM systems. They suggest that 
there are significant positives for businesses through enhanced customer 
knowledge management, automation, and marketing performance 
evaluation. Enhanced understanding of consumer journey planning, 
mapping and management within B2B customer journeys is a dominant 
theme within the AI and B2B marketing literature (Rusthollkarhu, 
Toukola, Aarikka-Stenroos, & Mahlamäki, 2022). Through integration 
of AI with a businesses’ marketing analytics platform, Baabdullah, 
Alalwan, Slade, Raman, and Khatatneh (2021) and Hossain et al. (2022), 
also find that the marketers’ ability to attain competitive advantage is 
improved. Hossain et al. (2022 p.245) suggest that AI plays a vital role in 
“sensing, seizing, and reconfiguring the market.” They build upon the 
resource-based view, noting the need for a marketer to have appropriate 
marketing analytics resource and expertise, as well as capabilities in 
adopting AI, in order to successfully sense and seize the market. Through 
a combination of AI systems and machine learning algorithms, Bag, 
Gupta, Kumar, and Sivarajah (2021) argue that industrial marketing 
organisations may better identify any fake news content spread by 
competitors, thereby reducing the threat of harm to their brand. Ac-
cording to Farrokhi, Shirazi, Hajli, and Tajvidi (2020), early detection of 
events critical to a business, i.e. macro-level events such as natural di-
sasters to micro-level events such as managing a dearth of marketing 
data, are made simpler through adoption of AI. Finally, motivations for 

AI adoption range from cost effective optimisation of processes 
(Davenport et al., 2020) sometimes at the expense of managerial 
expertise (Baabdullah et al., 2021), or to display organisational inno-
vation (Akter, Wamba, Mariani, & Hani, 2021). As scholars attempt to 
keep pace with large scale developments of AI in marketing, such as with 
ChatGPT (Dwivedi et al., 2023), it is notable that overtly positive con-
clusions are drawn from their endeavours, overlooking the ‘dark side’. 

2.2. AI dark forces 

The ‘dark side’ of B2B relationships is a concept that has seen much 
attention in the industrial marketing literature, indicating both tolerable 
and intolerable negative outcomes such as: 

‘problems’, ‘challenges’, ‘difficulties’, and ‘drawbacks’ related to struc-
tural issues that exist in business relationships, such as size differences, or the 
imbalance of power; processes within business relationships, including crea-
tivity issues and capability development” (Abosag, Yen, & Barnes, 2016, p. 
5). 

Critical threads relating to use of AI in industrial marketing pertain 
to the notion that with any adoption of new technology to replace or 
optimise human-led processes or practices, unexpected negative out-
comes will arise (Akter et al., 2021; De Bruyn, Viswanathan, Beh, Brock, 
& von Wangenheim, 2020; Mikalef et al., 2021). However, the pre-
dominant issues reported tend to focus on practical and technological 
aspects of the AI (e.g., when it breaks) (Bag et al., 2021), ethical co-
nundrums (Ashok, Madan, Joha, & Sivarajah, 2022), or poor data input 
(De Bruyn et al., 2020). Further, we see an emerging thread which ex-
amines the negative consequences of AI adoption for marketing man-
agers who are embarking on adopting this technology for the betterment 
of their organisation (e.g., Canhoto & Clear, 2020; Keegan, Canhoto, & 
Yen, 2022). This thread of studies has evoked interest in a much under- 
reported area referred to as AI ‘dark forces’, to which the present study 
contributes. 

AI dark forces, as Rana et al. (2022) argue, are factors that lead to 
competitive disadvantages by impairing operational efficiencies due to 
the opacity of AI systems, and can lead to high-risk decision making in 
business. Similarly, Cao et al. (2021) explore the unpredictability of AI 
systems, suggesting that humans’ lack of knowledge of AI and its un-
predictable outcomes may threaten their own judgment, calling for 
more training and better AI adoption standards. As a result, a common 
thread found in the literature is the preference of human judgment over 
AI decision-making. For example, Grewal et al. (2021) introduce the 
concept of uniqueness neglect, where humans trust the recommenda-
tions of each other more than AI. Gligor et al. (2021) suggest that this is 
because AI has the possibility of upending the interpersonal relationship 
between business partners, resulting in reduced collaborative creativity 
and less intuitive decision making. This often results in asymmetric 
conditions where more dominant or powerful partners may act oppor-
tunistically when AI creates imbalance between businesses. Mikalef 
et al. (2021) argue that this can impact accountability for AI outcomes, 
particularly where AI opacity can impair transparency and remove 
human agents from business decision making. Transparency is also 
impacted by changing AI algorithms, making it difficult to conceive of 
governance mechanisms for AI, despite them often being called for 
within the AI dark force literature (Mikalef et al., 2021; Rana et al., 
2022). While a growing body of work on the ‘dark side’ of AI exists in the 
business and information systems research fields, there is a notable gap 
in understanding these forces through a marketing lens. Additionally, 
many studies in this area rely solely on literature reviews to make pre-
dictions about these forces, neglecting the need for empirical research. 
Hence there is a need for further inquiry into the consequences of AI 
dark forces which would allow us to further understand their impact on 
modern B2B relationships (Abosag et al., 2016). Similar to Huang and 
Rust (2021), we adopt the long-standing ARA model to analyse the 
consequences of AI dark forces, which we explore in the next section. 
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2.3. Adoption of the ARA framework 

In 1992, a model of industrial networks was developed with a view to 
offering clarity to the understanding of B2B networks and relationships. 
Håkansson and Johanson (1992) proposed a seemingly rudimentary 
model comprised of three key dimensions: 

‘Actors are defined as those who perform activities and/or control over 
resources. In activities, actors use certain resources to change other resources 
in various ways. Resources are means used by actors when they perform 
activities. Through these circular definitions a network of actors, a network of 
activities and a network of resources are related to each other” (Håkansson 
& Johanson, 1992; p 28). 

Upon reflection, the framework has had a significant bearing on 
understanding the unique circumstances of modern industrial market-
ing, particularly how actors are defined by their ability to exercise 
control over resources and activities (Håkansson & Johanson, 1992). 
This in itself establishes the notion that parties involved in B2B in-
teractions have agency and are in control over resources and activities 
and these have a bearing upon their respective relationships. In the case 
of AI marketing solutions, control must be ceded to algorithms (Gligor 
et al., 2021) and third-party suppliers (Mikalef et al., 2021) who demand 
large quantities of buyer data (Dwivedi et al., 2021; Paschen et al., 2019) 
to become effective. As witnessed with recent iterations of generative AI 
products, such as ChatGPT, the latest generation of AI marketing solu-
tions indicate a scenario whereby AI is be considered to have a high 
degree of agency and support decision-making (Dwivedi et al., 2023; 
Grewal et al., 2021; Rana et al., 2022). Activities have an apparent 
causal dimension, implying that one activity will have a clear and 
tangible effect on resources. In the case of AI, activities have become 
veiled in secrecy (Cao et al., 2021), and in some cases with little to no 
scrutiny of the tangible outcome from an algorithm (Keegan et al., 2022; 
Rana et al., 2022). Finally, resources represent the manner in which the 
other two variables come into operation. Recently, a significant trans-
formation of this view of resources has occurred, whereby AI systems are 
being adopted at the expense of human agency (Bag et al., 2021; Gligor 
et al., 2021). 

Understanding the AI landscape requires the recognition of the role 
of a new genre of actors, such as cloud computing platform providers, AI 
algorithm developers, data scientists and analysts, etc. However, it is 
becoming increasingly apparent that these new genre of actors are not as 
experienced as industrial marketers with the establishment and man-
agement of B2B relationships, leading to issues amongst buyers and 
suppliers of AI marketing solutions (Keegan et al., 2022; Mikalef et al., 
2021). To understand these issues further, Hedvall, Jagstedt, and Dubois 
(2019) used the ARA model to highlight the importance of buyer and 
supplier firms managing their various roles and relationships in the 
network in which it participates. What is also clear from the range of 
studies, which have used ARA in this field (Hedvall et al., 2019; Kot & 
Leszczyński, 2020; Pardo et al., 2022), is the usefulness of the model in 
analysing, critiquing and restructuring our understanding of B2B re-
lationships amidst the backdrop of disruption from technology adoption. 

2.4. Considering AI as a new actor 

A number of ARA studies propose relevant debates for the present 
study. Firstly, Pagani and Pardo (2017) sought to examine the impact of 
digital technology on B2B relationships. This work aimed to understand 
the influence of digitalisation through use of the ARA model, as well as 
examining the bonds/links between them. Through a case study 
approach, the limitations of large firms’ use of digital marketing 
methods was exposed. A key contribution from this work was the 
capability of using the ARA model to emphasize the transformational 
role of digitalization in value creation across business networks. They 
argue that as digital technologies dramatically change the manner in 
which actors interact in B2B networks, these networks evolve over time 
in ways which had not yet been understood (Abosag et al., 2016). The 

digitalization being described referred to use of commonly adopted 
marketing techniques (Paschen et al., 2019), which are a far cry from the 
automated nature of AI marketing solutions services seen today (Bag 
et al., 2021). However, through Pagani and Pardo (2017), we witness 
how ARA is useful in terms of understanding the consequences of digital 
technology such as AI on B2B relationships. 

Kot and Leszczyński (2020) considered the role and identity of AI 
who give it ‘interlocutor status’. Their proposals emerge from an 
investigation of the role of Business Virtual Assistants (BVAs) who are 
given responsibility to take part in dialogue between businesses with 
resources such as calendars, maps and memos. Such resources pertain to 
activities including the BVA’s ability to make meeting suggestions, 
respond to invitations and interpret user preferences. Kot and Leszc-
zyński (2020) argue that AI in this context should be considered as an 
actor over an object controlled by its host, through its ability to interact 
in the following ways: “acceptance, influence, control and interpreta-
tion-making” (Kot & Leszczyński, 2020 p. 1156). More specifically, they 
posit that AI has the ability to make autonomous judgements and de-
cisions, as well as the ability to negotiate with its host and other actors. 
However, whilst creating a compelling argument for AI as a new actor, 
they do not consider the negative implications or challenges of this 
perspective. 

Most recently, Pardo et al. (2022) examined the integration of in-
dustrial internet of things (IIoT) applications and the implications these 
have on the business networks to which they are applied. The study 
adopts a system of systems perspective to understand the hitherto un-
explored value creation potential for innovative technology. Most 
notably, their work makes a bold call for a revision of the ARA frame-
work to consider that smart IIoT applications constitute an overlap zone 
between actors and resources (deemed as ‘Act-Source’). This overlap is 
principally based on IIoT Applications subscription to a goal orientated 
existence, thus performing a hybrid function within the original 
framework. Whilst the role of ‘smart objects’ as a product is much un-
derstood at this stage (e.g., Dwivedi et al., 2021), there is a clear 
distinction between smart objects and the more recent ‘hybrid-human’ 
AI marketing solutions (Kot & Leszczyński, 2020). Hence, through the 
ARA model, we can understand organisations’ assimilation of AI mar-
keting solution resources, which perform autonomous decision-making 
roles and functions, as well as initiating key marketing tasks without 
human intervention. 

These debates have laid a solid foundation for the basis of the present 
study by establishing a path for the examination of AI marketing solu-
tions’ influence within B2B interactions, and by adopting a long- 
standing model for new and emergent areas, justifying its use and 
value in modern industrial contexts. 

3. Method 

An interpretive qualitative approach was utilised to identify any dark 
force consequences of AI on B2B relationships. The methodological 
choices were based on three rationales. First, notable studies of AI 
adoption in B2B marketing (e.g., Davenport et al., 2020; Dwivedi et al., 
2021) have been effective in eliciting rich insights into the lived expe-
rience of actors within service ecosystems. A qualitative empirical gap 
exists amongst recent studies of the dark side of AI, many of which are 
conceptual in nature (e.g., Grewal et al., 2021) or reliant on quantitative 
surveys (e.g., Rana et al., 2022). Secondly, this approach was deemed 
suitable to enable participants from managers supplying or procuring AI 
marketing solutions to discretely describe any negative influence of dark 
forces on their relationships with individual and organisational actors 
under the cloak of anonymity. Recent works have had some success in 
unveiling contentious topics arising from AI from buyer and supplier 
audiences (e.g., Keegan et al., 2022). Thirdly, as few theoretical works 
examine the detrimental impact of AI on B2B relationships (e.g., Gligor 
et al., 2021), the adopted method is deemed to be a useful tool for 
exploration of themes when there is limited empirical grounding. Semi- 
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structured interviews were selected as the data collection tool to facili-
tate exploration of the research topic. 

3.1. Sampling 

In keeping with a qualitative endeavour to gather rich insights into 
the lived experience of actors in B2B networks, the goal of the sampling 
approach was to recruit suitable participants with experience of sup-
plying or buying AI marketing solutions. Hence, a purposive sampling 
approach was adopted to identify participants who were able to artic-
ulate the dark force consequences upon relationships between buyers 
and suppliers of the AI marketing solutions. The researchers chose this 
approach as it allowed for a strategic approach to identifying partici-
pants in similar occupational roles within a similar geographic region, 
hence providing a valid representative sample of the wider population 
which would produce valuable insights into the goal of the study. Par-
ticipants were contacted based on their experience with AI marketing 
solutions, in an industrial marketing setting. The primary purposeful 
stipulation for buyer participants was experience either in the capacity 
of procurement, or the full-scale adoption, and hence they would be in a 
position to provide insights on the interface between buyer and supplier. 
Similarly, supplier participants were targeted based on commercial 
experience, with a particular preference for senior positions such as 
Managing Directors and Chief Executives of AI development agencies. In 
total, 34 participants were recruited. Table 1 lists our participants with 
pertinent details underpinning their suitability for providing insights in 
response to the research aim. 

3.2. Data collection and analysis 

Semi-structured interviews were conducted using video confer-
encing software or else in-person, where possible. An interview protocol 
was used to explore the tenets of the research phenomenon, with the 
goal of eliciting opinions on the role of the consequences of AI on B2B 
relationships (Appendix A). Interviews lasted between 45 and 60 min. 
Recordings were transcribed and anonymised to protect the privacy of 
the firms and the research participants involved. 

Upon initial screening of the transcripts, negative consequences of AI 
on B2B relationships repeatedly arose as a key tenet of participant dis-
cussions. As planned, the analysis adopted the ARA framework to guide 
our interpretation of the data through a sequential abductive approach 

(Dubois & Gadde, 2002). In doing so, we systematically combined 
empirical observations and theory, through an abductive approach 
which was deemed an appropriate strategy for the focus of the study. 
The rationale for adopting a sequential approach was in part due to the 
fact that the study was concerned with the consequences of AI dark 
forces on B2B relationships, an area experiencing fast change (such as 
with the introduction of ChatGPT) and considering the lack of theoret-
ical frameworks covering this area (Dwivedi et al., 2023). Drawing upon 
Dubois and Gadde (2002) we employed an intertwined process that 
enabled movement back and forth sequentially between the respondents 
data and theory to produce an appropriate conceptual framework. 
Echoing the same issues faced by Dubois and Gadde (2002) we faced 
similar issues in relation to scrutinizing a research phenomenon in a 
tumultuous business setting, where ongoing developments in AI greatly 
impacted the everyday experiences of participants. As a result, our 
abductive approach presents a mixture of deductive and inductive ap-
proaches which are fruitful as our objective is to discover new concepts, 
variables and relationships. In doing so, our main concern with this 
study is related to the generation of new concepts and further devel-
opment of the ARA model, rather than confirmation of existing theory. 
This approach was useful in structuring our approach to addressing the 
research goal in identifying and understanding the consequences of AI 
dark forces on B2B relationships in service ecosystems. 

Further to initial screening and coding of the data through a reflec-
tive thematic analysis approach (Braun & Clarke, 2019), a sequential 
procedure then moved back and forth between the original components 
of the ARA model to further structure and refine the conceptualisation of 
consequences of AI dark forces. A Gioia Methodology approach (Mag-
nani & Gioia, 2023) was adopted to make sense of and align the coded 
parcels of data. This involved a staged process whereby initial analytic 
codes and categories were created and assembled into 1st-order 
participant-led codes and followed by 2nd-order codes which were 
theoretically-derived. Such codes were organised into themes and 
aggregate dimensions (Table 2). This led to the development of a 
theoretical model (Fig. 1), through an abductive sequential comparison 
of the data. The resulting findings were written up into a data-based 
narrative, centring around the 2nd-order themes and aggregated di-
mensions, using the informants’ 1st-order quotations as leverage to the 
discussion. Analysis of transcripts was performed independently by the 
authors using NVIVO, followed by a roundtable discussion of the con-
cepts and themes to ensure the validity of the themes produced. 

Table 1 
Participant table.   

CODE SECTOR GENDER EXPERIENCE  CODE GENDER EXPERIENCE CLIENTS 

BUYERS B1 Financial Services Male 20 Years SUPPLIERS S1 Male 5 Years Pharmaceutical 
B2 Telecoms Male 10 Years S2 Male 6 Years Healthcare 
B3 Information Technology Male 8 Years S3 Male 12 Years Software as a Service 
B4 Telecoms Male 12 Years S4 Male 8 Years Pharmaceutical 
B5 Healthcare Female 15 Years S5 Female 6 Years eCommerce 
B6 Financial Services Female 8 Years S6 Male 8 Years Various 
B7 Retail Male 10 Years S7 Female 5 Years Events Management 
B8 Pharmaceutical Male 10 Years S8 Female 10 Years Retail 
B9 eCommerce Female 6 Years S9 Male 5 Years Property 
B10 Business Development Male 14 Years S10 Male 7 Years Retail 
B11 Lifestyle Male 7 Years   
B12 Procurement Male 14 Years 
B13 Property Female 6 Years 
B14 Technology Male 12 Years 
B15 Pharmaceutical Male 6 Years 
B16 Education Male 6 Years 
B17 Charity Female 6 Years 
B18 Human Resources Female 4 Years 
B19 Finance Male 10 Years 
B20 Property Male 12 Years 
B21 Experiential Products Male 7 Years 
B22 Law Female 8 Years 
B23 Electronics Male 10 Years 
B24 Electronics Male 15 Years  
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Table 2 
Abductive sequential data structure.  

ARA Framework 
Guiding 
Principles 

1st Order Concepts 
Emerging from Data 

2nd Order Themes Aggregations 

Actors are defined 
as those who 
perform 
activities and/ 
or control 
resources 

Actors are often 
invisible through 
use of third-party 
contributors to 
algorithm 
development 

Actors must 
relinquish control 
over resources and 
activities in the 
adoption of AI 

AI as a new actor 
permeates 
through 
networks 
impacting B2B 
relationships 

This makes it 
difficult/impossible 
to control them – 
the usual ‘self- 
correcting 
mechanism’ in 
relationship 
management is not 
present 
Control over 
resources is altered 
dramatically by all 
actors involved 

Individuals, 
groups of 
individuals, 
parts of firms, 
firms and 
groups of firms 
can be actors 

AI is a new actor. 
Should we consider 
this a new category, 
or should we rather 
think of the AI 
algorithm as a new 
type of resource? Traditional ARA 

dimensions of are 
challenged by AI 

In either case there 
is a certain level of 
depersonalisation 
and/or loss of 
interaction/control 
that was not there 
before 

In activities actors 
use certain 
resources to 
change other 
resources 

Buyers actors have 
less control over 
resources in the era 
of AI 

Absence of control 
over resources, 
cedes capability to 
unknown parties 
and creates 
uncertainty 

Suppliers demand 
control over 
resources to 
implement AI 
solutions 
Third-party cloud 
computing actors 
have significant 
influence over 
buyer and suppliers 
resources 
Data becomes a 
precious resource, 
essential for AI to 
operate 

Actors 
characteristics   

• (i) they 
perform and 
control 
activities. 

Control is exerted 
by certain parties, 
but AI is also a new 
actor 

Partial control over 
activities is retained 

AI solutions are 
unique in that they 
are applications that 
have a degree of 
control over 
activities, in 
contrast to the 
traditional SaaS 
model which 
demands human 
intervention  

• (ii) through 
exchange 
processes 
actors develop 

It is arguably 
difficult to establish 
a relationship with 
an intangible, 
impersonal actor 

Human-computer 
interfaces prove 
difficult to establish 
relationships  

Table 2 (continued ) 

ARA Framework 
Guiding 
Principles 

1st Order Concepts 
Emerging from Data 

2nd Order Themes Aggregations 

relationships 
with each other 

such as an AI 
solution 
Given the recent 
advances of AI, it 
may be possible for 
buyers and suppliers 
to establish 
relationships with 
an AI system in time 
to come  

• (iii) actors base 
their activities 
on control over 
resources 

Control over 
resources seems to 
be fluid in the AI 
era. 

Actors struggle to 
control fluid and 
multi-faceted 
resources 

Buyers cede direct 
control over 
their data to 
algorithms, and 
control of 
marketing 
processes. 
Suppliers of 
solutions gain 
indirect control 
over data and 
processes, yet 
are still keen to 
retain their 
intellectual 
property over 
the solution.  

• (iv) actors are 
goal oriented 

If the algorithm is 
an actor, whose 
goals it is trying to 
fulfil? 

Algorithmic goals 
are determined by 
creators and not 
fairly distributed 
across the network 

If it is a resource, 
who controls it, as 
seen with the case of 
SaaS?  

• (v) actors have 
differential 
knowledge 
about 
activities, 
resources and 
other actors in 
the network 

Buyers have little to 
no knowledge of 
other actors it the 
network 

Knowledge across 
the network is 
unfairly distributed, 
masked by IP and 
algorithmic secrecy 
in a gatekeeper 
scenario 

Third-party actors 
have little 
knowledge of 
buyers or their 
requirements 
Suppliers play an 
intermediary role, 
yet struggle with 
managing 
relationships 

An activity occurs 
when one or 
several actors 
combine, 
develop, 
exchange, or 
create 
resources by 
utilising other 
resources 

AI marketing 
solutions are 
labelled as 
providing 
‘transformation 
activities’ and 
‘transfer activities’ 

Focus of AI solution 
activities is 
transformational at 
the expense of 
human actors 

Activities 
performed by AI 
are not fully 
understood, 
lacking 
accountability 
for its actions 
and can at times 
lead to 
opportunistic 
behaviours on 
other actors in 
the network 

Part of this 
transformation 
involves the 
dehumanization of 
actors in the 
network 
Lack of 
accountability of 
activities clouded 
by secrecy of 
algorithm and 
intellectual 
property rights 

Performing 
transformation 
and transfer 
activities 

Data is now a 
precious resource Activities and 

Resources are 
inextricably linked 
through reliance on 

AI solutions cannot 
function without 
buyer data, 

(continued on next page) 
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Subsequent roundtables meetings were held to enable to abductive 
sequential analysis procedures. 

4. Findings 

The abductive system of analysis was applied to identify the AI dark 
forces at play and their impact on relational constructs. Sequential 
engagement between the data and ARA unveiled AI dark forces’ con-
sequences on B2B relationships. Such dark forces create a dehuman-
ization effect on actors in service networks, removing their ability to 
impact process and take part in strategic decision-making. Account-
ability of activities are also compromised leading to opportunistic be-
haviours. Lastly, resources are subject to intense pressure where data 
becomes a battleground and actors have to contest over access to data, 
leading to costly outcomes for both parties. In doing so, the findings add 
valuable extensions to recent debates on the debilitating effects on AI 
dark forces on B2B relationship (Pagani & Pardo, 2017; Pardo et al., 

2022). 

4.1. Actors 

Participants highlighted the significant role that big tech companies 
play as gatekeepers in the AI industry, as actors exercising a great deal of 
control over AI solutions. By referring to big tech companies as gate-
keepers, participants implied that they have the power to decide what 
aspects of their AI solutions are made available to suppliers and buyers. 
However, this may not be immediately apparent to clients who adopt 
supplier AI services, indicating a lack of transparency along the supply 
chain. 

“I think the big tech companies are gatekeepers, they have the bigger 
control of AI solutions, which is less obvious to clients” (S5). 

“There is no such thing as the truth behind when it goes wrong. There are 
truths, but we’ll never know it because they [Cloud Services] will never tell us. 
Which is a big pain point. The answers are there but they’re held back because 
the big entity in the ecosystem doesn’t want you to know” (S7). 

Participants would frequently discuss other characteristics of AI so-
lutions such as their opacity, continually changing nature and the deluge 
of fragmented AI solutions. Therefore, a key dark force consequence 
discussed by participants was the perceived complexity of AI, resulting 
in power asymmetries between buyers-suppliers and AI providers. Such 
asymmetry would favour AI and tech companies who had visibility of 
their algorithms. 

“the catch is that it’s [AI marketing solutions] a disparate and fragmented 
landscape and therefore the governing [AI] monopoly can call the shots 
completely.”(S3). 

“If an algorithm said you had to make your website pink so it would 
perform better, we would wake up tomorrow and find millions of websites will 
be painted pink.” (S4). 

“Ultimately, the only people that have visibility are the guys that are 
working behind the algorithm. They’re the only guys that have the power” 
(B5). 

The language used by participants to describe AI (“the algorithm”) 
and the tech companies behind AI (the “gatekeepers”) was used inter-
changeably, representing a dichotomy between AI possessing human 
and non-human agency. As such, both the tech companies and their 
internal stakeholders i.e. developers, programmers etc. as well as the AI 
algorithm itself may both be viewed as an actor. In line with the ARA 
framework, the key actor proposition is that actors are defined as those 
who perform activities and/or control resources. Through our analysis it 
became more apparent that AI systems have control of resources and 
make decisions based upon data that influence other actors, resources 
and activities. For instance, many participants viewed the adoption of AI 
as having the intended goal of improving efficiencies, yet in doing so, 
many were concerned about the lack of their control over such activities. 

“Every result that we get is determined by a third-party.” (S10). 
Buyers frequently referred to the ‘black box’ effect of AI, whereby the 

decision making underpinning the AI algorithms is being performed 
behind closed doors. The problem is that AI applications, and their 
output, are a largely invisible actor to even the organisation who has 
purchased the service as it is typically outsourced to a third-party, thus 
increasing invisibility of AI solutions, as well as their motives. 

”Despite the black box side of Google Cloud, one thing that is certain is 
that no one has a say over what it does. No one can definitively say it [AI 
algorithm] does X, Y and Z" (S6). 

“That’s the challenge of using [AI] with third-party providers, because 
they don’t explain, because of the[ir] commercial interest and so on, they 
don’t review the algorithm, so you can’t question them.” (B3). 

As AI algorithms are programmed by human beings and in some 
cases are designed to generate profits by big tech companies, this leads 
to a much bigger ethical issue around self-serving AI and its use in a 
buyer-supplier relationship. 

“And then of course, you know, following the money, as the quote goes, 
then you know that there is potentially a conflict of interest, because if 

Table 2 (continued ) 

ARA Framework 
Guiding 
Principles 

1st Order Concepts 
Emerging from Data 

2nd Order Themes Aggregations 

requires 
resources 

data for AI solution 
to function 

suppliers rely on 
this as a fallback 
position in case of 
poor performance 
AI solution suppliers 
exhibit 
opportunistic 
behaviours towards 
buyer firms offering 
poor levels of 
customer support 
for AI solutions 

Resources are 
means used by 
actors when the 
perform 
activities 

AI solutions have 
commandeered 
resources to the 
extent that actors 
are removed from 
their operation 

Human actors are 
increasingly 
removed from 
resources which 
perform activities 

AI Resources are 
strongly 
characterised by 
their ability to 
perform tasks, 
but are highly 
reliant on 
datasets which 
incur significant 
costs. 

Lack of 
personalisation and 
dehumanization of 
resources is evident 

All resources are 
controlled by 
actors 

Buyers resources 
have to be 
surrendered to 
suppliers and third- 
party cloud 
platforms for AI 
solutions to be 
effective. 

AI adoption 
requires ceding 
control across the 
entire network 

Resources can be 
characterised, 
first, by the 
actors 
controlling the 
resource 

Resources are now 
characterised by 
their ability to 
perform the task 
they have been 
given 

Resources are now 
determined by tasks 
they perform Is the supplier truly 

in control of the AI 
solution or is the 
third-party cloud 
provider? 

How many 
dimensions of 
the resource are 
used and how 
standardised is 
the utilisation 
in each of the 
dimensions? 

Cloud platform 
providers offer 
standardised plug-in 
AI solutions which 
are looked upon 
negatively 

Standardization is 
difficult to achieve 
with AI solutions 
dictated by 
algorithm 

Bespoke AI 
solutions built in 
tandem with buyers 
needs is the optimal 
model  
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someone controls an algorithm, can make money off of it, then that is its 
primary function. Not serving the client or the customer, or making our lives 
easier” (B6). 

Positioning AI as an actor also leads to a unique scenario whereby 
marketing processes were viewed as being devoid of human agency. 
Except for the initial creation of the algorithm, actors expressed the view 
of being relegated to the point of invisibility, in lieu of algorithms and 
technological applications. Concern was expressed around dehuman-
ization of actors in the service exchanges. By focusing our analysis on the 

ARA model, we expose further the impact of dehumanization – i.e. 
taking the humans out of the processes, devaluing human contributions 
and diminishing the interpersonal aspect of business relationships. 

“There are a lot of ethical issues in relation to AI. I like to think of it as an 
oligopoly. Essentially, employee’s jobs are being taken away in various 
different aspects of organisations by robotic automation, by big wealthy tech 
firms and their clients and both are getting richer off the whole thing” (B11). 

Indeed, in its current state, AI lacks true consciousness, self- 
awareness, and intentionality thereby the notion of AI as an actor 

Fig. 1. The AI dark forces ARA model.  
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within the B2B relationship may be controversial. It often operates 
within the boundaries of its programming and data inputs, without 
possessing personal motives, beliefs, or desires suggesting that the 
human behind the AI algorithm should be the actor of focus (Alabed, 
Javornik, & Gregory-Smith, 2022). However, from our analysis of the 
“Actor” theme, human users’ of AI had a tendency to anthropomorphise 
AI, attributing agency to AI entities and systems they interact with. 
Therefore, whether AI is determined to be an actor or not (under 
accepted definitions of an actor), we found that B2B actors often 
perceived AI as an new type of actor. In doing so, this created scenarios 
where dark force consequences could emerge. 

4.2. Resources 

As well as being positioned as an actor, participants would often refer 
to AI as a “model”, in other words a software program that utilises data 
sets in order to make decisions from patterns that it is trained to 
recognise and learn from. Therefore, this also positions AI as a resource. 
The apparent efficacy of AI models is heavily dependent upon the data 
inputted into the system. For example, suppliers were keen to refer to 
how algorithms created for buyers are highly efficient in principle, 
however, if the dataset they are applied to is flawed, the entire solution 
suffers. They would bemoan the lack of useful data to enable their so-
lutions to work effectively due to challenges around accessing the “right 
data”. 

I think the biggest challenge that we’ve seen as a company when it comes 
to AI solutions is inconsistency of the data you get from clients, and the 
availability of getting access to the data. You need the right data to build a 
good model. And I don’t think we’re alone in that in terms of our industry, I 
think getting access to the right, clean data is consistently the challenge. (S4). 

Under the ARA framework, the resource proposition suggests that 
resources are used or created by actors when they perform activities. 
However, resources are scrutinised based upon how many dimensions of 
the resource are used and how standardised the utilisation in each of the 
resource dimensions is. Standardization of AI would be a challenge due 
to the suppliers’ perceived inability to create repeatable mechanisms for 
cleaning data required by the AI model. 

“What we’re trying to do is bring AI and machine learning to the main-
stream, where it’s repeatable and predictable. I think the biggest challenge 
that we’ve seen is that it takes a lot of time to get a clean set of data. So we’re 
working to try and put structures in place in terms of providing mechanisms to 
clean the data coming in, so that we can build more repeatable models that 
are applicable across thousands and thousands of customers. The team spent 
four years working with one of our large clients and because of the complexity 
and the inconsistency of the data they were getting we couldn’t build a good 
working algorithm. And that’s been a massive challenge for us. I don’t think 
we’re alone in that in terms of our industry. I think getting access to the right, 
clean data is consistently the challenge to build the right AI model.” (S6). 

Likewise, the lack of transparency of AI also meant that users of AI 
were never quite sure if they were getting the most from their AI solu-
tion, even after inputting data. Moreover, with the creation of AI mar-
keting solutions being the primary role of the suppliers, they expressed 
concerns about the validity of the models they were producing. 

“You’ve got the likes of Amazon Web Services taking away the com-
plexities of building AI models to embed AI into their existing application 
architecture without really having to get into a lot of the detail of developing 
the models themselves. But to create a model, you must train the model, and 
that is reliant on whether you have a lot of data to feed into it. Because we 
don’t need to know all about what’s happening underneath the hood, we just 
need to be given a set of tools that allow us to really leverage an AI solution in 
a way that makes an impact for the client” (B3). 

In the AI context, resources have undergone a significant overhaul as 
manipulation of data takes centre stage, although only for the privileged 
who can afford sophisticated AI applications. Therefore, a prevalent 
theme within participant conversation was the cost of AI marketing 
solutions where the buyer firm (client) would devote significant 

amounts of funding and resources into securing the marketing solution. 
“I think that that the ‘cost to practically use’ point is the biggest barrier, 

actually.” (B4). 
“The effort, the intellectual effort that goes into it to curate the algorithms 

is incredible. People don’t realize just how expensive it is.” (S4). 
Almost all buyers expressed concern over the cost versus value of the 

solutions, including a variety of anecdotes as to whether the value of the 
AI resource matched expectations or not. Whereas suppliers were keenly 
aware, and equally as cautious of the costs of the production and 
development of an AI solution. Suggesting the AI solution had not been 
successful, perceptions of value related to cost of the solution declined. 

“The main reason the business was a bit reluctant is the actual cost that 
was needed to move the project along. And then I’d say there was a bit of an 
issue is finding the right specialists. When we did find one and it all went 
ahead, we saw a massive degradation in performance and we had to roll back 
on the solution. And then we had to start again, back to baby steps.” (B12). 

“In terms of a scenario that runs along the lines of you want to create your 
own algorithm in some way. If you’re trying to work with clients, to create a 
whole class of functions or processes, using AI, it is quite possible that you will 
invest a huge amount of money in it and fail to get a result that’s better than 
many, much cheaper and easier alternatives. That is my experience” (S2). 

From our analysis we found that whilst AI is a key marketing 
resource, aiding in decision making, standardization of AI and its use is 
difficult due to a lack of understanding of AI, the often unrealistic price 
for AI versus its perceived value, and also the complexities surrounding 
appropriate data. 

4.3. Activities 

Under the ARA framework, buyers and suppliers of AI marketing 
solutions undertake transformative activities, working towards a shared 
network perception via cooperation and sharing of resources (i.e. 
various actors combine, develop, exchange or create resources and 
therefore activities directed to fulfil a specific function). In the AI 
context, our analysis found that actors (i.e. buyer, supplier, and/or the 
AI algorithm itself), share resources (i.e. AI models, data) in order to 
create resources and therefore activities (i.e. AI marketing solutions, 
decision making). Therefore, AI is an Activity as well as an Actor and 
Resource, representing a merging of viewpoints that is observed through 
the kaleidoscope of the ARA model. However, through our analysis we 
argue that the opacity and gatekeeping tendencies of AI as an Actor, and 
its impact upon the inability to standardise AI as a resource, means that 
transformative transfer activity between actors are sometimes not a re-
ality. More specifically, dark force consequences of accountability and 
opportunism emerge as barriers to transformative activity and cooper-
ation between buyers and suppliers. For example, suggesting AI had not 
delivered as expected, questions over who should be accountable for 
adverse activity outcomes were raised by participants. 

“I’m really not sure we should be selling this [AI Solution] to clients as a 
service because we don’t own it so that is that significant risk. Who should 
carry that risk? Clients don’t know what it can do and it’s the responsibility of 
the agencies to manage the expectations of what it can and can’t do and I 
think a realistic expectation and the hardest bit. You have got to have results 
and sometimes that’s not within your control as a digital agency” (S6). 

In some instances, this frustration led to a cynical reflection that the 
AI could be blamed for poor performance, as it would not be within the 
control of the supplier. However, others would contend that this was a 
form of opportunism on behalf of the supplier. 

“Liability is the major consideration for the impact of AI on decision 
making process leading to who is responsible. People will blame the tech and 
not be accountable.” (B3). 

“It is easy to fake it, and to say oh yeah [AI’s] just done an update and 
that’s why it [AI Solution] isn’t performing as well as it should” (S9). 

With this in mind, participants discussed the possibility of compen-
sation should buyers not have received the results they were anticipating 
from their suppliers, particularly where they had paid a considerable 
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amount of money for AI marketing services and solutions. 
“Cloud services that provide AI solution algorithms need to be a bit 

more… I wouldn’t say they need to be more transparent because obviously it’s 
their algorithm, their IP, but giving us more information when something bad 
happens. The compensation element for that is the company could lose mil-
lions in that space of time and if you’re not in a financial position you could 
just end up going under.” (S3). 

However, the buyer would often be the one challenged with the 
burden of proof to provide sufficient evidence or justification that 
adverse results and outcomes were due to AI. Doing so affirmatively 
would be challenged due to the continually changing, black box, nature 
of AI algorithms, meaning participants would suggest that AI would 
often be too complex to understand. They also note a paradox that many 
would not know how AI functions enough to determine if it had acted in 
a way that led to undesirable outcomes. 

“If one of our [AI] solutions wasn’t successful, it’s because [The AI 
Supplier] decided to change their algorithm, which they won’t admit to, so I 
can’t prove to my client why it wasn’t successful” (S5). 

“The thing about it is you know, a server does a certain job, if it falls over, 
you know, the backup is to plug in another cable to another server, and it 
works. Whereas with AI, if it breaks, you don’t know if it is broken, or how to 
fix it, so you’re adding all these layers of complication on top of something 
that was already complicated.” (B1). 

With the above in mind, our analysis indicates that that working with 
AI systems is inherently more complex and requires additional layers of 
knowledge and expertise of AI as an Actor, Resource and Activity as well 
as the dark force consequences AI creates for buyers and suppliers under 
the ARA lens. 

5. Discussion 

In addressing the aim of investigating the consequences of AI dark 
forces on B2B relationships, our study provides three key contributions. 
First, an overview (Table 2) and subsequent conceptualisation (Fig. 1) of 
the consequences of AI dark forces identified, addresses the knowledge 
gap relating to understanding the impact of AI on B2B relationships 
(Keegan et al., 2022; Mikalef et al., 2021). Secondly, our study argues 
that AI is both an activity and a resource, but should be considered a new 
actor in B2B relationships extending earlier threads in this conversation 
(e.g., Pardo et al., 2022). Thirdly, our findings reveal the extent to which 
AI has permeated the long-standing ARA model positing a reconsider-
ation of the model’s components. 

5.1. Dark force consequences of AI as a new actor 

Table 2 offers an overview of our sequential abductive analysis 
(Dubois & Gadde, 2002), in accordance with the Gioia Methodology 
(Magnani & Gioia, 2023). The system of analysis offered the opportunity 
to establish a bridge between the data and the ARA model. The analysis 
revealed the extent to which the original determinants of the model have 
been altered, changed, or in some cases, has been compromised by the 
adoption of AI. Hence, the sequential approach offered a platform for 
further understanding the consequences of dark forces on the model 
components. The aggregations on the model have produced the 
following propositions (P1-P3), which will be presented and discussed. 

P1. AI as a new actor permeates through networks impacting B2B 
relationships. 

Buyer and supplier participants accepted how AI has fully immersed 
itself within their respective networks. However, analysis reveals how 
the role of AI is now permeating across the lines of the ARA framework, 
in that AI is already established as a highly valued resource, which can 
perform transformational activities. To this end, we argue that AI is also 
adopting the role of a new technological actor, performing actions 
traditionally viewed as being within the domain of human actors. 
Hence, we propose that AI should be considered as a new type of actor 

(Alabed et al., 2022), in keeping with the traditionally recognised de-
terminants of actor agency (Håkansson & Johanson, 1992). This 
conclusion is made in light of current thinking and debates around AI in 
industrial networks as having interlocutor status (e.g., Kot & Leszczyń-
ski, 2020; Pardo et al., 2022). Furthermore, as AI technology continues 
to advance, it is conceivable that future AI systems might possess greater 
degrees of autonomy. 

However, as Table 2 illustrates, there are key deviations when AI is 
introduced into the model, leading to important implications for B2B 
relationships. Our findings overwhelmingly indicated that individual 
and collective firm actors are required to relinquish control to AI mar-
keting solutions which acts as a gatekeeper to resources and activities. 
As Håkansson and Johanson (1992) originally suggested, the determi-
nant of an actor in the network is control, and hence if this is ceded to a 
third-party, or algorithm, understandable tensions will emerge as re-
ported by Mikalef et al. (2021). Uncertainty was rife amongst the par-
ticipants when discussing their lack of control over what was their job 
role and function for many years (Cao et al., 2021). Hence, the tech-
nological disruption created a situation where multi-faceted resources, 
such as the algorithms involved, led to a struggle for power and control, 
supporting Keegan et al. (2022). 

In another unexpected development, findings indicated how human- 
computer interfaces prove extremely difficult to establish and maintain 
relationships, leading to dehumanization effects. In concurrence with 
Bag et al. (2021), participants’ cynical reflections on the ‘black boxes’ 
indicated vitriol for these new AI actors. 

P2. AI Resources are strongly characterised by their ability to perform 
tasks, but are highly reliant on datasets which incur significant costs. 

AI marketing solutions as a resource are determined by their role and 
function of AI, e.g., lead generation, customer segmentation profiling (e. 
g., Moradi & Dass, 2022). However, in contrast to prior understanding of 
resources, our findings indicate a significant reliance on the role of data 
and datasets for such resources to operate. Participants expressed frus-
tration with cynical descriptions of inanimate objects such as black 
boxes, or algorithms that belong to tech giants. 

In the era of AI, resources are not evenly distributed across the 
network and are increasingly under the control of suppliers and tech 
giants who provide the infrastructure for AI marketing solutions to 
operate (Hossain et al., 2022). Hence standardization is difficult to 
achieve with AI solutions dictated by unknown non-human third parties 
such as algorithm hosting platforms (Cao et al., 2021). As one partici-
pant noted, if AI systems suggested a specific direction in website design, 
a myriad of firms would be obliged to follow suit. Such secrecy, coupled 
with the aforementioned ceding of control by human actors, was iden-
tified as key dark forces in our findings leading to challenge our con-
ventional understanding of resources in modern industrial networks. 

P3. Activities performed by AI are not fully understood, lacking 
accountability for its actions and can at times lead to opportunistic be-
haviours on other actors in the network. 

As noted by participants, the accountability of AI emerged as a sig-
nificant dark force consequence with direct effects on our understanding 
of activities. Hence, we argue that in the era of AI, understanding of 
activities is generally misunderstood, shrouded by a cloak of algorithmic 
secrecy bolstered by supplier intellectual property rights (Keegan et al., 
2022). In contrast to the SAAS model whereby services such as database 
management systems are open and easily understood by all users of the 
system, the machinations of AI marketing solution algorithms are opa-
que, if not fully behind closed doors. This leads to a dark force scenario 
where accountability of AI is called into question. In some cases, the 
activities performed by AI marketing solutions proved to be ineffective. 
Participants expressed dissatisfaction with not having access to any form 
of customer support for when solutions are underperforming, or fail to 
achieve their intended function. 

Furthermore, the lack of awareness of goals across B2B networks was 
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another concerning factor of AI solution integration, which appears to 
be a concern in similar studies (e.g., Ashok et al., 2022; Moradi & Dass, 
2022). Echoing De Bruyn et al. (2020), many buyer participants 
expressed frustration with the black box nature of AI. Conversely, AI 
suppliers were also quick to point out that datasets and algorithmic 
updates were used for suitable excuses for poor performance of the AI 
marketing solution. 

In summary, AI dark forces identified from the data have been 
identified and abductively mapped onto all three elements of the ARA 
model. In considering these, and the impact these have on the model’s 
dimension, this study has provided the opportunity to holistically and 
critically examine the implications of AI dark forces upon B2B 
relationships. 

5.2. Conceptualizing the dark forces of AI through the ARA framework 

Based on the dark forces identified, we propose Fig. 1 as a culmi-
nation of the analysis of findings. In linking the respective areas of the 
ARA framework, it proved to be useful to identify the distinctions in the 
findings, while also mapping out the areas where AI has hitherto un-
explored dark force effects on relationships. Fig. 1 is based upon the 
symbol from the most famous instance of the dark side, the emblem of 
the Galactic Empire from Star Wars. The dark side emblem is annotated 
with a series of hexagons, which represent how actors and associated 
resources and activities have been impacted by the AI dark forces, as 
well as the respective links between them in circles. The inner links of 
the model provide further insight into the respective AI dark forces that 
impact relationships in the buyer-supplier network. 

Our analysis has shone a light on the views of both buyers and 
suppliers, identifying the fact that there is more work to be done to 
understand the wider consequences of AI’s dark forces. First, it asserts 
how AI adoption represents a significant departure from the simple 
adoption of standard digital marketing services (Davenport et al., 2020; 
Paschen et al., 2019), which offers a compelling platform for debate 
(Dwivedi et al., 2021). Our findings cement further the notion that the 
implementation of AI marketing solutions involves a significant level of 
sacrifice on the part of the buyer (De Bruyn et al., 2020). They are 
required to forgo their role, function, knowledge and skills to an un-
certain number of unknown third-party suppliers, who are often using 
cloud computing platforms belonging to yet another party. This degree 
of complexity represents what we refer to as the dehumanization of the 
actors involved and it amounts to a concerning development in the 
traditional understanding of the network effects involved. Moreover, 
resources traditionally viewed as being under the control of the actors 
involved, have become skewed towards costly black box algorithmic 
models that are in some cases implemented without sufficient scrutiny. 
Lastly, the traditional understanding of activities has witnessed a dra-
matic shift towards automated processes, devoid of human agency 
(Canhoto & Clear, 2020). In contrast to the widespread view that AI will 
positively change the future of B2B marketing practices to provide lower 
cost efficiency (Davenport et al., 2020), the ARA model has allowed us to 
offer a more insightful scrutiny of its impact on B2B relationships 
through its constituent dimensions. 

5.3. AI blurring the lines of ARA 

A significant contribution of our research is its ability to apply a long- 
standing model to understand a new and complicated business context. 
Through our abductive sequential approach, the ARA lens allows us to 
generate our propositions and answer questions relating to AI dark 
forces on B2B relationships. In deploying the ARA model in our analysis 
we have extended notable works (Pagani & Pardo, 2017; Pardo et al., 
2022) by replicating their investigation with more clarity as to the dark 
side of the AI landscape. The study has continued in the same vein of 
works that use ARA as a model for scrutiny of industrial marketing re-
lationships (Baraldi & Ratajczak-Mrozek, 2019; Hedvall et al., 2019), 

offering insights into the respective viewpoints of the buyers and sup-
plier participants (e.g., De Bruyn et al., 2020; Keegan et al., 2022). 

We posit that AI now encroaches upon the three traditional di-
mensions of the ARA model. AI is considered a highly prized and valu-
able resource for a variety of business functions (Dwivedi et al., 2021), 
as well as a technological asset that affords the ability to perform ac-
tivities as indicated in the original model (Kot & Leszczyński, 2020). 
Recent works have begun a trail of discussion relating to how AI may 
play a crossover role between activities and resources (e.g., Pardo et al., 
2022). In contrast, our study proposes that AI is both an activity and a 
resource, but should also be considered a new actor in B2B networks. 
Hence, we argue that the traditional lines of the ARA model are blurred 
in the era of AI. As our study identifies, the extent to which AI can have a 
negative impact upon B2B relationships indicates the level and extent to 
which it permeates the components of the model. As a result of this 
proposal, we suggest a revised approach to considering how AI is 
deployed in organisations, specifically recognising its role as an actor 
(Alabed et al., 2022). Moreover our study suggests that from the earliest 
point of consideration for the onboarding of an AI solution, conversa-
tions must be held to assess the impact and effect such decisions will 
have on relationships in existing networks. 

6. Conclusion 

6.1. Theoretical and managerial implications 

The intention of the study was to unveil whether AI had any dark 
force consequences that affected B2B relationships. We identified sig-
nificant implications which are fresh additions to existing studies of AI 
(e.g. AI dehumanization of actors, AI data and algorithm secrecy). Using 
the ARA framework, it has been possible to examine unreported stresses, 
tensions and pressures exerted from the incorporation of AI marketing 
solutions. Our study produces three propositions that have important 
theoretical implications. Our first proposition suggests that AI is as a 
new actor that has significant consequences for B2B relationships, which 
offers an advance to the notion of an anthropomorphization of AI in 
industrial settings from a consumer perspective (e.g., Alabed et al., 
2022). In doing so, we challenge the original concept of a technological 
resource as an actor in B2B relationships, which has implications for 
future interactions and engagement with AI services, such as ChatGPT 
and other generative AI applications. Future theoretical approaches may 
interrogate AI in alternative manner to previous conceptualizations as a 
result of our proposition. The second proposition underlines the com-
plexities of the relationship between data as a resource and AI marketing 
solutions as a new network actor. Data has always been a useful tool for 
marketing, but in the case of AI, our findings indicate that it is now an 
imperative resource that is also clouded in perilous ethical legal impli-
cations. Furthermore, we are witnessing a scenario whereby the role of 
datasets is seen as being more precious than human relationships. This is 
notable through the dehumanization of actors reported in our findings 
and offers a new dimension to B2B relationship management. Lastly, our 
study exposes the knowledge gaps relating to AI accountability as wit-
nessed from a range of network actors. In revealing a vicious cycle of 
ignorance between buyers and suppliers of AI solutions, we expose the 
opportunistic behaviours amongst actors in the network. Such nefarious 
behaviours between actors is not a new phenomenon (Chowdhury, 
Gruber, & Zolkiewski, 2016), but in this instance, the desire to adopt AI 
may over-ride a carefully considered approach to adopting new tech-
nology. We present this notion as an extension to prior theoretical un-
derstanding of the dark side of B2B relationships when AI technology is 
involved. 

A number of managerial implications emerge from the findings, 
namely a need for raised awareness and adherence to the dark forces 
presented by marketing managers and suppliers of solutions. If a firm 
intends to adopt AI, it may be prudent to view it as a pseudo-actor with 
black box peculiarities, with it being a technical application having 
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potentially negative implications for managers. Ground rules for what AI 
can and cannot do must be agreed upon, such as establishing a clear 
policy on ethical and appropriate use of AI (Ashok et al., 2022) or 
establishing mechanisms for accountability of poor AI outcomes. In 
considering the relationship between the actor-resource dimensions of 
the model, it is clear from the findings that a dehumanization effect is to 
be expected and, as such, upskilling in terms of the transformational 
activities of AI solutions (in spite of the expense to human actors) would 
be a welcome addition to the supplier’s onboarding process. Managers 
could benefit from recommendations for easier AI adoption drawing 
from other long-standing models such as adoption of new technology 
models. As this study has sought to add to the numerous dark forces 
faced by managers, a further consideration may be to provide resilience 
training for staff to support their wellbeing in the midst of AI adoption. 

Finally, if we consider the activity-resource links from Fig. 1, it is 
obvious that for an AI solution to perform effectively, the dataset it 
works from is pivotal. However, as such data sets are shrouded in se-
crecy, it is recommended that buyers are more accepting of surrendering 
data to suppliers and third-party cloud platforms (in line with data 
privacy and security regulation) for AI solutions to be effective. Tensions 
emerging from the reluctance to surrender data are a key finding from 
this study, and hence we propose that a firm’s data should be treated 
with an equivalent degree of respect by the supplier. Whilst we are not 
suggesting AI will replace the entirety of the ARA framework, it is 
becoming apparent that AI will play a significant role in industrial 
marketing in the future and that adaptability and a leap of faith may be 

required. 

6.2. Future research agenda 

Future studies should continue using ARA as a lens to examine ‘new’ 
AI integrations, such as ChatGPT, as a means of mitigating the dark side 
of AI (Dwivedi et al., 2023). Future research directions may also attempt 
to examine how perceptions of dehumanization grow, as AI’s interloc-
utor status evolves from pseudo-actor to actor, in the light of continual 
technological advances in AI. With this in mind, mixed method ap-
proaches such as cross-sectional surveys and in-depth case studies could 
consider how buyers and suppliers must reconcile reduced access to 
data, as black box AI systems and solutions become ever more omnip-
otent. Finally, as our study presents another interpretation of AI (as a 
new type of actor in B2B relationships), adding to a variety of AI defi-
nitions that already exist, we argue that understanding of AI is becoming 
more fragmented. This may well contribute to negative outcomes for 
those that try to use AI in B2B relationships i.e. lack of knowledge about 
AI, what it is, what can be achieved etc. As such, future studies should 
attempt to define a clear and unambiguous understanding of the term AI 
and its use in B2B contexts. 

Data availability 

The data that has been used is confidential.  

Appendix A. Interview protocol  

BUYER SUPPLIER 

ROLE HISTORY AND 
EXPEREINCE WITH AI 

Tell me about your current role? Tell me about your current role? 
How many years’ industry experience do you have? How many years’ industry experience in providing AI marketing 

solutions do you have? 
How many years have you been working at current organisation? How many years have you been working at current organisation? 

KNOWLEDGE OF AI & 
APPLICATIONS 

What is your understanding of AI and Machine Learning? What is your understanding of AI and Machine Learning? 
How does your organisation use AI? What AI marketing applications does your organisation provide? 

BENEFITS & DRAWBACKS What benefits has your organisation realised from AI marketing 
solutions? 

What benefits does your AI marketing solutions provide? 

What challenges have you encountered when procuring and applying 
AI marketing solutions? 

What challenges have you encountered when supplying AI marketing 
solutions? 

ORGANISATION-AL INFLUENCE How has AI changed the organisational structure (roles, reporting), 
processes, and culture in your organisation? 

How has AI changed the organisational structure (roles, reporting), 
processes, and culture of your client firms? 

How has AI changed the way the organisation operates compared to 5/ 
10 years ago? 

How has AI changed the way in which your client firms operate 
compared to 5/10 years ago? 

FUTURE OF AI How do you see AI playing a role in your organisation in the next 5/10 
years? 

How do you see AI playing a role in your client firms over the next 5/ 
10 years? 

BUYER-SUPPLIER 
PERSEPCTIVES 

What is your opinion of AI/ML solutions from suppliers? What is your opinion of buyers of AI/ML solutions? 

ETHICAL DIMENSION What ethical issues does AI raise for business in general and wider 
society? 

What ethical issues does AI raise for business in general and wider 
society?  
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