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A B S T R A C T

A key issue in energy flexibility assessment is the lack of a scalable practicable approach to quantify and
characterise the flexibility of individual residential buildings from an integrated energy system perspective
without the need to use complex simulation models. In this study, this problem is addressed by explicitly
quantifying the flexibility of multicomponent thermal and electrical systems commonly found in residential
buildings based on an ensemble learning framework that consists of four algorithms, namely, random forests,
multilayer perceptron neural network, support vector machine, and extreme gradient boosting. The day-ahead
and hour-ahead prediction models developed are periodically updated considering dynamic feature selection
based on residential occupancy patterns. The proposed methodology utilises synthetic data obtained from a
calibrated white-box model of an all-electric residential building for two indicative occupancy profiles. The
energy systems evaluated include a heat pump, a photovoltaic system, and a battery unit. The daily flexibility
mappings are acquired by applying hourly independent, and consecutive demand response actions for each
energy system considered, using suitable energy flexibility indicators. The results show that the ensemble
models developed for each target variable outperform each of the constituent machine learning algorithms.
Moreover, the storage capacity resulting from harnessing the heat pump downward flexibility demonstrates
accurate accuracy with a coefficient of determination equal to 0.979 and 0.968 for day-ahead predictions
and 0.998 and 0.978 for day ahead predictions for the two occupancy profiles considered, respectively. This
framework can be used by electricity aggregators to evaluate a building portfolio in an end-user-tailored
manner or optimally exploit its energy flexibility considering multi-step predictions to shift electricity usage
to off-peak times or times of excess onsite renewable energy generation.
1. Introduction

The transition of the energy sector to a low carbon energy system
is accompanied by several challenges related to the wider adoption of
renewable energy sources (RES) – often intermittent – as well as the
expected increase in the electrification of several aspects of the end-user
sector. Traditionally, power system operators have focused on supply-
side flexibility to cope with potential supply and demand mismatches
that are likely to compromise electricity system robustness [1]. The
advent of new communication technologies (e.g., smart metres, sensors,
the Internet of Things, etc.) has paved the way for increased demand-
side flexibility or when electricity is the energy vector then demand
response (DR) [1–4]. DR can be defined as the ability to change the
use of electricity by end-users from their normal consumption patterns
by responding to control signals from grid operators and/or financial
incentives from electricity generators/aggregators. The scope of these
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signals is to modulate and optimise electricity usage and to balance
electricity production and consumption [2].

Buildings consume approximately 36% of all energy produced glob-
ally, thus emerging as promising components of the future smart elec-
tricity grid [5]. Buildings are likely to become important sources of
energy flexibility for the electricity grid due to their increasing elec-
trification by the wider adoption of heat pumps, on-site electricity
generation, storage technologies, and electric vehicles [6]. IEA Annex
67 defines energy flexibility as the ability to manage demand and
production according to local climatic conditions, user needs, and
grid requirements. The energy flexibility of buildings will thus enable
demand-side management (DSM) based on the requirements of the
surrounding networks and the availability of RES to minimise CO2
emissions [7]. The main stakeholders interested in the energy flexibility
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potential of a particular building or building portfolios are aggregators
and end-users (i.e., managers and building owners/occupiers). Aggre-
gators may be more interested in the wider business potential of DR as
well as technical issues (capability of building power shifting, response
time, etc.) to harness the flexibility potential of their portfolios; end-
users are mainly interested in the energy consumption and the potential
cost savings or CO2 emissions reductions from activating the flexibility
of their devices [8].

The structural thermal mass of buildings can be used as an energy
storage medium that can be readily activated and utilised as a flexi-
bility source by responding to an external signal. Most building model
development approaches for DR applications assume that the system
model is either perfectly known or can be readily found in the litera-
ture; nevertheless, this task could become more complicated than the
controller design per se [9]. The reason for this is that building energy
performance depends on various factors including, inter alia, weather
conditions, building envelope thermal properties, occupant behaviour,
controllable loads (e.g., HVAC system), and non-controllable loads
(e.g., lighting, wet appliances, etc.) [10]. Building energy simulation
approaches can be categorised into three broad categories: physics-
based approaches (white-box models), hybrid approaches (grey-box
models), and machine learning (ML) approaches (black-box models).
White-box models predict building energy consumption by using nu-
merical equations based on detailed physical properties of building
materials and characteristics. Although these models can provide a
physics-based interpretation of building phenomena, they are accompa-
nied by several disadvantages including requirement of expertise and
difficulties in making proper assumptions [11]. Consequently, these
models need to be manually tuned to match the measured data from the
building resulting in a significant gap between the modelled predictions
and the real building performance [12]. Moreover, the feasibility of
white-box models could be compromised especially when consider-
ing building load aggregation challenges that are likely to increase
the computational burden [13]. Grey-box models combine physical
models and data-driven approaches to simulate building energy. With
appropriate calibration measures they can provide reasonable pre-
diction accuracy while reducing the computational cost of physical
models [14], however, these models still require building engineering
expertise and a considerable amount of information about the physical
system [15]. Black-box models can tackle the challenges associated
with dynamic environments by making use of past recorded data. The
evolution of information and communication technology along with the
availability of building data by smart metres (including data associated
with the HVAC system, thermal comfort, occupancy, and weather) is
likely to boost increased uptake and broader application of data-driven
algorithms in the building industry [16].

Despite their potential benefits in the building energy sector, data-
driven models are associated with various limitations including, in-
ter alia, non-interpretable parameters [17], the requirement for large
datasets (related to indoor and outdoor temperatures, HVAC power
consumption as well as thermostatic setpoints) [18], and poor per-
formance generalisation under variable operation strategies, weather
conditions, or occupant behaviour. The latter issue can be addressed by
applying suitable updating strategies that are likely to enable scalable
and customisable energy consumption models [11]. This feature is
important since the diversity in appliance types and the interactional
behaviours could cause increased uncertainty in evaluating the DR
potential across different households [19] and ultimately jeopardise
system reliability by generating another unforeseen peak (i.e., a re-
bound effect) [20]. These barriers can be addressed by identifying and
engaging end-users with high flexibility potential [21]. Considering
the above, a scalable and user-tailored framework to evaluate the
flexibility of different thermal and electrical systems on an integrated
common basis would allow electricity aggregators to assess a portfolio
of residential buildings, not only within the end-user pre-qualification
2

process but also in operational environments. In order to attain optimal
bidding strategies, multi-settlement markets are utilised with planning
horizons that range from day-ahead to the real time [22]. In several
markets, however, market participants can also submit hourly bids
apart from real-time settlements [23]. Thus, depending on the bidding
strategy, day-ahead or hour-ahead prediction models are required. In
this context, multistep-ahead predictions could enable aggregators to
estimate power demand in advance of real-time and ultimately evaluate
all possible flexibility measure combinations. In this context, multistep-
ahead predictions could enable aggregators to estimate power demand
in advance of real-time and ultimately evaluate all possible flexibility
measure combinations.

To date, the lack of practicable methodologies for realistically as-
sessing energy flexibility of individual buildings [24] coupled with
the inadequacy of current characterisation methodologies (due to the
different interpretations, and requirements associated with an energy
flexible building) [25] impedes the accurate assessment of their DR
potential. Although both commercial and residential buildings have
been recognised as suitable candidates for providing flexibility to the
grid [26], most studies have mostly focused on commercial build-
ings [27]. This is not only due to the associated sensor-based data
scarcity but also to the relatively higher occupant behaviour vari-
ability compared to the commercial sector [28]. The prediction of
baseline building energy consumption by data-driven models has been
extensively studied in the literature [29–31], however, the suitability
and performance of the developed models in the context of flexibility
assessment have not been investigated.

A series of studies have developed data-driven energy flexibility
assessment methods for residential buildings to evaluate the associated
DR potential on an aggregate basis (e.g., district level, sector level) [32–
34]. On the other hand, other studies in the literature focused on
the evaluation of the flexibility of individual buildings and energy
systems. For example, Bashir et al. [35] used a physics-based model
to develop an optimal control scheme; the scope of the control strategy
was to maximise building self-consumption by harnessing the flexibility
potential of passive and active TES systems. In [36], a model predictive
control is developed to investigate the flexibility potential of passive
and active TES systems by following a grey-box modelling approach.
Bunning et al. [37] developed a data predictive control approach based
on random forests with affine functions to optimise cooling energy.
Cotrufo et al. [38] used various ML models, namely, artificial neural
networks, gauss process regression, support vector machine, decision
trees, and random forests to optimise heating demand and gas boiler
consumption. In [39], a model predictive control scheme based on
deep time delay neural networks and regression trees is utilised to
minimise energy usage. Smarra et al. [40] developed a data-driven
predictive control based on random forests and regression trees to
minimise energy usage. However, these research efforts assess build-
ing energy flexibility implicitly by developing various optimisation
schemes to attain certain objectives. Furthermore, previous work has
mainly focused on analysing energy flexibility in an implicit manner by
determining the contribution of different control schemes to achieving
specific objectives. The dependency on the underlying algorithms and
the associated optimisation objectives [41] prevents electricity aggrega-
tors from accurately assessing the flexibility potential of their customers
and this hampers the optimisation of their portfolios.

Nevertheless, other relevant works in the literature have utilised
market-independent approaches that characterise the flexibility of indi-
vidual buildings by proposing generic metrics/indicators. For example,
Stinner et al. [42] used a low-order model developed in Modelica
to quantify the power and the energy flexibility of heat pumps and
combined heat and power plants when combined with thermal energy
storage by calculating the associated forced and delayed operation
times. Reynders et al. [43] use a detailed building energy simulation
model for typical building typologies to quantify the flexibility of pas-
sive TES systems based on their power shifting capability, the energy

increase, and associated energy costs with respect to the energy shifted
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during a DR action. Foteinaki et al. [44] utilise building performance
simulation software to quantify the flexibility of passive TES with
respect to the energy that can be shifted and the associated energy sav-
ings/costs during a DR event. Le Dreau et al. [45] use a physics-based
model based on measured and statistical data to assess the building
heating system capability to shifting its demand away from high price
periods. Masy et al. [46] use a detailed white-box model and a sim-
plified grey-box model to evaluate flexibility arising from passive TES
systems with respect to the load volumes shifted and the procurement
costs avoided during a DR action. Kathirgamanathan et al. [47] utilise
various building types and simulation software to quantify the passive
TES flexibility considering the energy added/curtailed, and the associ-
ated energy costs/savings with respect to the energy shifted. In [48],
a MATLAB-based simulation framework is used to quantify the active
TES flexibility considering the energy shifted, the associated energy
costs/savings with respect to the energy shifted, and the electricity cost.
Zhou et al. [49] use a physics-based model to quantify the flexibility
of passive and active TES systems by considering the period during
which the energy consumption can be delayed or anticipated in the
context of local RES. Although these studies assess various flexibility
characteristics (e.g., power and energy shifting capability, energy costs,
etc.) [42–49], they all follow white-box or grey-box approaches that
do not investigate the developed model performance under dynamic
environments — such as those resulting from DR events.

In contrast to the above-mentioned studies, other research efforts
used data-driven methodologies to evaluate the flexibility of residen-
tial buildings on a one-by-one basis. For instance, Sadat-Mohammadi
et al. [50] utilise a multilayer perceptron neural network in order to
optimise the operation schedules of wet appliances and electric vehicles
without, however, providing a flexibility quantification framework for
the wet appliances. In [51], a neural network-based model predictive
control strategy has been developed to optimise the flexibility of the
passive TES with respect to various factors namely a flexibility factor,
a supply cover factor, and a load cover factor. In [52], the flexibility of
passive and active TES systems as well as EVs is quantified by determin-
ing a variety of possible power modulations during a DR action based
on statistical analysis. Although these studies [50–52] propose explicit
flexibility quantification frameworks in the context of the considered
case studies, they do not investigate the associated flexibility arising
from secondary or later effects (i.e., rebound effects). On the other
hand, Balint and Kazmi [53] use stochastic gradient descent to quantify
the passive TES energy shifting capability (storage capacity) by also
assessing the associated energy costs (storage efficiency); however, this
approach is based on offline training. The aforementioned reviewed
studies do not assess building flexibility from an integrated system
perspective but mainly focus on a single energy system type (electri-
cal [50] or thermal [51]) or they do not assess building flexibility in
an operational environment [52,53].

In the context of energy flexibility assessment, power consumption
patterns vary not only because of potential DR actions but also due to
consumer behaviour volatility [54], weather [55], etc. To this respect,
additional information could improve the prediction model perfor-
mance such as household size, income, appliance inventory, usage
information, etc. [56], however, this information is difficult to obtain
and is associated with user privacy challenges. A potential solution to
tackle the limited-information challenge is the use of ensemble models;
ensemble or integration models can be defined as frameworks that use
multiple learning algorithms to exhibit better predictive performance
than that achieved by any of the constituent algorithms [57]. Ensemble
models can automatically manage the strengths and weaknesses of
the constituent models and eventually exhibit higher generalisation
performance. This feature can be particularly advantageous especially
in dynamic environments where the performance of the individual
learners (data-driven algorithms) is likely to change over time [58].
3

What is more is that ensemble models are likely to generalise better
than single models as the currently available datasets may provide
insufficient information for selecting a single best ML algorithm [15].

Ensemble learning methods can be classified into homogeneous
and heterogeneous based on the base model selection. Specifically,
homogeneous ensemble models use the same data-driven algorithm
by considering different distributions of the training set (e.g., bagging
and boosting). On the other hand, heterogeneous ensemble learn-
ing methods involve the development of different data-driven models
(base-learners) that are trained by using the same dataset. Hetero-
geneous ensemble models alleviate the necessity for pre-selecting a
suitable data-driven model, as no algorithm outperforms the other in
predicting building energy use for all cases. Moreover, they are less
likely to exhibit poor prediction performance as it is improbable that
all the base models show low accuracy at the same time [15]. Although
ensemble learning has been used in the literature for building energy
consumption prediction [59–61], to date this framework has not been
applied for evaluating building energy flexibility potential.

Existing research efforts into building flexibility evaluation con-
sidering market-independent frameworks are predominantly based on
either physics-based or grey-box approaches without further investi-
gating the performance of their methodologies under dynamic envi-
ronments — such as those resulting from DR events [62]. Machine
learning-based methodologies that evaluate the flexibility potential of
individual residential buildings have mainly focused on a single energy
system type without assessing building flexibility from an integrated
system perspective or without analysing associated flexibility arising
from later effects (i.e., rebound effects). Consequently, it is necessary to
develop a data-driven energy flexibility assessment framework that not
only dynamically adapts to new data patterns but also captures the DR
potential of multicomponent thermal and electrical systems based on
multistep-ahead predictions. A machine learning-based methodology
that quantifies the energy flexibility of residential buildings on a one-
by-one basis from such an integrated energy systems perspective, has
not been reported in the literature to date [62] and hence is the
scope of this study. A data-driven flexibility evaluation framework that
quantifies the DR potential of thermal and electrical systems precisely
and consistently will allow electricity aggregators to assess different
flexibility measures in a user-tailored manner. This will facilitate the
quantitative comparison across the various flexibility options available
in residential buildings not only within the end-user pre-qualification
process but also in operational environments.

In the current paper, an end user-tailored methodology is developed
to assess the energy flexibility of both thermal and electrical building
energy systems commonly found in residential buildings by considering
the load shifting potential of individual DR actions as well as their
net energy cost in the context of onsite electricity generation. To this
end, a series of target variables associated with harnessing building
DR potential (HVAC system load, zone temperature, non-controllable
loads, PV electricity generation) are predicted based on dynamic train-
ing and ensemble learning. Specifically, a series of data-driven models
are trained and periodically updated based on a sliding window method
in order for predictions to adapt to changing conditions (building
thermal characteristics, weather, and occupancy changes). This feature
is particularly important considering the high variability of residen-
tial load profiles that exhibit high variation compared to commercial
building load profiles [63]. The prediction models are developed by
using features that can be realistically collected by a residential energy
management system (e.g., historical data from the target variables and
weather prediction data) as well as statistical properties related to
data from the previous prediction period. For each target variable, the
input variable pool is constructed by considering the most relevant
historical data (selected with respect to the autocorrelation functions
of the training sets), and the remainder of the candidate variables;
the final feature set is selected by using the Spearman correlation
coefficient. Subsequently, a heterogeneous ensemble prediction model

is built consisting of a series of base models, namely random forests
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(RF), multilayer perceptron neural network (MLP), support vector ma-
chine (SVM), and extreme gradient boosting (XGB) for short and very
short-term forecasting (namely day-ahead and hour-ahead predictions).
Day-ahead predictions enable not only the energy shifting capabil-
ity assessment of the various building energy systems, but also the
quantification of the energy costs arising from the activation of this
flexibility. On the other hand, hour-ahead predictions allow for more
accurate estimations of the energy shifting capability as well as any
resulting temperature deviations. The forecasted variables are used to
assess the energy flexibility potential of passive thermal energy storage
(TES) and electric energy storage systems on a common basis by also
considering their possible interactions as well as any potential energy
costs and thermal comfort deviations resulting from harnessing this
flexibility. Specifically, a series of DR performance indicators are used,
namely, storage capacity, storage efficiency, and self-consumption, to
acquire the daily energy flexibility mappings; the latter can facilitate
the quantitative comparison across different flexibility options avail-
able in residential buildings and the evaluation of various building
energy flexibility types.

The available building energy flexibility potential depends not only
on the applied DR signals but also on occupant behavioural aspects
that are usually random in residential buildings [63]. Data-driven
models can be attuned to incoming smart metre data and adapt to
dynamic environments (DR applications) without manual intervention
or prior knowledge about the system dynamics such as required in
physics-based models. Although data-driven methodologies have been
extensively applied in the context of building controls, a machine learn-
ing framework that explicitly quantifies and characterises residential
building flexibility from an integrated system perspective on a one-
by-one basis has not been established to date [62]. To address this
knowledge gap, an ensemble machine learning framework is developed
based on periodically updated prediction models and a sliding window
method considering day-ahead and hour-ahead predictions. Finally, a
set of flexibility indicators [25] are used to quantify the flexibility
of both thermal and electrical systems commonly found in residential
buildings concisely and consistently. The proposed data-driven energy
flexibility quantification framework can be of interest to electricity
aggregators by allowing them to assess various flexibility measure
combinations, and ultimately evaluate or optimise building portfolios
in an end-user tailored manner. This methodology can be used to
optimally harness the flexibility of each electrical component and to
shift peak demand consumption to off-peak periods or periods of excess
onsite electricity generation. This feature can facilitate the penetration
of renewable energy sources, and to alleviate the potential production
and distribution capacity issues.

This paper is organised as follows: Section 2 describes the overall
methodology including the feature section process (Sections 2.1–2.3),
the development of the base models (Section 2.4) and the ensemble
learning framework (Section 2.5) as well as the energy flexibility quan-
tification and characterisation methodology (Section 2.7). The case
study building as well as its energy systems are described in Section 3,
while Section 4 comprises the obtained simulation results. Finally, the
discussion of the results and the conclusions are provided in Sections 5
and 6, respectively.

2. Methodology

As shown in Fig. 1 the proposed methodology consists of the fol-
lowing steps: generation of the synthetic database, determination of
the candidate features, the feature selection methodology, the devel-
opment of the base models and the ensemble learning framework, and
finally, the DR potential evaluation for both day-ahead and hour-ahead
predictions.
4

2.1. Training and test set determination

The training and testing sets are determined based on the sliding
window horizon technique [64]: for each training process, a fixed
number of previous observations are considered as model inputs while
the output is the predicted variables of the time series. Specifically,
when new data is collected and added to the most recent dataset, the
oldest data is removed so that the training set size remains constant.
Given the non-stationary nature of DR applications, this technique
allows the models to be updated by discarding older and potentially less
relevant observations. The corresponding prediction horizons (hour-
ahead, day-ahead, etc.) depend on the DR market and scheme (time of
use, real-time pricing, etc.), thus, the size of the test set is determined
by the given prediction horizon.

2.2. Feature engineering

In this section, the candidate features for each target variable are
described. Historical data could significantly increase the size of the
training sets with redundant features thus rendering the prediction
model computationally expensive. Herein, historical data are selected
with respect to the top 𝑁 most dominant lag terms based on the
autocorrelation function (ACF) of the variables of interest. ACF is the
linear dependence of a variable with itself at two points in time and it is
used to identify repeating patterns and, ultimately, select suitable input
variables. Since the training set is periodically updated, the autocorre-
lation – and thus the most dominant lag terms – changes over time.
In this way, lag terms exhibiting low autocorrelation magnitude are
filtered to mitigate the computational burden for the feature selection
algorithm.

2.2.1. HVAC system load and zone temperature
The HVAC system load and the zone temperature are influenced

not only by prevailing weather conditions but also by occupancy.
Variables associated with calendar information (e.g., hour of the day,
day of the week) as well as historical data, and non-controllable load
predictions are potentially highly correlated to the target variables due
to the periodicity of building occupancy patterns and, by association,
energy consumption. Moreover, lag terms of the ambient temperature
are also considered as candidate features; the reason is that a trend
of change in weather variables will occur with a certain delay in the
internal building due to the thermal inertia of the building envelope
and building furnishings. Another paramount feature for DR applica-
tions is the zone thermostatic setpoint. The thermostatic setpoint is
utilised as input not only because it reflects occupant thermal comfort
preferences, but also because it is the main driver of the heating system
performance, and thus, the flexibility of the passive thermal energy
storage. Specifically, the zone temperature setpoint can be suitably
modulated not only to harness the flexibility of the structural thermal
mass but also to investigate any thermal comfort deviations arising
from its activation. Finally, a set of auxiliary variables are considered
including statistical properties from the previous prediction figures
(e.g., average, minimum, and maximum values) and ratios involving
these variables. The auxiliary variables proposed can give insights
into the shape and dynamics of the target variables and eventually,
improve the forecasting performance of the data-driven model. The
non-controllable loads and the zone temperature are used as both
predicted variables and candidate input variables.

2.2.2. Non-controllable loads
In this study, all building loads excluding the HVAC system load

are considered non-controllable loads. For this load category, only
historical data of the target variable are considered as well as calendar
information and several auxiliary variables related to the shape and
dynamics of the target variable, for instance, statistical properties
from the previous prediction figures as well as ratios related to these
variables.
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Fig. 1. Flowchart of the proposed day-ahead and-hour ahead energy flexibility assessment framework.
Table 1
Candidate features for each target variable.

Target variables

Candidate Features HVAC
system load

Zone
temp.

Non-contr.
loads

PV power

Weather variables 𝑇𝑜𝑢𝑡, 𝐼𝑡𝑜𝑡, 𝑅𝐻 , 𝑊𝑆 𝑇𝑜𝑢𝑡, 𝐼𝑡𝑜𝑡, 𝑅𝐻 , 𝑊𝑆 – 𝑇𝑜𝑢𝑡, 𝐼𝑡𝑜𝑡,
𝑅𝐻

Calendar information 𝑊 𝑇 , 𝐷𝑜𝑊 , 𝑀𝑜𝐷 𝑊 𝑇 , 𝐷𝑜𝑊 , 𝑀𝑜𝐷 𝑊 𝑇 , 𝐷𝑜𝑊 , 𝑀𝑜𝐷 𝑀𝑜𝐷

Historical data 𝑃ℎ𝑝 , 𝑇𝑧, 𝑇𝑜𝑢𝑡, 𝑇𝑠𝑝,
𝑃ℎ𝑝,𝑂∕𝑂

𝑃ℎ𝑝 , 𝑇𝑧, 𝑇𝑜𝑢𝑡, 𝑇𝑠𝑝,
𝑃ℎ𝑝,𝑂∕𝑂

𝑃𝑛𝑐 𝑃𝑝𝑣

Auxiliary variables 𝑃ℎ𝑝,𝑎𝑣, 𝑃ℎ𝑝,𝑚𝑎𝑥, 𝑃ℎ𝑝,𝑚𝑖𝑛,
𝑅ℎ𝑝,𝑎𝑣∕𝑚𝑎𝑥, 𝑅ℎ𝑝,𝑚𝑖𝑛∕𝑎𝑣,
𝑇𝑧,𝑎𝑣, 𝑇𝑧,𝑚𝑎𝑥, 𝑇𝑧,𝑚𝑖𝑛,
𝑅𝑧,𝑎𝑣∕𝑚𝑎𝑥, 𝑅𝑧,𝑚𝑖𝑛∕𝑎𝑣

𝑃ℎ𝑝,𝑎𝑣, 𝑃ℎ𝑝,𝑚𝑎𝑥, 𝑃ℎ𝑝,𝑚𝑖𝑛,
𝑅ℎ𝑝,𝑎𝑣∕𝑚𝑎𝑥, 𝑅ℎ𝑝,𝑚𝑖𝑛∕𝑎𝑣,
𝑇𝑧,𝑎𝑣, 𝑇𝑧,𝑚𝑎𝑥, 𝑇𝑧,𝑚𝑖𝑛,
𝑅𝑧,𝑎𝑣∕𝑚𝑎𝑥, 𝑅𝑧,𝑚𝑖𝑛∕𝑎𝑣

𝑃𝑛𝑐,𝑎𝑣, 𝑃𝑛𝑐,𝑚𝑎𝑥, 𝑃𝑛𝑐,𝑚𝑖𝑛,
𝑅𝑛𝑐,𝑎𝑣∕𝑚𝑎𝑥, 𝑅𝑛𝑐,𝑚𝑖𝑛∕𝑎𝑣

–

Miscellaneous 𝑇𝑠𝑝, 𝑃𝑛𝑐 , 𝑇𝑧 𝑇𝑠𝑝, 𝑃𝑛𝑐 – –
2.2.3. PV system

The electricity generation of PV plants is predominantly influenced
by solar irradiation with other variables like outdoor temperature and
humidity also affecting their performance [65]. To account for the
PV system dynamics and for potential degradations in the PV system
efficiency historical data are also included. Given that the PV output
changes with time in a periodic manner, an additional proxy variable
related to the time of day is also considered. Table 1 summarises the
candidate input variables considered for each target variable.
5

2.3. Feature selection

The identification of the most important variables influencing the
energy consumption patterns is an important part of the prediction pro-
cess which can improve the model performance in terms of prediction
accuracy and computational complexity [66]. For every new prediction,
the training set is determined, and the optimal feature set is selected
by considering the currently available training set and target variable
values. In this study, the optimal number of features is selected by
applying a correlation analysis.

The strength and the direction of the correlation between the pre-
dictor and the target variables can be obtained by using the Pearson or
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the Spearman correlation coefficient. The Pearson coefficient measures
the linear relationship between two continuous variables by assuming
normal data distribution, whereas the Spearman coefficient is suitable
for data that do not follow a normal distribution, and it captures the
non-linear relationship between two variables. The correlation coeffi-
cient ranges from −1 to 1; values near 1 or −1 indicate highly positive
or negative correlation, respectively, while 0 represents no correla-
tion. Nevertheless, since the feature set also includes data following a
non-normal distribution (e.g., relative humidity, solar radiation, wind
speed), the features are selected based only on the Spearman coeffi-
cient [67]. In this analysis, candidate features are used as inputs to
the predictive models when the associated correlation is above the
threshold value of 0.5, based on the guide of the absolute values, as
per [68].

2.4. Base model development

For each target variable (zone temperature, HVAC system load, non-
controllable loads, PV panel electricity generation) a base model is
trained. When the zone temperature and non-controllable load pre-
dictions become available, they are incorporated in the HVAC system
training set as inputs. In this study, four regression models are used,
namely random forests (RF), a support vector machine (SVM), a mul-
tilayer perceptron (MLP), and extreme gradient boosting (XGB). These
models were chosen as they have demonstrated increased predictive
performance compared to other regression techniques, especially for
building load forecasting [30,59].

2.4.1. Regression algorithms
The random forests model builds a series of de-correlated trees and

averages them. Each tree is built on a subsample from the training data.
To enhance the diversity, the number of variables used to fit the data in
each tree is randomly selected from the total number of variables. The
correlation of trees will be eventually lessened since the algorithm ran-
domly selects predictors at each split [69]. Support vector machines can
be computationally advantageous in high dimensional feature spaces
since they only depend on an input data subset. This is because they
minimise a cost function that is less sensitive to points within a certain
distance from the prediction. SVM can handle nonlinear input–output
relationships by using a kernel function [70]. Multi-layer perceptron
(MLP) is a feed-forward artificial neural network that can capture
nonlinear relationships between input and output by using a nonlinear
activation function. It normally consists of several nodes organised in
several layers. The weights of each node are adaptively adjusted using
the back-propagation technique [71]. The extreme gradient boosting is
a gradient boosted decision tree where the final prediction is made by
creating new models that predict the errors of previous models. First,
the regression performance is measured, and the associated feature
importance is ranked with respect to the relative contribution of each
feature to the model. Secondly, features are recursively eliminated from
the least important to the most important ones and the model is built
with the remaining features until the optimal number of features is
selected [72].

2.4.2. Hyperparameter optimisation
To achieve optimal performance for the selected ML algorithms,

it is necessary to determine their configuration by optimising their
hyperparameters. In this study, the model hyperparameters are tuned
based on a random search. This technique applies a randomised search
across hyperparameters over all possible parameter values. The method
is performed iteratively until the desired accuracy is reached or the
predetermined computational budget is exhausted [73].

One of the widely implemented cross-validation (CV) strategies for
supervised regression is the k-fold method in which the dataset is
randomly split into k folds, where k-1 of them are used to train the
model, whereas the remaining fold is used to test its performance.
6

This problem can be addressed by applying a time series CV model
on a rolling basis. This signifies that the CV method used should be
customised to the training strategy; the training and test sets slide
forward in steps equal to the test set size.

2.4.3. Data pre-processing
Considering the different magnitude scales of the various variables

involved, features with higher values are likely to be more influential
on the model development, thus degrading their accuracy [74]. To
tackle this problem, all variables are normalised within the range of
[0,1]. Predicted values below 0 or above 1 are considered prediction
errors, and thus they are set equal to 0 and 1, respectively, before they
are denormalised.

2.5. Ensemble learning framework

An ensemble model can be defined as a strategy that considers a
series of data-driven models to attain better predictive accuracy than
that obtained by any of the constituent base models. Ensemble models
can be categorised into homogeneous and heterogeneous based on the
base model selection. The homogeneous model uses the same base
learner by using different distributions of the training set (e.g., bagging
and boosting), whereas the heterogeneous ensemble model consists
of different ML models that are developed by using the same data
set. Heterogeneous ML models can benefit from the irrelevance of the
constituent models (each characterised by different assumptions) and
eventually enhance the predictive performance. Moreover, it is not nec-
essary to predetermine the optimal ML model since the final prediction
results from updating combination schemes [57]. The ensemble model
assigns a different weight to each base model based on its forecast
accuracy, thus, the ML model that attains the best accuracy receives
the highest weight.

In this study, heterogeneous ensemble models are developed for all
target variables of interest. The final prediction is based on an aggrega-
tion rule that combines the individual models considered (i.e., RF, MLP,
SVM, and XGB) to identify the optimal combination of the constituent
models. Considering a prediction horizon of M timesteps, the ensemble
model predicts the value of the target variable by combining the 𝑁
base models. At the 𝑖th algorithm iteration, each base model will return
a vector 𝑥(𝑖)𝑛,𝑚 = {𝑥(𝑖)𝑛,1, 𝑥

(𝑖)
𝑛,2,… , 𝑥(𝑖)𝑛,𝑀 ), n ∈ N. The final forecasted vector

is a linear combination of each base model prediction and is given by
Eqs. (1) and (2).

𝑌 (𝑖) = {�̂�(𝑖)1 , �̂�(𝑖)2 ...�̂�(𝑖)𝑀} (1)

�̂�(𝑖)𝑚 =
𝑁
∑

𝑛=1
𝑤(𝑖)

𝑛 𝑥(𝑖)𝑛,𝑚 (2)

Where 𝑤(𝑖)
𝑛 is the weight of the 𝑛th base model at the 𝑖th iteration.

When the actual values 𝑌 (𝑖) = {𝑦(𝑖)1 , 𝑦(𝑖)2 ...𝑦(𝑖)𝑀} become available (at
the end of the prediction horizon), a convex loss function is used to
quantify each base model performance. In this study, the considered
loss function is the squared error difference (𝑙(𝑖)𝑛 =

∑𝑀
𝑚=1 (𝑦

(𝑖)
𝑚,𝑛 − 𝑥(𝑖)𝑚,𝑛)

2
),

however, this methodology can be extended for various convex loss
functions [75].

Various types of aggregation rules have been developed in the
literature, including inter alia: the exponentially weighted average
forecaster, the fixed share forecaster, the ridge regression forecaster,
etc. [76]. The exponentially weighted average forecaster [77] adopted
in this study is an online convex aggregation rule that assigns weights
to the various base models considered with a view to minimising the
ensemble model regret. The regret is defined as the difference between
the ensemble model accumulated loss and that of the base model n
over the 𝑖th iteration. Initially, it is assumed that each base model

achieves equally good performance, thus each model receives the same
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weight 𝑤(0)
𝑛 = 1∕𝑁 . For i>0, the weight of the 𝑛th base model at the

𝑖th iteration is given by Eq. (3).

𝑤(𝑖)
𝑛 = exp(−𝜂

𝑖−1
∑

𝑠=0
𝑙(𝑠)𝑛 )∕

𝑁
∑

𝑘=1
exp(−𝜂

𝑖−1
∑

𝑠=0
𝑙(𝑠)𝑘 ) (3)

Where 𝜂 is a learning parameter that should be tuned to achieve a
small average regret with respect to the best base model [76].

2.6. ML model performance metrics

The predictive performance of the developed ML models is evalu-
ated by utilising the coefficient of variation of the root mean squared
error (CV-RMSE) (Eq. (2)) and the normalised mean bias error (NMBE)
(Eq. (3)) for the power-related target variables (HVAC system power
consumption, non-controllable loads power consumption, and PV sys-
tem electricity generation). For the zone temperature prediction model,
the RMSE (Eq. (4)) and the MBE (Eq. (5)) are used. The NMBE and the
CV-RMSE have been recommended as evaluation criteria for building
energy prediction models by ASHRAE guidelines [78]. As regards the
NMBE, ASHRAE establishes a limit of +/-5% and +/-10% for cali-
bration using monthly and hourly data, respectively. Regarding the
CV-RMSE, the acceptable tolerances are 15% and 30% for monthly
and hourly data, respectively. There are nonetheless no standardised
calibration thresholds for models with higher resolution [79]. Finally,
the predictive performance of the developed ML models as to the
energy flexibility related characteristics is evaluated by utilising the
coefficient of determination (Eq. (8)).

𝐶𝑉 − 𝑅𝑀𝑆𝐸 =

√

∑𝑁
𝑖=1(𝑌𝑖 − 𝑌𝑖)

2
∕𝑁

∑𝑁
𝑖=1 𝑌𝑖∕𝑁

(4)

𝑀𝐵𝐸 =
∑𝑁

𝑖=1 (𝑌𝑖 − 𝑌𝑖)
∑𝑁

𝑖=1 𝑌𝑖
(5)

𝑅𝑀𝑆𝐸 =

√

√

√

√

𝑁
∑

𝑖=1
(𝑌𝑖 − 𝑌𝑖)2∕𝑁 (6)

𝑀𝐵𝐸 =
𝑁
∑

𝑖=1
(𝑌𝑖 − 𝑌𝑖)∕𝑁 (7)

𝑅2 =

[

∑𝑁
𝑖=1

(

𝑌𝑖 −
∑𝑁

𝑖=1 𝑌𝑖∕𝑁
)

⋅
(

𝑌𝑖 −
∑𝑁

𝑖=1 𝑌𝑖∕𝑁
)]2

∑𝑖=𝑁
𝑖=1

(

𝑌𝑖 −
∑𝑁

𝑖=1 𝑌𝑖∕𝑁
)

⋅
∑𝑖=𝑁

𝑖=1

(

𝑌𝑖 −
∑𝑁

𝑖=1 𝑌𝑖∕𝑁
) (8)

Where 𝑌𝑖 and 𝑌𝑖 stand for the predicted and actual value 𝑖, respec-
ively, and 𝑁 represents the size of 𝑌𝑖.

.7. Quantification and characterisation of building energy flexibility

To assess the energy flexibility potential, the load shifting capability
f various DR actions in the context of locally produced electricity is
uantified for various building electrical components, namely HVAC
ystems and electric batteries. The flexibility of these systems can be
ctivated by considering two energy flexibility types: downward (down-
lex) and upward flexibility (up-flex) [43]. In down-flex, energy is
urtailed during the DR action, whereas in up-flex the energy can be
tored in the considered storage medium by suitably modulating the
ontrol setpoint. In each case, the control setpoint is restored after the
R action so that the storage medium returns to the previous state
efore the DR action. The actual cost of DR actions can be reduced
y the corresponding onsite electricity generation amount — if it is
vailable. The flexibility indicators used in this study for downward and
pward flexibility actions are as follows: storage capacity and storage
7

fficiency.
Table 2
Limits on Temperature Drifts and Ramps [80].

Time Period 0.5 h 1 h 2 h

Maximum allowed operative
temperature change

1.1 oC 2.2 oC 2.8 oC

2.7.1. Storage capacity
The available storage capacity (𝐶𝐷𝑅) is defined as the energy

amount that can be added to or removed from a storage medium in
the context of a DR event considering the boundary conditions. The
storage capacity is given by Eqs. (9) and (10) for down-flex and up-flex
actions, respectively.

𝐶𝐷𝐹 = ∫

∞

0

|

|

|

(𝑃 mod − P𝑟𝑒𝑓 )
−|
|

|

𝑑𝑡 (9)

𝐶𝑈𝐹 = ∫

∞

0
(𝑃 mod − P𝑟𝑒𝑓 )

+𝑑𝑡 (10)

Where the "+ " and "-" superscripts are interpreted as follows: 𝑥+ =
𝑎𝑥(𝑥, 0), 𝑥− = 𝑚𝑎𝑥(−𝑥, 0), and 𝑃𝑚𝑜𝑑 and 𝑃𝑟𝑒𝑓 represent the total

modulated and reference building load, respectively, while 𝑃𝑅𝐸𝑆 stands
for the onsite electricity generation.

The evaluation of the HVAC system flexibility is harnessed based
on on/off strategies for a duration of 𝑡𝑑𝑟. To limit thermal comfort
deviations, the zone temperature should be kept within an acceptable
range as per ASHRAE standards [80]. The limits on temperature drifts
and ramps are summarised in Table 2.

The electrical energy storage flexibility quantification depends on
the underlying control algorithms. Given that battery charging and
discharging power levels can be easily controlled by inverter-based
systems, only down-flex actions are considered for electrical energy
storage units. In this study, it is assumed that the maximum flexibility
potential of a DR action is determined by considering zero electricity
flows to the mains. Thus, the electrical storage system DR potential
is exploited by considering a discharging power equal to the overall
building load, 𝑃𝑏 reduced by the onsite electricity generation 𝑃𝑅𝐸𝑆 for
a certain duration (𝑡𝑑𝑟). In this case, the available storage capacity is
given by Eq. (11).

𝐶𝐷𝐹 = ∫

𝑡𝐷𝑅

0
max(𝑃𝑏 − 𝑃𝑅𝐸𝑆 , 0)𝑑𝑡 (11)

2.7.2. Storage efficiency
The exploitation of the energy flexibility of an energy system results

in a different power level after the end of the DR event. For example,
in downward flexibility, the demand is expected to increase, in upward
flexibility, this demand is expected to decrease. The interpretation of
storage efficiency nonetheless varies depending on the type of energy
flexibility considered. For instance, in down-flex, storage efficiency can
be defined as the fraction of the energy cost of an active DR event
with respect to the achieved energy curtailment. On the other hand, in
up-flex, storage efficiency can be defined as the fraction of the energy
consumed during the DR action and can be subsequently utilised to
curtail the power required in order for the energy system to return to
the state prior to the DR action. The storage efficiency associated with
down-flex and up-flex scenarios are calculated as per equations (12)
and (13), respectively.

𝜂𝐷𝐹 = 1 −
∫ ∞
0 max(𝑃 mod − max(P𝑟𝑒𝑓 , 𝑃𝑅𝐸𝑆 ), 0)𝑑𝑡

∫ ∞
0

|

|

|

(𝑃 mod − P𝑟𝑒𝑓 )
−|
|

|

𝑑𝑡
(12)

𝜂𝑈𝐹 =
∫ ∞
0

|

|

|

(𝑃 mod − 𝑃𝑟𝑒𝑓 )
−|
|

|

𝑑𝑡

∫ ∞
0

|

|

|

(𝑃 mod − 𝑃
𝑟𝑒𝑓

)−||
|

𝑑𝑡 + ∫ ∞
0 max(𝑃 mod − max(P𝑟𝑒𝑓 , 𝑃𝑅𝐸𝑆 ))𝑑𝑡

(13)

The maximum flexibility potential of a battery during a DR action

can be determined by considering zero power flow to the utility. This
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Fig. 2. Picture and 3D rendering of testbed house [81].
means that the battery discharging power is equal to net building power
demand. When local RES generation is higher than the building load,
the battery remains inactive. Since battery loads can be controlled by
inverter-based systems, the energy consumed or generated by a battery
can be determined by the associated control algorithm. In contrast to
thermal energy storage systems, in electrical energy storage systems,
the amount of energy required to restore the energy spent for covering
the building net energy demand during a DR action depends on the
charging and discharging battery efficiencies as well as the reference
building load and onsite electricity generation. This means that the re-
bound resulting from harnessing the DR potential of a battery can occur
at any time without affecting the battery performance. Consequently,
only down-flex actions are considered for the electric battery.

Considering that 𝑡𝑐 and 𝜏𝑖𝑑 are the rebound starting time and total
time of increased demand, respectively, Eq. (12) can be customised to
calculate the battery storage efficiency:

𝜂𝐷𝐹 = 1 − max( 1
𝜂𝑐𝜂𝑑

+ 1
𝐶𝐷𝐹 ∫

𝑡𝑐+𝜏𝑖𝑑

𝑡𝑐
𝑃𝑏 − max(P𝑏, 𝑃𝑅𝐸𝑆 )𝑑𝑡, 0) (14)

where 𝜂𝑑 and 𝜂𝑐 stand for the battery average discharging and charging
efficiencies. Further discussion on the adopted indicators can be found
in [25].

3. Case study

In this section, the virtual testbed and the associated components
are described along with the adopted occupancy profiles. Further, the
implementation and configuration of each ML used is described.

3.1. Building description and energy conversion components

The flexibility of the various building energy systems is evaluated
by using a synthetic database that is generated from a calibrated
white-box model of a residential building. Calibrated physics-based
models not only exhibit realistic performance but also allow model
development without accounting for data quality issues associated with
data collection from buildings. The building model was developed by
using EnergyPlus V.9.1 and calibrated based on measurements from
an existing all-electric house located in eastern Ireland [25]. Fig. 2
illustrates the case study building and its modelled geometry. The
thermal envelope, the HVAC system, and the PV system were calibrated
with respect to the ASHRAE guidelines [78].

3.1.1. Thermal and geometrical properties
The single storey detached bungalow house that is utilised as the

virtual testbed is the most common single building category represent-
ing approximately 40% of the Irish building stock [80]. The building
opaque elements demonstrate increased insulation specifications com-
pared to contemporary standards. As shown in Fig. 3, the building
8

has twelve rooms and an uninhabited attic space at roof level. The U-
values of the building floor, walls, windows, and roof are 0.21, 0.21,
1.7, and 0.21 W∕m2K, respectively. Further, because of its construction
(i.e., two-leaf concrete wall with cavity insulation), it also demonstrates
passive thermal energy storage capacity. The exterior wall total surface
area (excluding fenestration) is 187 m2, while the slate roof surface area
is 279 m2. Moreover, the roof does not include insulation and acoustic
tiles which cover the ceiling to ensure both acoustic and thermal
insulation. A 200 mm layer of fibreglass insulation with a thermal
conductivity of 0.04 W∕mK is located on top of the acoustic tiles and
ensures high thermal resistance. Finally, the floor area is 208 m2, and
the overall window to wall ratio is 15%, with a 22% and 10% ratio
on the south and north facades, respectively. The thermal envelope
calibration was carried out during occupant absence achieving NMBE
and the CV-RMSE average values below the hourly ASHRAE standards
(4.41% and 3.28%, respectively) [82].

3.1.2. HVAC system
The space heating system of the dwelling (depicted in Fig. 4) is a

ground source heat pump (GSHP) and has a rated thermal output of
12 kW. The GSHP is equipped with a hot water storage tank of 0.8
m3 to provide thermal energy storage. The calibration was performed
by considering data from the heating season and attained average
CV-RMSE and NMBE values of 3.78% and −0.61%, respectively [81].

3.1.3. PV system
The installed PV system has a nominal power of 6 kWp and it is

connected to the grid through a single-phase inverter with an efficiency
of 95%. The PV system is located 30 metres from the building and it
has a southerly orientation. The associated model was calibrated. The
calibration was performed with respect to data for the months February
through September and attained average CV-RMSE and NMBE values
of 12.5%, and 3.6%, respectively [81].

3.1.4. Stationary battery
The building under study does not include an electrical energy

storage system. However, a battery with a capacity of 12 kWh, a
maximum power of 8 kW, and an efficiency of 90% was considered
in the analysis for completeness.

3.2. Occupancy profiles

Two indicative occupancy profiles are adopted based on daily aver-
age occupancy profiles resulting from a Time Use Survey [83]. These
occupancy profiles utilise two clusters that result from categorising
residential weekday diaries and constitute 23% and 34% of the survey
sample [84]. With regard to weekday schedules, the first occupancy
profile (OC1) includes an absence from the building arising from work
attendance (between 08:20 h and 18:10 h) and considers occupant
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Fig. 3. Representation of the building with the ground floor thermal zones and orientation [81].
Fig. 4. Heat system design and sensor metring [82].
Table 3
Thermostatic setpoints for OC1 and OC2.

Weekdays Weekend

OC1 OC2 OC1 and OC2

Time slots Therm. Setpoint Time slots Therm.
Setpoint

Time slots Therm. Setpoint

23:10–06:40 16 07:10–23:20 21 05:40–01:10 2106:40–08:20 20

08:20–18:10 16 23:20–07:10 16 01:10–05:40 1618:10–23:10 21
activity according to three categorisations, i.e., active, non-active, and
absent. The second occupancy profile (OC2) is comprised of active and
non-active household states. Finally, both occupancy profiles share the
same occupant activity during weekends. The zone thermostat setpoint
is set to 20/21◦C during occupant activity periods, whereas a setback
of 16◦C is considered during periods of occupant absence or inactivity.
Table 3 summarises the adopted thermostatic setpoints.
9

3.3. Model setting

The synthetic database was generated by using data based on the
heating season (extending from 01 September to 30 April) with a
simulation time-step of 15 min. The selected splitting ratio of the
database for the development and the evaluation set is 50%/50% [85].
The development set is utilised to determine the optimal number
of training days for each ML model and to optimise the respective
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Table 4
Methodology diagram.

Step Section Methodology

1 3.3 Generate a synthetic database from a calibrated all-electrical smart grid ready residential building
model

2 2.1 Determine the optimal training set size based on the sliding window method

3 2.2 Determine the candidate features (Table 1)

4 2.3 Update the training set and the selected features based on the sliding window method and the
Spearman correlation coefficient, respectively

5 2.4 Build a base model based on the ML algorithms considered (RF, MLP, SVM, XGB) for each target
variable (HVAC system load, zone temperature, non-controllable loads, PV system electricity
generation) and prediction horizon (day-ahead, hour ahead)

6 2.5 Develop an ensemble learning forecaster considering the base models build in step 5 for each target
variable and prediction horizon considered

7 2.6 Assess the predictive performance of the ensemble learning forecaster for each target variable and
prediction horizon considered

8 3.2 Select an indicative day from each occupancy profile considered

9 3.4

Impose hourly independent DR actions both for down-flex and up-flex subject to the respective
boundary conditions for all energy systems considered (heat pump, electrical energy storage)

Commencement times: 00:00,01:00,. . . 23:00

10 2.7

Evaluate the flexibility potential by using the following indicators:

Heat pump Electrical energy storage

Down-flex Up-flex Down-flex

Storage Capacity Eq. 9 Eq. 10 Eq. 11

Storage Efficiency Eq. 12 Eq. 13 Eq. 14

11 3.4 Create the daily flexibility profile for all cases in Step 8 by using the indicators in Step 9

12 2.6 Assess the predictability of the flexibility potential of the various energy systems considered
hyperparameters; the evaluation set is used to evaluate the performance
of the developed models in terms of predictive accuracy based on
cross-validation. In order to evaluate the DR potential of the virtual
testbed, daily random DR actions are introduced in the evaluation set.
The proposed methodology is implemented by using Python 3.7 on
a server machine with an Intel i7-7500 CPU 2.7 GHz and 8 GB of
RAM. The developed data-driven models were implemented by using
the scikit-learn library [86].

3.4. Energy flexibility mapping

To assess the building energy flexibility potential, one day from
each occupancy profile is selected as a baseline case to create the daily
energy flexibility mapping. The baseline cases were selected so that
the ensemble model predictive performance (in terms of RMSE/CV-
RMSE and MBE, NMBE) for each baseline case (for all target variables
and prediction horizons) is comparable to that of the ensemble models
for the evaluation set. To this end, consecutive and independent DR
events are imposed, over a 24-hour period, for each energy system
considered. Specifically, the DR action starting times were based on
an on-the-hour basis, i.e., 00:00 hr, 01:00 hr, etc. For each case study,
it is considered that there is a single baseline consumption curve,
all applied DR actions are independent, and any specific DR action
is not affected by the previous ones. In order to practically utilise
these indicators, it is assumed that the period between DR actions is
long enough (so that the rebounds of the previous DR actions do not
affect the following ones). Thus, the heatmaps presented assume 24
different and independent DR actions each of duration of one hour,
where it is assumed that only a single DR action occurs each day.
The resulting energy flexibility profiles can be used to select the most
suitable DR strategies – independently or in combination – considering
the requested energy amount to be shifted. The methodological steps
10

of this study are outlined in Table 4.
4. Results

In this section, the most important features are identified and
subsequently the base and the ensemble learning models are devel-
oped for all target variables considered. Finally, the downward and
upward flexibility potential of the various building energy systems is
assessed by using the developed ensemble learning-based framework,
and referenced against the physics-based model.

4.1. Input variable selection

The candidate input variables (as summarised in Table 1) for each
target variable and prediction horizon (day-ahead and one hour-ahead
predictions) are evaluated by using the Spearman correlation coeffi-
cient. For every short-term prediction, the selected features are updated
by considering the sliding window horizon method. This section fo-
cuses on the HVAC system-related target variables (zone temperature,
heating load) since they involve all types of features (i.e., calendar
information, lag terms, weather variables, etc.). As a case study, in
this section the candidate features for each target variable are eval-
uated by considering datasets that exclusively include observations
from a single occupancy profile to identify potential feature selection
differences arising from different data patterns. The autocorrelation
function of these datasets is depicted in Fig. 5 for the zone temperature
(Figs. 5a and 5b) and the heating load (Figs. 5c and 5d). This analysis
aims to identify potential feature selection differences arising from
various data patterns. The most recent historical datasets are always
the most relevant ones for the zone temperature predictions regardless
of occupancy profiles (Figs. 5a and 5b). On the other hand, different
occupancy profiles result in different autocorrelation coefficients for the
heating system power consumption (Figs. 5c and 5d). For example, OC1
exhibits weekly periodicity because it includes two distinct occupancy
profiles (weekday and weekend), whereas OC2 shows daily periodicity
since the weekday and weekend occupancy profiles are approximately

similar.
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Table 5
Spearman correlation results, zone temperature, day ahead predictions.

Definition Symbol OC1 OC2

Zone thermostatic setpoint 𝑇𝑠𝑝 x x
𝑇𝑠𝑝(𝑡 − 96) – x

Zone temperature

𝑇𝑧(𝑡 − 96) − 𝑇𝑧(𝑡 − 101) x x
𝑇𝑧(𝑡 − 102) – x
𝑇𝑧(𝑡 − 103) – x
𝑇𝑧(𝑡 − 104) – x

Heat pump on/off operation 𝑃ℎ𝑝,𝑂∕𝑂 x x

Workday type WT x –

Table 6
Spearman correlation results, heating load, day ahead predictions.

Definition Symbol OC1 OC2

Heat pump load

𝑃ℎ𝑝(𝑡 − 96) − 𝑃ℎ𝑝(𝑡 − 98) x x
𝑃ℎ𝑝(𝑡 − 99) − 𝑃ℎ𝑝(𝑡 − 100) – x
𝑃ℎ𝑝(𝑡 − 187) − 𝑃ℎ𝑝(𝑡 − 193) – x
𝑃ℎ𝑝(𝑡 − 285) − 𝑃ℎ𝑝(𝑡 − 289) – x
𝑃ℎ𝑝(𝑡 − 383) – x
𝑃ℎ𝑝(𝑡 − 574) − 𝑃ℎ𝑝(𝑡 − 577) x –
𝑃ℎ𝑝(𝑡 − 666) − 𝑃ℎ𝑝(𝑡 − 675) x –
𝑃ℎ𝑝(𝑡 − 766) − 𝑃ℎ𝑝(𝑡 − 767) x –

Zone thermostatic setpoint 𝑇𝑠𝑝 x x
𝑇𝑠𝑝(𝑡 − 96) x x

Heat pump on/off operation 𝑃ℎ𝑝,𝑂∕𝑂 x x

Zone temperature 𝑇𝑧 x x

4.1.1. Day-head prediction models
Table 5 shows the selected features for the indoor temperature and

the two occupancy profiles considered. For each occupancy profile,
a different number of lag terms exhibits high correlation (> 0.5),
owever, the thermostatic setpoint, and the heating system operation
imes from the previous day are selected for both occupancy profiles.
evertheless, the thermostatic setpoints of the previous day exhibit
igh correlation only for OC2, whereas the binary variable DoW is a
elevant feature only for OC1. This is because the occupancy schedules
or weekdays and weekends are similar for OC2 thus making DoW a
ess significant input variable.

Table 6 illustrates the selected features for the heating load and
he two occupancy profiles considered. As regards OC1, lag terms
ssociated with the heating load from the previous day as well as
ix and seven previous days are selected. On the other hand, the lag
erms selected for OC2 are associated with data up to the previous four
ays. This stems from the fact that OC1 exhibits a weekly periodicity
because the weekday and weekend occupancy profiles are distinctly
ifferent) and OC2 shows daily periodicity (because the weekday and
eekend occupancy profiles are approximately the same).

.1.2. Hour-ahead prediction models
Table 7 summarises the selected features for the zone temperature

nd the two occupancy profiles considered. In contrast to day-ahead
redictions, statistical properties from the previous hour are highly
orrelated with the values from the next hour for both occupancy
rofiles. It should be noted that statistical properties of the heat pump
ower exhibit a high correlation with the zone temperature only for
C1. Table 8 shows the selected features for the heating load and

he two occupancy profiles considered. As regards OC1, lag terms
ssociated with the heating load from the previous day as well as six
o eight previous days are selected. On the other hand, the lag terms
elected for OC2 are associated with data up to the previous three
ays. In contrast to day-ahead predictions, statistical properties from
he previous predictions (previous hour) are also selected.
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Table 7
Spearman correlation results, zone temperature, hour ahead predictions.

Definition Symbol OC1 OC2

Zone thermostatic setpoint 𝑇𝑠𝑝 x x
𝑇𝑠𝑝(𝑡 − 4) x x

Zone temperature 𝑇𝑧(𝑡 − 4) − 𝑇𝑧(𝑡 − 11) x x
𝑇𝑧(𝑡 − 12) – x

Maximum zone temperature 𝑇𝑧,𝑚𝑎𝑥 x x

Average maximum zone temperature 𝑇𝑧,𝑎𝑣 x x

Minimum zone temperature 𝑇𝑧,𝑚𝑖𝑛 x x

Table 8
Spearman correlation results, heating load, hour ahead predictions.

Definition Symbol OC1 OC2

Zone thermostatic setpoint 𝑇𝑠𝑝 x x
𝑇𝑠𝑝(𝑡 − 4) x x

Zone temperature 𝑇𝑧 x x

Heat pump load

𝑃ℎ𝑝(𝑡 − 4) x x
𝑃ℎ𝑝(𝑡 − 89) − 𝑃ℎ𝑝(𝑡 − 92) – x
𝑃ℎ𝑝(𝑡 − 93) − 𝑃ℎ𝑝(𝑡 − 97) x x
𝑃ℎ𝑝(𝑡 − 98) − 𝑃ℎ𝑝(𝑡 − 99) – x
𝑃ℎ𝑝(𝑡 − 186) − 𝑃ℎ𝑝(𝑡 − 193) – x
𝑃ℎ𝑝(𝑡 − 284) − 𝑃ℎ𝑝(𝑡 − 287) – x
𝑃ℎ𝑝(𝑡 − 574) − 𝑃ℎ𝑝(𝑡 − 576) x –
𝑃ℎ𝑝(𝑡 − 666) − 𝑃ℎ𝑝(𝑡 − 675) x –
𝑃ℎ𝑝(𝑡 − 765) − 𝑃ℎ𝑝(𝑡 − 766) x –

Average hp load 𝑃ℎ𝑝,𝑎𝑣 x x

Maximum hp load 𝑃ℎ𝑝,𝑚𝑎𝑥 x x

Minimum hp load 𝑃ℎ𝑝,𝑚𝑖𝑛 x x

Heat pump on/off operation 𝑃ℎ𝑝,𝑂∕𝑂 x x

4.2. Base model initialisation

To establish the ML models for the day-ahead and hourly predic-
tions, the optimal training set is first determined. The power-related
target variables (heating load, non-controllable loads, PV plant power
output) were assessed based on the CV-RMSE and the NMBE whereas
the zone temperature by using the RMSE and the MBE.

4.2.1. Day-ahead prediction models
The accuracy of each ML model was assessed for various training

set sizes from 1–12 weeks with increments of 1 week. Fig. 6 illustrates
the RMSE and CV-RMSE for each target variable and ML model with
respect to the training set size. The presentation of the NMBE and
MBE was omitted since the respective graphs exhibit similar trends to
the CV-RMSE and the NMBE, respectively. Consequently, the optimal
number of training weeks is selected with respect to the RMSE/CV-
RMSE. Fig. 6 shows that the prediction error for each graph is reduced
rapidly until a certain number of weeks and subsequently it either re-
mains approximately constant or it increases. This means that training
the models with larger datasets will increase the computational time
resulting in similar or worse model accuracy. The training set size for
each target variable and ML model is selected by identifying the above-
mentioned cut-off or minimum point. The predictive performance of
each target variable varies with the ML algorithm selected and the
training set size. For example, as regards the zone temperature, all
ML algorithms considered exhibit a similar accuracy after a certain
number of training weeks. On the other hand, regarding the heating and
the non-controllable loads, the RF and the XGB models show similar
accuracy outperforming the SVR and the MLP models in respect to the
heating load and the non-controllable load predictions for any training
size. Finally, as regards, the PV electricity generation, the RF, the SVM,
and the XGB exhibit similar accuracy when trained with only two weeks
of data. The optimal number of training weeks is outlined in Table 9.
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Fig. 5. Autocorrelation, (a) zone temperature (OC1), (b) zone temperature (OC2), (c) heating load (OC1), (d) heating load (OC2).
Fig. 6. RMSE and CV-RMSE for each ML model with respect to the training set size for day-ahead predictions, (a) zone temperature, (b) heat pump load, (c) non-controllable
loads, (d) PV electricity generation.
Table 9
Selected training set sizes for each target variable and ML model, day-ahead prediction
models.

ML model Number of weeks

Zone
temp.

Heat pump
load

Non-contr.
loads

PV system
electr. gen.

RF 5 8 4 2
MLP 6 5 5 5
SVM 5 7 4 2
XGB 7 7 3 2
12
4.2.2. Hour-ahead prediction models
As regards the hourly predictions, the prediction performance for

each data-driven model was assessed for various training set sizes from
1–20 days with increments of 1 day. Fig. 7 illustrates the RMSE and
CV-RMSE for each target variable and ML model with respect to the
training set size. As in day-ahead predictions, the accuracy of each
ML algorithm varies with the ML algorithm selected and the training
set size. The prediction error for each graph is reduced rapidly until
a certain number of days and then it is reduced slowly after this
point. Given that the MBE/NMBE graphs exhibit similar trends to the
RMSE/CV-RMSE graphs, their presentation is omitted, and the optimal
number of days is selected with respect to the RMSE/CV-RMSE. The
optimal number of training days is defined by the above-mentioned
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Fig. 7. RMSE and CV-RMSE for each ML model with respect to the training set size for hour-ahead predictions, (a) zone temperature, (b) heat pump load, (c) non-controllable
loads, (d) PV electricity generation.
E,

.
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Table 10
Selected training set sizes for each target variable and ML model, hour-ahead prediction
models.

ML model Number of days

Zone
temp.

Heat pump
load

Non-contr.
load

PV system
elec. gener.

RF 9 5 6 11
MLP 3 14 7 11
SVM 7 9 7 7
XGB 15 5 6 11

point, as outlined in Table 10. The SVM model exhibits its optimal
predictive performance for the heating load, the zone temperature,
and the PV system electricity generation for smaller training set sizes.
Furthermore, the XGB model outperforms the rest of the regression
techniques considered for larger training set sizes.

4.3. Ensemble model deployment

The configuration of the individual base models is followed by
the establishment of the final forecast by using the ensemble learning
model for both day-ahead and hour-ahead predictions.

4.3.1. Day-ahead prediction models
Tables 11 and 12 summarise the RMSE/CV-RMSE and the MBE/NMB

respectively, for each target variable and base model considered as well
as the resulting ensemble model forecaster. The bar chart in Fig. 8
illustrates the RMSE/CV-RMSE (Fig. 8a) and the MBE/NMBE (Fig. 8b)
for all target variables considered.

The RF and the XGB models outperform the MLP and the SVR
models for all target variables considered both in terms of RMSE/CV-
RMSE and MBE/NMBE. In addition, the ensemble models developed for
the zone temperature, the heating load, and the non-controllable loads
attain lower RMSE and CV-RMSE compared to that of the pertinent
base models. As regards the PV system electricity generation, the CV-
RMSE achieved by the ensemble model is 1.1% higher than that of the
13
Table 11
Comparison between various base models and the ensemble model forecaster for each
target variable by RMSE(oC) (zone temperature) and CV-RMSE(%) (heat pump load,
non-controllable loads, PV system electricity generation)- day-ahead prediction models

Zone temp.
(oC)

Heat pump
load (%)

Non-contr.
loads (%)

PV system
elec. gener. (%)

RF 0.331 14.8 8.2 16.7
MLP 0.413 19.2 8.9 32.1
SVM 0.414 17.1 10 28.6
XGB 0.339 14.3 8.3 18.5
Ensemble model 0.3097 14.3 8.1 17.8

Table 12
Comparison between various base models and the ensemble model forecaster for
each target variable by MBE (%)(zone temperature) and NMBE (%)(heat pump load,
non-controllable loads, PV system electricity generation)- day-ahead prediction models

Zone temp.
(oC)

Heat pump
load (%)

Non-contr.
loads (%)

PV system
elec. gener. (%)

RF −0.0066 −1.75 −1.9 2.75
MLP 0.0563 −1.13 6.7 10.92
SVM 0.047 −2.38 −7.5 −7.22
XGB 0.0503 −0.56 1.3 3.19
Ensemble model 0.0268 −1.37 −0.5 −1.96

RF model (16.7%) but considerably lower than the CV-RMSE values
attained by the rest of the base models. The MBE and NMBE achieved
by the ensemble models lie within acceptable limits (as per the ASHRAE
criteria) even when the associated base models exhibit poorer perfor-
mance. For example, for the PV system electricity generation, although
the SVM and the MLP models exhibit non-acceptable NMBE (−7.22%
and 10.92%), the ensemble model achieves an NMBE of −1.96%.

The weight evolution over time of the various base models con-
sidered for 40 days is illustrated in Fig. 9a, 9b, 9c, 9d for the zone
temperature, the heating load, the non-controllable loads, and the
PV system electricity generation, respectively. Fig. 9a shows that the
contribution of the RF and the XGB models is higher compared to that
of the MLP and the SVR models for the zone temperature ensemble
forecaster. Nevertheless, there is no single best base model over time,
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Fig. 8. (a) RMSE and CV-RMSE and (b) MBE/NMBE for the various base models (RF, MLP,SVM,XGB) and the ensemble model forecaster for each target variable (zone temperature,
heat pump load, non-controllable loads, PV system electricity generation), day-ahead prediction models.
Table 13
Comparison between various base models for each target variable by execution time
(sec), day-ahead prediction models (Intel® i7-7500 CPU 2.7 GHz, 8 GB RAM).

Zone
temp.

Heat pump
load

Non-contr.
loads

PV system
elec. gener.

RF 6.02 2.58 1.12 0.76
MLP 3.02 2.35 2.82 0.96
SVM 1.42 0.9 0.4 0.57
XGB 7.29 3.94 1.7 2.34
Ensemble model 17.76 9.78 6.05 4.64

as the suitability of the XGB and the RF models (in terms of weight
magnitude) alternates over time. It should be noted that for days 37–
39 the ensemble model performance is identical to that of the RF
model since it receives a weight equal to 1. This means that the
ensemble model is likely to discard one or more constituent models
(by assigning weight equal to zero) in case there is a single model that
strongly outperforms the rest. Similar conclusions can be drawn for the
ensemble model developed for the non-controllable loads and the PV
system electricity generation; each base model is likely to have a higher
contribution depending on the simulation day. The allocated weights
are a measure of the predictive performance of each model (in terms
of cumulative error), thus, the performance of each base model changes
over time. This means that it is not always possible to select a single
best model for each target variable in advance. On the other hand,
as regards the heating load ensemble model, the relative contribution
of each base model does not change significantly over time. Table 13
summarises the average execution times for each target variable as
well as the ensemble model forecaster for day-ahead predictions. The
execution times range between 4.64 to 17.79 s depending on the target
variable. SVM and XGB exhibit the lowest and highest execution times,
respectively.

4.3.2. Hour-ahead prediction models
Tables 14 and 15 summarise the RMSE/CV-RMSE and the

MBE/NMBE, respectively, for each target variable and base model
considered as well as the resulting ensemble model forecaster. The
bar chart in Fig. 10 illustrates the RMSE/CV-RMSE (Fig. 10a) and the
MBE/NMBE (Fig. 10b) for all target variables considered. By comparing
Tables 11 and 12 with Tables 14 and 15 it can be concluded that
hour-ahead prediction models for the HVAC system-related variables
exhibit higher overall accuracy compared to the day ahead prediction
models, especially for the heating system-related variables (heating
load and zone temperature). All ensemble models developed attain
14
Table 14
Comparison between various base models for each target variable by RMSE(oC) (zone
temperature) and CV-RMSE(%) (heat pump load, non-controllable loads, PV system
electricity generation)- hour-ahead prediction models.

Zone temp.
(oC)

Heat pump
load (%)

Non-contr.
loads (%)

PV system
elec. gener. (%)

RF 0.208 6.7 7.48 24.1
MLP 0.217 10 8.56 19.82
SVM 0.242 12.6 9.15 22.07
XGB 0.179 7.7 7.68 20.59
Ensemble model 0.178 6.7 7.39 16.9

Table 15
Comparison between various base models for each target variable by MBE (oC)
(zone temperature) and NMBE(%) (heat pump load, non-controllable loads, PV system
electricity generation)- hour-ahead prediction models.

Zone
temp. (oC)

Heat pump
load (%)

Non-contr.
loads (%)

PV system
elec. gener. (%)

RF 0.0012 −0.44 −0.142 −0.23
MLP 0.0044 −1.2 −0.0416 −2.03
SVM −0.058 −4.26 −1.676 −1.39
XGB −0.0022 0.11 −0.16 0.47
Ensemble model −0.005 −0.63 −0.334 −0.79

lower RMSE/CV-RMSE values than those achieved by the constituent
models. The MBE/NMBE lie within acceptable limits as per ASHRAE
criteria [80].

The weight evolution of the various base models considered for 40
days is illustrated in Fig. 11a, 11b, 11c, 11d for the zone temperature,
the heating load, the non-controllable loads, and the PV system electric-
ity generation, respectively. Although Figs. 9 and 11 depict the weight
evolution of the same period, the weight allocation is considerably
different. This suggests that the prediction horizon strongly affects the
performance of the base models. For example, considering the PV plant
power output, the associated ensemble model achieves considerably
lower CV-RMSE than the rest of the base models. Moreover, each
constituent model becomes more influential than the rest depending
on the simulation period. Table 16 summarises the average execution
times for each target variable as well as the ensemble model forecaster
for hour-ahead predictions. The execution times range between 2.8 to
3.44 s depending on the target variable.

4.4. Energy flexibility assessment

In order for the predictive models to be integrated into energy
management systems, it is necessary to assess their performance not
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Fig. 9. Weight evolution for each ML model for day-ahead predictions, (a) zone temperature, (b) heat pump load, (c) non-controllable loads, (d) PV electricity generation.
Fig. 10. RMSE and CV-RMSE and (b) MBE/NMBE for the various base models (RF, MLP,SVM,XGB) and the ensemble model forecaster for each target variable (zone temperature,
heat pump load, non-controllable loads, PV system electricity generation), hour-ahead prediction models.
Table 16
Comparison between various base models for each target variable by execution time
(sec), hour-ahead prediction models (Intel® i7-7500 CPU 2.7 GHz, 8 GB RAM).

Zone
temp.

Heat pump
load

Non-contr.
load

PV system
elec. gener.

RF 0.29 0.5 0.88 0.24
MLP 0.47 1.52 1.04 0.89
SVM 0.06 0.38 0.1 0.07
XGB 2.6 0.75 0.76 1.14
Ensemble model 3.44 3.15 2.8 2.34
15
only for baseline consumption patterns but also during DR actions.
To evaluate the energy flexibility potential of the virtual testbed, two
different baseline cases are selected from the evaluation set, each based
on the two occupancy profiles considered as shown in Table 3. Figures
12a and 12c depict the zone thermostat setpoint (black) as well as the
actual (continuous blue) and predicted values (day-ahead prediction:
dashed blue, hour-ahead prediction: dotted blue) for the first (OC1)
and the second occupancy profile (OC2), respectively. Figs. 12b and
12d illustrate both the actual and the predicted values of the building
power demand (heat pump power and non-controllable loads) and
self-generation for OC1 and OC2, respectively.
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Fig. 11. Weight evolution for each ML model for hour-ahead predictions, (a) zone temperature, (b) heat pump load, (c) non-controllable loads, (d) PV electricity generation.
Fig. 12. Predicted (ensemble) and actual (white-box) values: (a) Thermostatic setpoint and zone temperature, OC1, (b) heat pump load, non-controllable loads, PV electricity
generation, OC1, (c) Thermostatic setpoint and zone temperature, OC2, (d) heat pump load, non-controllable loads, PV electricity generation, OC2.
4.4.1. Downward flexibility
In this section, the downward flexibility potential of the heat pump

and the battery is evaluated for the two occupancy profiles considered
by using the white-box model (actual values) as well as the ensemble-
based learning model for day-ahead and hour-ahead predictions. It is
assumed that the imposed hourly DR actions are independent. The
heat pump storage capacity (𝐶 ) (Eq. (9)), resulting from hourly
16

𝐷𝐹
zone thermostat reductions, is presented in Figs. 13a (OC1) and 13b
(OC2). To assess whether the temperature drifts during a DR action
lie within acceptable limits as per ASHRAE standards (Table 2), the
temperature reductions arising from the applied DR actions are calcu-
lated. Figs. 14a (OC1) and 14b (OC2) depict the temperature deviations
during the applied DR actions. Given that rebound effects resulting
from the activation of the passive thermal energy storage exhibit a
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Fig. 13. Ensemble predicted heat pump storage capacity (𝐶𝐷𝐹 ) (hourly down-flex DR actions): (a) OC1, (b) OC2.
Fig. 14. Ensemble predicted temperature deviations (hourly down-flex DR actions): (a) OC1, (b) OC2.
duration of approximately six hours, it is possible to assess the storage
efficiency by considering only day-ahead predictions. Hourly down-flex
actions do not result in any rebound effects for the first occupancy
profile. This is because OC1 is characterised by long periods of heat
pump inactivity, thus resulting in lower water tank temperatures that
limit the heat pump capability to increase its power output. Thus, the
storage efficiency (𝜂𝐷𝐹 ) (Eq. (12)) is only evaluated for the second
occupancy profile, as illustrated in Fig. 15. The prediction (ensemble)
model capability to forecast the hourly attributes of the heat pump
energy flexibility (as illustrated in Figs. 13–15) is evaluated by using
suitable regression charts. Fig. 16 depicts the actual and the predicted
values as well as the coefficient of determination (𝑅2) for the storage
capacity (Fig. 16a-OC1, Fig. 16b-OC2), the temperature deviations
(Fig. 16c-OC1, Fig. 16-OC2), and the storage efficiency (Fig. 16e-OC2).

During periods of occupant inactivity, the heat pump is switched off
and it exhibits zero storage capacity. Considering the first occupancy
profile, both day-ahead and hour-ahead prediction models exhibit very
17
good performance, achieving 𝑅2 values equal to 0.97 and 0.998, re-
spectively. The storage capacity is consistently underestimated both by
day-ahead and hour-ahead prediction models, however, the hour-ahead
prediction model achieves a marginally better performance than that
of the pertinent day-ahead model. The temperature reductions during
DR actions lie within acceptable limits as per ASHRAE standards [80].
Further, the hour-ahead prediction model can capture the temperature
deviations arising from DR actions better compared to the day-ahead
prediction model. The heat pump storage capacity exhibited by the
second occupancy profile is accurately predicted for both prediction
horizons. The hour-ahead prediction model can adequately forecast the
temperature deviations arising from the zone thermostat modulations,
whereas the day-ahead prediction model consistently fails to capture
them. In addition, the storage efficiency is consistently overestimated
by the day-ahead prediction model achieving a coefficient of determi-
nation equal to 0.902. This is due to the underestimation of all rebound
effects arising from the applied DR actions.
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Fig. 15. Ensemble predicted heat pump storage efficiency (𝜂𝐷𝐹 ) (hourly down-flex DR actions) for OC2.
Fig. 16. Actual (white-box) and predicted (ensemble) values (thermostatic setpoint hourly down-flex DR actions): (a) storage capacity — OC1, (b) storage capacity — OC2, (c)
temperature deviations — OC1, (d) temperature deviations — OC2, (e) storage efficiency — OC2.
The battery storage capacity (𝐶𝐷𝐹 ) (Eq. (11)), resulting from hourly
zone temperature reductions is presented in Figs. 17a (OC1) and 17b
(OC2). The storage efficiency (𝜂𝐷𝐹 ) (Eq. (12)) resulting from the acti-
vation of the battery flexibility depends not only on the action per se
but also on the rebound starting times (𝑡𝑐) and duration (𝜏𝑖𝑑). Figs. 18a
(actual values — OC1), 18b (day-ahead predictions-OC1), 18c (actual
values — OC2), and 18d (day-ahead predictions-OC2) provide the
storage efficiency (𝜂𝐷𝐹 ) (Eq. (14)) resulting from the use of electrical
storage for 1 h down-flex DR actions, a rebound duration of one hour
and various battery charging commencement times. Thus, in Fig. 18,
the X axis corresponds to the occurrence time of a given DR event, while
the Y axis corresponds to the occurrence time of the associated rebound.
Given that the PV is likely to generate electricity for several hours
during the day, the battery efficiency can be assessed by considering
only day-ahead predictions. This indicates that the storage efficiency
can be only assessed for rebounds occurring within one day of the
prediction. The regression chart in Fig. 19 depicts the actual and the
predicted values as well as the coefficient of determination (𝑅2) for the
battery storage capacity (Fig. 19a- OC1, Fig. 19b- OC2) and efficiency
(Fig. 19c- OC1, Fig. 19d- OC2).

Since the battery is discharged to cover the building load, its storage
capacity depends on the difference between the building load and the
PV system electricity generation. This means that during periods of
high solar irradiance, the storage capacity is minimised, whereas when
the heat pump is activated the battery storage capacity increases. If
solar power is unavailable or less than the building load, the storage
efficiency only depends on the charging and discharging battery ef-
ficiency and is given by 𝜂 = 1 − 1∕𝜂 𝜂 = 1 − 1∕0.92 = −23.5%.
18

𝐷𝐹 𝑑 𝑐
The storage efficiency could take negative values for a given DR action
when the associated energy shifting potential is lower than the energy
consumed during the rebound. On the contrary, the storage efficiency
reaches 100% when the battery is charged during periods of high
electricity generation by the PV system. When the building load is lower
than the PV system electricity generation, no DR actions take place
(grey tile areas). The storage capacity predictions exhibit high accuracy
for all occupancy profiles and prediction horizons considered. On the
other hand, the storage efficiency predictions exhibit lower accuracy for
both occupancy profiles due to the misestimation of the PV electricity
generation and the heat pump load by the associated day-ahead models.

4.4.2. Upward flexibility
In this section, the upward flexibility potential of the heat pump

and the battery is evaluated for the two occupancy profiles considered
by using the white-box model (actual values) as well as the ensemble-
based learning model for day-ahead and hour-ahead predictions. The
heat pump storage capacity (𝐶𝑈𝐹 ) (Eq. (10)), resulting from hourly
zone temperature modulations is presented in Figs. 20a (OC1) and 20b
(OC2). Figs. 21a (OC1) and 21b (OC2) depict the actual value, the day-
ahead predictions, and the hour-ahead predictions for the temperature
deviations during a DR action. Hourly up-flex actions do not result in
any rebound effects for the first occupancy profile, consequently, the
ensuing storage efficiency is always 0. This is because the heat pump
is deactivated at the end of the DR action during periods of occupant
inactivity or absence, thus not allowing for load curtailment. In addi-
tion, during periods of occupant activity the heat pump power shows
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Fig. 17. Ensemble predicted heat pump storage capacity (𝐶𝐷𝐹 ) (hourly down-flex DR actions): (a) OC1, (b) OC2.
Fig. 18. Storage efficiency (𝜂𝐷𝐹 ) for the stationary battery, (hourly down-flex actions): (a) OC1 — actual values (white-box), (b) OC1 — day-ahead predictions (ensemble), (c)
OC2 — actual values (white-box), (d) OC2 — day-ahead predictions (ensemble) X axis: DR event time, Y axis: Rebound time.
a minor increase that results in the absence of rebounds. Accordingly,
the heat pump storage efficiency (𝜂𝑈𝐹 ) (Eq. (13)) is assessed only for
the second occupancy profile (Fig. 22). Fig. 23 depicts the actual and
the predicted values as well as the coefficient of determination (𝑅2)
for the storage capacity (Fig. 23a-OC1, Fig. 23b-OC2), the temperature
deviations (Fig. 23c-OC1, Fig. 23d-OC2), and the storage efficiency
(Fig. 23e-OC2).

As regards the first occupancy profile, the storage capacity arising
from exploiting the upward flexibility is considerably underestimated
by day-ahead prediction models achieving an 𝑅2 equal to 0.576; the
hour-ahead prediction models nonetheless exhibit a significantly bet-
ter accuracy attaining an 𝑅2 equal to 0.961. Considering the second
occupancy profile, both the day-ahead and the hour-ahead models
fail to capture the associated storage capacity achieving 𝑅2 values
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equal to −0.736 and −0.347, respectively. It is noteworthy that the
storage capacity resulting from down-flex actions is likely to be more
accurately captured by data-driven models. This is due to the fact that
the heat pump is deactivated during down-flex DR actions and does
not depend on the zone thermostatic setpoint. Conversely, in up-flex
actions, the data-driven model must predict the heat pump dynamics
under different zone thermostatic setpoints. Finally, considering the
temperature deviations during DR actions, prediction models exhibit
poor performance for both occupancy profiles, however, the hour-
ahead prediction models exhibit better performance than the day-ahead
prediction models. The storage efficiency for OC2 is consistently un-
derestimated since all rebounds arising from up-flex actions are also
underestimated.
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Fig. 19. Actual (white-box) and predicted (ensemble) values, battery (hourly down-flex DR actions): (a) storage capacity — OC1, (b) storage capacity — OC2, (c) storage efficiency
— OC1, (d) storage efficiency — OC2.

Fig. 20. Ensemble predicted heat pump storage capacity (𝐶𝐷𝐹 ) (hourly up-flex DR actions): (a) OC1, (b) OC2.

Fig. 21. Ensemble predicted temperature deviations (hourly up-flex DR actions): (a) OC1, (b) OC2.
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Fig. 22. Ensemble predicted heat pump storage efficiency (𝜂𝐷𝐹 ) (hourly up-flex DR actions) for OC2.
Fig. 23. Actual (white-box) and predicted (ensemble) values (thermostatic setpoint hourly up-flex DR actions): (a) storage capacity — OC1, (b) storage capacity — OC2, (c)
temperature deviations — OC1, (d) temperature deviations — OC2, (e) storage efficiency — OC2.
5. Discussion

To date, the variety of definitions of building energy flexibility is
accompanied by numerous flexibility evaluation frameworks. This is
because the definitions are associated with diverse demand response
applications that utilise various energy conversion systems based on
different objectives [62]. In this study, this problem is addressed by
developing a data-driven energy flexibility quantification framework
to characterise the DR potential of the most common energy systems
found in residential buildings, namely, building structural thermal
mass and electrical energy storage units by using suitable indicators
(i.e., storage capacity, storage efficiency). This is important since the
flexibility potential of each system is a multifactor characteristic that
depends not only on weather conditions and end-user preferences,
but also on the power profiles of the various building energy con-
version systems [25]. This methodology can be potentially applied to
all residential building types, account for the contribution of onsite
electricity generation to the energy cost of individual power modulation
strategies, and illustrate the associated DR potential uniformly and
comprehensively.

Existing market-independent methodologies for assessing the energy
flexibility of residential buildings have followed either physics-based
or grey-box approaches, without evaluating building flexibility in dy-
namic environments such as those found in DR applications. Previous
data-driven-based flexibility evaluation frameworks for individual res-
idential buildings have mainly focused on a single energy system
category (either thermal or electrical) without analysing this flexibility
from an integrated system perspective or without considering potential
energy costs (rebound effects) arising from harnessing this flexibility.
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There is therefore a significant research gap in the literature related
to the explicit energy flexibility assessment in residential buildings on
a one-by-one basis including multi-component thermal and electrical
systems. To address this gap, an ensemble learning framework for
multi-step-ahead predictions has been developed based on a series
of periodically trained and updated data-driven models and a sliding
window method. The developed prediction models are updated based
on dynamic feature selection and the selection of the most recent
occupancy patterns. The ensemble learning model developed can auto-
matically manage the benefits and shortcomings of the constituent ML
models and ultimately generalise better than the constituent models.
In this way, building energy flexibility can be evaluated in an end-
user tailored manner not only by considering new patterns in data
but also by assigning higher weights to individual learners that have
achieved better performance by the prediction time. The obtained flex-
ibility maps give insights, not only into the actual building flexibility
potential, but also into the data-driven model capability to quantify the
associated flexibility by using suitable indicators. The proposed flexi-
bility evaluation framework can be extended for any thermostatically
controlled load and battery-based system.

The proposed energy flexibility quantification framework can be
applied to all residential building types, where at least one of the fol-
lowing energy conversion systems: thermostatically controlled thermal
loads (active or passive), electrical energy storage units (batteries), or
onsite electricity generation, is applicable. The developed prediction
models use features that can be realistically collected by a residential
energy management system (e.g., historical data from the heat pump,
the remainder of the electrical loads, the PV electricity generation, and
weather prediction data). To develop machine learning algorithms for
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building energy performance evaluation, it is necessary to train and
optimise various data-driven algorithms and ultimately select manually
the most suitable ones. Heterogeneous ensemble models can auto-
matically build optimal forecasts by assigning suitable weights to the
constituent models for each prediction step. Moreover, the ensemble
learning framework presented can be extended for various data-driven
algorithms, depending on the building portfolio and the available com-
putational resources. To reduce the computational burden (in terms
of execution time and resources required) for each constituent data-
driven model, it is necessary to use a limited number of features and
samples for each model developed. To this end, the number of samples
used as training sets is determined parametrically, whereas the optimal
number of features by using both the autocorrelation function and
the Spearman correlation coefficient. The developed framework lays
a foundation for explicitly evaluating the energy flexibility potential
of individual residential buildings, however, without further investi-
gating its commercial potential. Nevertheless, the ongoing advances in
computing systems and hardware capabilities will facilitate the com-
mercial viability of more computationally demanding machine learning
applications or larger building portfolios. Accordingly, a combination of
further methodology enhancements, coupled with computing advances,
has the potential to facilitate the further enhancement and refinement
of the described methodology.

Simulation results show that the features selected for each target
variable do not only depend on occupancy profiles but also depend
on the model prediction horizon. Moreover, statistical properties from
previous prediction periods are likely to be relevant features, especially
for hour-ahead predictions models. As regards the ML model training
set sizes, the considered data-driven models achieve optimal perfor-
mance for a different number of training weeks (day-ahead forecasts)
and training days (hour-ahead forecasts). Results show that there is no
single best data-driven algorithm for every target variable as their pre-
dictive performance (and relative contribution) changes with time (due
to weather and occupancy changes). Further, the ensemble learning
framework is likely to discard one or more of the constituent models
if the remainder of the ML models largely outperform them. Hour-
ahead prediction models show considerably better performance than
that of the day-ahead models, especially for the target variables related
to the HVAC system; this is potentially due to the intricate dynamics of
the zone temperature and the heating system power consumption that
cannot be captured for longer prediction horizons.

The temperature deviations arising from both downward and up-
ward DR actions are poorly estimated by day-ahead predictions, whereas
hour-ahead predictions exhibit considerably better performance for
both occupancy profiles considered. This indicates that shorter predic-
tion horizons are required in order to capture accurate assessments of
the impact of DR actions on occupant thermal comfort. Moreover, the
prediction accuracy of the heat pump up-flex energy shifting capability
and the associated temperature deviations varies depending on the
occupancy profile. This indicates that different weather conditions
and/or occupant behaviour are likely to influence the predictability
of building flexibility potential. The underestimation of the rebound
effects resulting from harnessing the heat pump flexibility results in
the underestimation (of up-flex DR actions) and the overestimation
(of down-flex DR actions) of the associated storage efficiency. This is
because the accuracy of the heat pump storage efficiency predictions is
limited by the failure of the day-ahead models to capture the complex
dynamics of the heating system. Finally, the predictability of the battery
storage efficiency strongly depends on the accuracy of the relationship
between the PV electricity generation day-ahead predictions and the
total building load day-ahead predictions. In this sense, the ability of
data-driven models to forecast the energy costs associated with acti-
vating the flexibility potential of the various building energy systems
is limited by the potentially longer prediction horizons required.

The obtained flexibility maps showed that the heat pump storage
capacity resulting from down-flex actions can be more accurately pre-
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dicted for both occupancy profiles and prediction horizons considered.
This is because the heat pump downward flexibility can be harnessed
by applying on–off signals, whereas the pertinent upward flexibility
depends on zone thermostatic modulations. In this study, the HVAC
system-related target variables (i.e., heat pump power and zone tem-
perature) are predicted by considering only the associated historical
data and statistical properties of these variables. However, the ground
source heat pump performance is influenced by factors that have not
been considered in the feature selection process and are likely to
impact the associated prediction model accuracy. These factors include:
temperatures and mass flowrates associated with the supply water in
the evaporator and the condenser, as well as the heat pump compressor
characteristics. Nevertheless, the establishment of a detailed machine
learning model for the ground source heat pump energy consumption
is beyond the scope of this analysis and is left as future work.

The datasets used to develop and evaluate the data-driven models,
as well as to evaluate building energy flexibility, are generated by
utilising a calibrated white-box model and average daily occupancy
profiles deriving from categorising the household weekday diaries and
represent 56% of the survey sample [84]. Nevertheless, the occupancy
profile selection is indicative of exemplifying the performance of the
proposed flexibility evaluation framework for various power consump-
tion patterns. Although the use of deterministic occupancy profiles
does not allow the diversity of consumption patterns to be taken into
consideration, a cumulative building energy consumption calculation is
beyond the scope of this paper. This study is still considered to be early-
stage research, rather than mature application focused research. Hence,
the thermostatic setpoint is utilised as input not only to investigate the
flexibility potential of thermostatically controlled loads and their po-
tential impact on occupant thermal comfort but also the predictability
of energy flexibility related characteristics. Given that the current study
is early-stage research, it does not explore any potential privacy impli-
cations arising from bi-directional communication between consumers
and aggregators. Further research is required to identify suitable system
architectures and specifications that will be aligned with the evolving
data-privacy technology.

6. Conclusions

In this paper, a generic data-driven-based energy flexibility quan-
tification framework has been developed to characterise the flexibility
potential of thermal and electrical energy systems commonly found in
residential buildings (passive thermal energy storage and stationary
batteries). Building DR potential is assessed by using an ensemble
learning framework based on dynamic feature selection and machine
learning model development. Specifically, the ensemble learning-based
framework described utilises four base models (namely, random forests,
multilayer perceptron neural network, support vector machine, extreme
gradient boosting) and builds its prediction based on the cumulative
error of the constituent models. Simulation results indicate that the
ensemble prediction model outperforms the constituent base learners
and that the suitability of each learner changes over time. Furthermore,
shorter prediction horizons are more suitable to forecast any thermal
comfort deviations arising from the activation of the passive TES.
Finally, the predictability of the potential energy costs arising from
activating the flexibility of the various systems is limited by the day-
ahead model failure to capture the intricate dynamics of the various
systems involved.

The developed methodology can be potentially applied to all res-
idential building types, depict the flexibility potential of individual
strategies as well as their occupant thermal comfort impacts, and
ultimately illustrate it in a precise and uniform way. The proposed data-
driven framework allows electricity aggregators to evaluate various
energy flexibility strategies in the context of multistep-ahead predic-
tions by using data that can be realistically collected from residential
buildings and eventually evaluate or optimise a portfolio of buildings in

an end-user tailored manner. Regarding the commercial viability of the
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current study, the proposed energy flexibility assessment framework
can be potentially attractive to utilities and aggregators considering the
increasing energy prices, the higher requirements for energy flexibility,
the increasing computing resources, and the changing regulatory en-
vironment. In this context, the current work represents early research
towards realising such flexibility in a rapidly changing sector.
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Symbol Definition
𝑇𝑜𝑢𝑡 Outdoor temperature (oC)
𝐼𝑡𝑜𝑡 Total solar irradiance (W∕m2)
𝑅𝐻 Relative humidity (%)
𝑊𝑆 Wind speed (m/s)
𝑊 𝑇 Workday type (binary)
𝐷𝑜𝑊 Day of week
𝑀𝑜𝐷 Minute of day
𝑇𝑧 Zone temperature (oC)
𝑇𝑠𝑝 Zone thermostatic setpoint (oC)
𝑃ℎ𝑝 Heat pump (hp) load (W)
𝑃𝑛𝑐 Non-controllable (NC) load (W)
𝑃𝑝𝑣 PV system electricity generation (W)
𝑃ℎ𝑝,𝑂∕𝑂 hp on/off operation (binary)
𝑃ℎ𝑝,𝑎𝑣 Average hp load (W)
𝑃ℎ𝑝,𝑚𝑎𝑥 Maximum hp load (W)
𝑃ℎ𝑝,𝑚𝑖𝑛 Minimum hp load (W)
𝑅ℎ𝑝,𝑎𝑣∕𝑚𝑎𝑥 Ratio 1: 𝑃ℎ𝑝_𝑎𝑣∕𝑃ℎ𝑝_𝑚𝑎𝑥 (adim)
𝑅ℎ𝑝,𝑚𝑖𝑛∕𝑎𝑣 Ratio 2: 𝑃ℎ𝑝_𝑚𝑖𝑛∕𝑃ℎ𝑝_𝑎𝑣 (adim)
𝑇𝑧,𝑎𝑣 Average zone temperature (oC)
𝑇𝑧,𝑚𝑎𝑥 Maximum zone temperature (oC)
𝑇𝑧,𝑚𝑖𝑛 Minimum zone temperature (oC)
𝑅𝑧,𝑎𝑣∕𝑚𝑎𝑥 Ratio 3: 𝑇𝑧_𝑎𝑣∕𝑇𝑧𝑚𝑎𝑥 (adim)
𝑅𝑧,𝑚𝑖𝑛∕𝑎𝑣 Ratio 4: 𝑇𝑧_𝑚𝑖𝑛∕𝑇𝑧_𝑎𝑣 (adim)
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𝑃𝑛𝑐,𝑎𝑣 Average NC load
𝑃𝑛𝑐,𝑚𝑎𝑥 Maximum NC load
𝑃𝑛𝑐,𝑚𝑖𝑛 Minimum NC load
𝑅𝑛𝑐,𝑎𝑣∕𝑚𝑎𝑥 Ratio 5: 𝑇𝑧_𝑎𝑣∕𝑇𝑧_𝑚𝑎𝑥 (adim)
𝑅𝑛𝑐,𝑚𝑖𝑛∕𝑎𝑣 Ratio 6: 𝑇𝑧_𝑚𝑖𝑛∕𝑇𝑧_𝑎𝑣 (adim)
𝑡𝐷𝑅 Duration of DR Event (hours)
𝜏𝑖𝑑 Total time of increased demand (hours)
𝑆𝐶𝐷𝑅 Self-consumption during a DR action (adim)
𝑃𝑚𝑜𝑑 Modulated building load (W)
𝑃𝑟𝑒𝑓 Reference building load (W)
𝑃𝑅𝐸𝑆 Onsite electricity generation (W)
𝐶𝐷𝑅 Available storage capacity (kWh)
𝐶𝐷𝐹 Available storage capacity in down-flex (kWh)
𝐶𝑈𝐹 Available storage capacity in up-flex (kWh)
𝜂𝐷𝐹 Storage Efficiency in down-flex (adim)
𝜂𝑈𝐹 Storage Efficiency in up-flex (adim)
𝑃𝑏 Building Load (W)
𝜂𝑑 Battery discharging efficiency (adim)
𝜂𝑐 Battery charging efficiency (adim)
𝑡𝑐 Rebound commencement time (hours)

Abbreviation Definition
RES Renewable Energy Sources
DR Demand Response
HP Heat Pump
HVAC Heat, Ventilation, and Air Conditioning
TES Thermal Energy Storage
ACF Autocorrelation Function
CV Cross-Validation
MBE Mean Bias Error
NMBE Normalised Mean Bias Error
RMSE Root Mean Error
CV-RMSE Cumulative Variation Root Mean Error
GSHP Ground Source Hear Pump
ML Machine Learning
RF Random Forests
MLP Multilayer Perceptron Neural Network
SVM Support Vector Machine
XGB Extreme Gradient Boosting
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