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Abstract

Traditional fossil fuel power plants release substantial amounts of greenhouse gases,
primarily contributing to anthropogenic climate change. Integrating renewable energy
sources into the energy supply systems is crucial to mitigate these environmental
challenges. One untapped renewable energy source is wave energy, which can contribute
to the transition towards a 100% renewable future.
Initially, this thesis presents a case for the potential value of adding wave energy to the
electric grid by analysing the complementarity of the wave resource with other renewable
energy modalities (wind, tidal and solar) and load requirements in the Island of Ireland.
The analysis shows that wave energy has a role to play in the future Irish supply mix.
Wave energy, like other renewable energy resources, presents a considerable challenge
for integrating it into the power grid due to its intermittent, and relatively unpredictable
nature. Wave energy grid integration entails several issues, including managing power
output variability, effective control of the wave energy device and power converters,
and optimal storage requirements. Additionally, an added complexity in wave energy
grid integration lies in implementing reactive wave energy converter (WEC) control,
which requires bi-directional power flow between the device and grid sides.
In general, many grid integration studies involving wave energy have deficiencies, such
as simplified hydrodynamic and power converter models, simplified passive damping
hydrodynamic control and relatively rudimentary PI power converter control. It is
imperative to address the issues mentioned above to enhance the integration of wave
energy into power grids, maximising power capture and the economic benefit of wave
energy. To this end, this thesis presents a wave-to-grid (W2G) control framework for a
direct-drive wave energy conversion system, including control-oriented models for each
component in the powertrain and high-performance controllers for both device and
grid sides, to achieve a range of control objectives. A short-term ultra-capacitor-based
storage system supports both device-side (hydrodynamic control support) and grid-side
(grid support during faults and power quality improvement) functionalities.
Additionally, the negative (reactive) power peaks are analysed by recognising the
importance of reactive power requirements of reactive hydrodynamic WEC control and
its implications for the powertrain equipment. As a result, this thesis provides analytical
and simulation results regarding the excessive reactive power peaks requirements of
hydrodynamic WEC control and offers recommendations on how to deal with them.
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Traditional fossil fuel power plants pose a significant threat to the modern world
due to their high greenhouse gas emissions, contributing to anthropogenic climate
change. Countries are turning to renewable energy solutions to meet their energy
needs while combating climate change. One such solution is wave energy, which has
gained attention in recent years and has led to the development of various wave energy
systems [2]. The vast potential for clean energy [3, 4] and temporal complementarity
with other renewable resources [5–7], such as wind and solar, make wave energy a
promising option for transitioning to a 100% renewable future. Fig. 1.1 illustrates
the wave energy resource distribution worldwide, and it is clear that the wave energy
resource is a substantial source of untapped clean energy, and according to [8], the
global wave energy resource has been estimated to be approximately 3.7 TW with
an annual potential of about 32,000 TWh. Despite being one of the most abundant
renewable resources, wave energy is still in its early stages of development. The reason
for this is that energy extraction from reciprocating ocean waves is more complicated
than other renewable energy modalities, such as solar and wind.
Due to the reciprocating nature of the wave resource, the power output of wave
energy devices is not ideal from a grid integration perspective. Some grid integration
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Figure 1.1: Approximation of the average annual wave power density [kW/m] around the
globe (adapted from [9]).

experiences from wind can be ported to the wave energy case [10]. However, the
penetration of wave energy into existing grid networks will directly depend upon
the adverse effects it will have on the grid, and the availability of technology to
tackle these effects [11]. Research and development in the field are crucial to
overcoming wave energy integration challenges, including improving the efficiency
and reliability of wave energy converters and developing advanced control strategies
and storage solutions. Additionally, a supportive policy framework for developing and
deploying wave energy is also essential, including creating regulations that promote
the integration of wave energy into the power grid and providing financial incentives
for developing wave energy projects.
To summarise, wave energy has the potential to play a significant role in the transition
to a 100% renewable future, but there are still many challenges to overcome. With
continued research and development and a supportive policy framework, wave energy
can become a viable and sustainable source of clean energy that helps mitigate
the impacts of climate change.

1.1 Motivation of the thesis

Incorporating wave energy into the current renewable generation mix provides com-
plementary benefits, especially for the Irish jurisdiction [6]. Fig. 1.2 provides some
insight into this complementarity between combined wave resource (for 11 locations1.1)

1.1The details of these locations can be found in the Chapter 2, Section 2.1.1
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Figure 1.2: A comparison of the load demand and combined wave resource for 11 locations
around Ireland for the year 2017. Note that the data is normalised to the maximum value
of each time series.

and load demand for the Irish jurisdiction, and it is apparent that the wave resource
has a natural seasonal complement to load demand, i.e., both have larger values
in the winter and smaller values in the summer.
Like other renewable energy resources, such as wind and solar resources, wave resource
is intermittent, relatively unpredictable and highly variable, which poses a significant
challenge for grid integration. As discussed in the introduction to this chapter, the
grid integration experience from wind energy can be ported through to the wave
energy sector. However, wave energy provides additional challenges stemming from
the energy-maximising reactive hydrodynamic wave energy converter (WEC) control.
Additionally, wave-to-grid (W2G) control has device- and grid-side requirements,
which must be fulfilled. On the device side, the focus is maximum power extraction
from ocean waves while, on the grid side, the requirements are primarily concerned
with power quality, imposed by the grid codes [12–14]. Furthermore, the reactive1.2

(negative) power requirements of energy-maximising WEC controllers provide additional
complexity, which is very specific to wave energy. Hence, a complete W2G control

1.2Note that the reactive power in the hydrodynamic WEC control sense is different from reactive
power as defined for electrical power networks. For more details, see Chapter 8.
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framework, which caters for both device- and grid-side requirements, is essential
for wave energy grid integration.
The primary objective of this thesis is to analyse the system from wave-to-grid and to
demonstrate the advantages of implementing a coordinated wave-to-grid (W2G) control
framework. Previous research has predominantly examined individual subsystems of
the wave-to-grid system, often overlooking the interconnected nature of the remaining
subsystems within the wave-to-grid chain. For economic feasibility, the system from
wave-to-grid needs to be considered as a whole. A complete wave-to-grid modelling
and control framework is non-existent in the wave energy literature [15]. The main
reason for this lack of modelling and control framework is the multi-disciplinary nature
of the problem, which requires expertise from a wide range of disciplines, including
hydrodynamics, mechanical, electrical and control systems fields. Generally, grid
integration studies concerning wave energy either focus on the device side or the
grid side, depending upon the area of expertise of the researchers. As part of the
work undertaken by this thesis, a balanced W2G control-oriented modelling and high-
performance control framework is developed that fulfils both device- and grid-side
requirements. Moreover, realising the importance of reactive power requirements in
energy-maximising wave energy converter control, and a poor understanding of the
excessive reactive power peaks, analytical results are derived to understand the reactive
power requirements and origins of excessive reactive power peaks and form an integral
part of this thesis. Additionally, some other grid integration aspects, related to the
value of wave energy on the electricity grid, are also discussed in this thesis.

1.2 Contributions of the thesis

In the preliminary stages of this thesis, explored in Chapter 2, a comprehensive
complementarity analysis is conducted to assess the potential value of wave energy
to the electric grid, with a particular focus on the Irish electric grid. This analysis
encompasses the study of how wave energy complements other renewable resources
such as tidal, wind, and solar energy, along with examining its alignment with the
load demand on the Island of Ireland (work published in [16]).
Following the complementarity analysis in Chapter 2, in Chapter 3, an extensive
examination of the current state of grid integration aspects of wave energy has been
undertaken (work published in [15]). This comprehensive review encompasses several
key facets: Firstly, a novel classification system for wave energy devices has been
proposed. This classification is rooted in the distinctive characteristics of these devices,
particularly focusing on their inertial characteristics. Furthermore, an investigation
into the grid connection requirements stipulated by transmission system operators
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(TSOs) for renewable energy resources has been conducted, which involves a detailed
analysis of the specifications and standards that wave energy systems must adhere
to for seamless integration into the power grid. In addition, a comprehensive review
of existing grid integration studies has been carried out, with specific emphasis on
power converter technology, control mechanisms, and storage systems designed to
enhance power quality. This exploration delves into the technological landscape,
evaluating the current state of power conversion methods and control strategies
employed in grid-connected wave energy systems and exploring the role of energy
storage in improving overall power quality for grid integration.
Developing a comprehensive wave-to-grid (W2G) model tailored for control-oriented
grid integration studies constitutes a contribution of this thesis (works published
in [17, 18]). This model encapsulates all components of a wave energy system
connected to the grid, ensuring a well-balanced representation with fidelity. Firstly, in
Chapter 4, unlike conventional literature that primarily features regular wave models,
this W2G model incorporates irregular wave models. Furthermore, a linear WEC
model that considers appropriate quantification of radiation forces, in contrast to
the predominant mass-spring-damper models with constant damping found in the
literature, is included. In Chapter 5, electrical components, such as generator and
power converters, of the powertrain are modelled. Finally, the models for each wave-
to-grid components are combined to form a control-oriented W2G model used for
control design in Part III of the thesis.
In Part III, specifically Chapters 6 and 7, a major contribution was made where a
high-performance W2G control framework is designed for a direct drive wave energy
conversion system (works published in [18–20]). The W2G control framework consists
of four parts: Firstly, a constrained reactive WEC hydrodynamic control, i.e. LiTe-Con
(LiTe-Con+), in the W2G control framework, is introduced on the device side. The
reactive WEC controller maximises energy absorption while providing a mechanism for
dealing with position constraints essential for device safety. Secondly, Lyapunov-based
nonlinear controllers for power converters in the powertrain are proposed on the grid
side instead of PI controllers predominant in the literature. Thirdly, the framework
includes the integration of a short-term storage subsystem, which serves a multifaceted
purpose, offering support for reactive hydrodynamic control, contributing to power
quality improvement, and providing fault ride-through (FRT) support during grid faults.
Finally, an energy management system (EMS), as a supervisory control mechanism, is
also a part of the framework, responsible for continuous W2G-controlled operation
at all times by supervising storage and grid-side controls.
In Chapter 8, another major contribution of this thesis is the derivation of general
analytical results for reactive-to-active power peaks for both monochromatic and



6 1.2. Contributions of the thesis

panchromatic wave excitation, which are then validated by a comprehensive set of
simulations (work published in [21]). Moreover, the Chapter 8 also examines the
various origins of system/controller mismatch, including modelling errors, controller
synthesis inaccuracies, and non-ideal PTO behaviour, highlighting the consequences
of such errors on reactive power flow levels.

1.2.1 List of publications

A list of peer-reviewed studies, that either make up the thesis core or are the outcome of
work done as part of WEC modelling exercises, is provided in this section. The studies
are arranged in chronological order. The abbreviated notation that follows indicates the
status of a publication: (P) published, (Pr) in press, (A) accepted, (CA) conditionally
accepted, (UR) under review, and (IP) in preparation. Additionally, if a publication is
closely related to the contents of this thesis, i.e. if it includes essential information
offered in this thesis, this is clarified by referencing a specific chapter or chapters.
Journal publications:

Status Publication Chapter/s
(P) Said H.A., Ringwood J.V. Grid integration aspects of wave

energy–Overview and perspectives, IET Renewable Power Generation
2021;15:3045–64

2,3,4

(P) Bingham, H.B., Yu, Y.H., Nielsen, K., Tran, T.T., Kim, K.H., Park, S.,
Hong, K., Said, H.A., Kelly, T., Ringwood, J.V. and Read, RW. Ocean
Energy Systems Wave Energy Modeling Task 10.4: Numerical Modeling of
a Fixed Oscillating Water Column, Energies, 14(6), p.1718, 2021.

-

(P) Said, H.A., Garcia-Violini, D. and Ringwood, J.V., Wave-to-grid (W2G)
control of a wave energy converter, Energy Conversion and Management:
X, Vol.14, Paper 100190, pp 1-20, 2022.

4,5,6

(P) Said, H.A., Garcia-Violini, D., Fáedo, N., and Ringwood, J.V., On the
ratio of reactive to active power in WEC control, IEEE Open Journal of
Control Systems, Vol. 3, pp. 14-31, 2024.

7

(IP) Said, H.A., Costello, S.P. and Ringwood, J.V., Combined resource
exploitation and value of wave energy on the grid – An Irish case study,
Energy.

-

(IP) Bingham, H.B., Yu, Y.H., Nielsen, K., Tran, T.T., Kim, K.H., Park, S.,
Hong, K., Said, H.A., Kelly, T., Ringwood, J.V. and Read, RW, 2021.
Ocean Energy Systems Wave Energy Modeling Task 10.4: Numerical
Modeling of DTU Oscillating Water Column, Journal of Marine Science
and Engineering.

-
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Conference publications:

Status Publication Chapter/s
(P) Said, H.A. and Ringwood, J.V., Intelligent control of a DC microgrid

consisting of Wave Energy Converter (WEC) and Hybrid Energy Storage
System (HESS), Proceedings of the European Wave and Tidal Energy
Conference (EWTEC) 2021, Plymouth, Sept. 2021, pp. 1884-1:1884-9.

5,6

(P) Jain, J.K., Mason, O., Said, H.A. and Ringwood, J.V., Limiting reactive
power flow peaks in wave energy systems, Proceedings of the 14th IFAC
Conference on Control Applications in Marine Systems, Robotics, and
Vehicles (CAMS), 2022, IFAC-PapersOnLine 55, no. 31: pp. 427-432.

-

(P) Said, H.A. and Ringwood, J.V., Low voltage ride-through (LVRT)
capability enhancement of a grid-connected wave energy conversion system,
Proceedings of the Trends in Renewable Energies Offshore (RENEW), 2022,
pp. 267-275

6

(P) Said, H.A., Garcia-Violini, D. and Ringwood, J.V., An improved linear time-
varying reactive hydrodynamic control for a grid-connected wave energy
conversion system, IEEE OCEANS, Limerick, June 2023, pp. 1-9.

5

(P) Guo, B., Chen, S., Said, H.A. and Ringwood, J.V., Wave-to-wire modelling
of a vibro-impact wave energy converter for ocean data buoys, 22nd IFAC
World Congress, Yokohama, July 2023, pp. 12593-12598.

-

(P) Said, H.A., Costello, S.P. and Ringwood, J.V., On the complementarity
of wave, tidal, wind and solar resources in Ireland, Proceedings of the
European Wave and Tidal Energy Conference (EWTEC), Bilbao, Sept 2023,
pp. 340-1:340-6.

-

(P) Rosati, M.,Said, H.A. and Ringwood, J.V., Wave-to-Wire Control of an
Oscillating Water Column Wave Energy System Equipped with a Wells
Turbine, Proceedings of the European Wave and Tidal Energy Conference
(EWTEC), Bilbao, Sept 2023, pp. 309-1:309-6.

-

1.3 Thesis layout

This section provides details about the organisation of the remainder of the thesis,
divided into four parts given below:

• Part I: Combined resource exploitation and value of wave energy on the electricity
grid (Chapter 2)

• Part II: Preliminaries and state-of-the-art (Chapters 3, 4, 5)
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• Part III: High-performance W2G control of a WEC (Chapters 6, 7, 8)

• Part IV: Conclusions and future work (Chapter 9)

The broad contents of each chapter are laid out in the following:

• Chapter 2 presents a case study on the value of wave energy on the electric grid
by utilising combined resource exploitation for the Island of Ireland, setting the
context for the remainder of the thesis. In particular, the chapter focuses on the
potential complementarity of combining multiple renewable energy modalities,
including wave, wind, tidal and solar to meet the load requirements of Ireland.
Additionally, a case is presented for the potential value of wave energy on the
Irish electricity grid, in terms of reduced balancing requirements.

• Chapter 3 introduces a typical wave energy conversion system, including all
powertrain components. Additionally, a detailed description of each element of
the powertrain, as well as the role it plays in grid integration, is added in this
chapter. Grid connection requirements, imposed by the grid codes for a grid
connection of a renewable energy resource, are also introduced.

• Chapter 4 introduces the fundamentals of ocean waves and hydrodynamic WEC
modelling, used throughout the thesis. Firstly, the numerical generation of
regular and irregular waves is detailed. Secondly, WEC hydrodynamic modelling
based on the linear potential flow theory is elaborated, including the formulation
of a control-oriented state space model for a WEC. Finally, a review of the
state-of-the-art hydrodynamic models, for grid-connected wave energy systems,
is presented.

• Chapter 5 describes electrical system modelling for a direct-drive wave energy
conversion system, which includes a linear permanent magnet generator (LPMG)
model, back-to-back (B2B) power converter models and a model for a buck-
boost converter connected to the ultra-capacitor based storage subsystem. A
review of electrical systems models for grid-connected wave energy systems
concludes this chapter.

• The device-side control component of the W2G control framework is presented in
Chapter 6. Fundamentals of hydrodynamic WEC control, including formulations
for passive and reactive hydrodynamic WEC control, are included. Additionally,
a finite order realisation of reactive WEC control, namely LiTe-Con (Linear Time
invariant Controller), is introduced. LiTe-Con provides a reference for generator-
side converter (Gen-SC) control, which is then tracked by a Lyapunov-based
controller for the Gen-SC. Finally, the capabilities of the device-side control
system are illustrated by simulation results.
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• Chapter 7 presents two additional components of the W2G control framework,
i.e. grid-side converter (Grid-SC) control and storage subsystem control. Similar
to Gen-SC control, Lyapunov-based nonlinear controllers are designed for the
Grid-SC and the DC/DC buck-boost converter for the storage subsystem. The
proper operation of the lower-level power converter controllers is also ensured by
introducing an energy management system (EMS), which serves as a supervisory
control mechanism. Finally, a set of simulation cases is used to evaluate the
entire W2G control framework in light of device- and grid-side requirements.

• Chapter 8 proposes an analytical framework to understand reactive power peak
phenomena and requirements for wave energy systems controlled via the reactive
hydrodynamic WEC control. Furthermore, the consequences of excessive reactive
power peaks, caused by modelling errors and controller synthesis errors, are
illustrated. Illustrative case studies, through simulation, show validation of
the analytical results and the effects of excessive reactive power peaks on the
performance of a wave energy conversion system.

• Chapter 9 summarises the main conclusions of this thesis by critically analysing
the results presented in each part of the thesis. Furthermore, future research
directions are specified, along with a discussion on these future directions.
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This chapter highlights the complementary benefits of integrating wave energy into
the existing Irish renewable generation mix, currently primarily composed of wind
and solar power plants. By incorporating new forms of renewable energy resources
like wave and tidal energy, the transition to a fully renewable energy future can be
facilitated due to the abundant availability of these resources [4] and the potential
complementarity they offer. Utilising a diverse range of resources will enhance the

13
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Figure 2.1: Time series plot of normalised raw power available near Inishtrahull Sound for
four different seasonal weeks of 2017. In the plots, highlighted sections indicate times of
the week when complementarity benefits of combined resource exploitation may be gained.

reliability of the energy supply system and contribute to lowering the overall cost of
integrating renewable energy into the current generation mix.
In recent studies conducted for US and UK jurisdictions, efforts have been made
to evaluate the temporal complementarity of (additional) multiple renewable energy
resources, including wave and tidal energy [22, 23]. These studies have shown that
marine renewable resources can offer substantial benefits to future power systems by
reducing the need for balancing power and providing valuable capacity contributions.
Ireland, with its island topography and abundant marine resources, has the potential
to enjoy similar benefits through the combined exploitation of renewable resources.
By way of example, Fig. 2.1 illustrates the renewable resource generation profiles at
Inishtrahull Sound, Ireland, for four different weeks in 2017, with hourly resolution,
highlighting the times of the week when certain resources are unavailable while others
are available, leading to complementarity benefits. In the highlighted sections of
Fig. 2.1, it can be observed that during the autumn week, wind and tidal resources are
low, while wave and solar resources are available, providing complementary benefits.
On the other hand, during the summer week, wind and wave resources are low, but tidal
and solar resources offer complementary advantages. These examples demonstrate
the potential benefits of combining different renewable resources to ensure a more
consistent and reliable energy supply throughout the year, taking advantage of the
varying availability of resources across different seasons. A reliable renewable energy
supply can be achieved with sufficient storage, but this would be an extremely costly
solution. However, with ambitious plans for offshore wind and hydrogen storage,
Ireland is heading in that direction [24–26].



2. Combined resource exploitation: An Irish case study 15

This chapter focuses on conducting a comprehensive complementarity assessment of
four renewable resources, namely wave, tidal, wind, and solar, on the Island of Ireland
(IOI), including Northern Ireland. The assessment utilises novel complementarity
indices based on mathematical concepts, such as total variation, variance, and
standard deviation [27]. These indices enable the evaluation of complementarity
among multiple (more than two) resources. Furthermore, the chapter provides a
preliminary balancing cost analysis in order to find an optimal resource combination
to provide for Ireland’s 100% load demand.
The remainder of the chapter is organised as follows: Section 2.1 describes the data
collection and power generation profiles for all four resources, while Section 2.2
details the methodology used here to assess complementarity, including various
complementarity indices used as well as the results for the complementarity assessment.
Mismatch energy and balancing cost analysis is presented in Section 2.3. Finally,
Section 2.4 concludes this study.

2.1 Resource data collation and power generation

This section details the choice of data locations around Ireland, data collation for each
raw renewable resource, and calculation of respective power time-series.

2.1.1 Choice of locations for data collection

In order to assess the potential of the four renewable resources (wave, tidal, wind,
and solar), it is crucial to gather relevant data. In this study, the selection of data
locations is based on identifying potential tidal sites around the IOI, as tidal resources
(in terms of both resource availability, and measurement points) are considered the
limiting factor compared to wind, solar, and wave resources, which are present in
most coastal locations in Ireland. The chosen data locations are depicted as coloured
circles in Fig. 2.2. By selecting the same locations for each resource, there are several
advantages, including the possibility of co-locating power plants that can leverage
shared electrical infrastructure and other synergies. The data for each resource was
obtained from two primary sources: the Marine Institute [28], and a high-resolution
solar and wind dataset provided in [1]. It should be noted that the data from these
two sources could only be obtained for a single overlapping year, which, in this case,
is 2017. This single overlapping year provides a consistent basis for comparing and
evaluating the complementarity among the different resources.
While the Marine Institute served as the primary source for tidal and wave data, it
was discovered that the wave dataset provided by the Institute for the nominated tidal
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locations (as depicted in Fig. 2.2) was not suitable due to the influence of wind on
tide effects [29], i.e. waves generated by the interaction of wind and tide, at these
tidal locations. To address this limitation, additional wave data were collected from
the ERA5 database [30], specifically for sites further offshore. These additional wave
data points are represented by black dots (M2-M6) in Fig. 2.2. By incorporating these
offshore wave data points, the dataset became more comprehensive, considering the
wave conditions that are not influenced by wind-on-tide effects. All the datasets used
in the study are modelled data, although they have been validated against different
metrics to ensure their accuracy and reliability.

Figure 2.2: Data collection locations around Ireland considered in this study.

2.1.2 Wave data and power generation

As mentioned in Section 2.1.1, the Marine Institute and ERA5 database was utilised to
obtain wave data for this project, including mean wave period Tm and significant wave
height Hs. The data was available at an hourly resolution, providing a time series
covering the entire year of 2017, representing one data point for each of Tm and Hs at
each hour. Calculating the extracted power from wave energy devices poses challenges
due to the lack of standardised wave technology and the diverse operating principles of



2. Combined resource exploitation: An Irish case study 17

Figure 2.3: Power matrix for the 750 kW Pelamis WEC [32].

available devices [31]. Consequently, establishing a uniform measure of the extracted
power for wave energy remains a complex task. In this study, the 750 MW Pelamis
WEC [32] was selected as the reference device due to its well-documented power
production characteristics. The power production of the Pelamis converter is described
in a published power matrix, as shown in Fig. 2.3. While there may be generic concerns
regarding power matrix representations [33], using this matrix allows for standard
analysis and comparison in this study, with simplicity and computability as priorities.

2.1.3 Tidal data and power generation

The tidal data used in this study was also obtained from the Marine Institute and
consisted of an hourly time series covering one year, i.e. 2017. The dataset provided
information on various parameters, including surface current velocities in the eastward
direction (u) and northward direction (v). Additionally, depth-averaged velocities in
both the eastward and northward directions were also included in the dataset.
To convert tidal stream kinetic energy into electrical power, tidal devices, somewhat
similar to marine versions of horizontal-axis wind turbines, are utilised in this study. The
instantaneous kinetic energy available in the tidal stream is given by Pc(t) = 1

2Atv
3(t),

where r = 1030 kg/m3 represents the density of seawater, At is the cross-sectional
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Figure 2.4: Generic 1.2 [MW] tidal turbine curve utilised in this chapter.

area swept by the rotor, and v(t) is the velocity of the water stream. However, the
tidal turbine can only capture a portion of this energy, which depends on its technical
characteristics. The following equation expresses this relationship:

Ptidal = CpPc, (2.1)

where Cp is the power coefficient, which is influenced by the blade pitch angle and
tip speed ratio. For this study, a value of Cp = 0.45 is assumed [34]. The resulting
power curve for the tidal device is shown in Fig. 2.4.

2.1.4 Wind data and power generation

Wind data, provided by the authors of [1], is also in the form of an hourly time
series. Data from various locations across IOI was selected to mitigate the direct
correlation in available wind power, providing spatial diversity. This spatial diversity
helps ensure more consistent and reliable wind power utilisation. However, it is
essential to note that large weather systems can still result in some degree of direct
correlation between different locations.
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Figure 2.5: The W2E-215/9.0 (9 [MW]) [35] wind turbine power curve utilised in this
study.

The power extracted from wind can be estimated using established power curves
based on wind turbine technology. In this study, a representative wind turbine model,
specifically the W2E-215/9.0 (9 [MW]) [35], has been chosen. The power curve
associated with this wind turbine model is shown in Figure 2.5.

2.1.5 Solar data and power generation

The solar data provided in [1] consists of hourly measurements for the year 2017.
Solar data exhibit a high level of predictability, following a diurnal pattern with
higher solar irradiance levels occurring during the summer months. To estimate the
power generation from a photovoltaic (PV) system at a specific time t, the solar
irradiance (Girr) and the air temperature (Tair) are taken into account [36]. The
relationship can be expressed as:

Psolar = ηpGirr(t) [1 − µ(Tair(t) − TSTC) − µCGirr(t)] , (2.2)

where ηp represents a production parameter, which considers the PV array surface area
and the efficiencies of the inverter and generator. µ and C are efficiency reduction
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factors that depend on the temperature and irradiance, respectively. TSTC is the
standard test condition temperature corresponding to the photovoltaic cell [37].

2.2 Temporal complementarity analysis
The concept of energetic complementarity refers to the synergistic collaboration of
multiple variable renewable energy sources to enhance the reliability of the energy
system and minimise periods of insufficient energy generation. By assessing the
complementarity of renewable energy resources, it becomes possible to determine the
optimal combination of these resources to meet the energy demand for a specific
area. This analysis is crucial for designing an efficient and reliable energy mix that
effectively fulfils the load requirements in a given jurisdiction.
Traditional correlation-based metrics are unsuitable when assessing the complementarity
of all four resources, since they only allow complementarity calculations for up to
two resources. To overcome this limitation, novel complementarity metrics, based on
the mathematical concepts of total variation, standard deviation, and variance, have
been proposed in [27], which provide the advantage of evaluating the complementarity
among more than two resources. The details of each metric will be discussed in
the following subsections.

2.2.1 Total variation complementarity index

The total variation complementarity index is derived from the mathematical concept
of total variation. For n functions fi, where i = 1, 2, . . . , n, the general formulation
of the total variation complementarity index, Φ, over a time interval [a, b] is given by:

Φ(fi) = 1 −

a∨
b
(f1 + f2 + · · · + fn)

a∨
b
(f1) +

a∨
b
(f2) + · · · +

a∨
b
(fn)

, (2.3)

with,
a∨
b

= sup
m∑

j=1
|f(tj) − f(tj−1)|, (2.4)

defined as the total variation of a function f(t). The supremum is taken over all possible
finite partitions a = t1 < . . . < tn = b over the interval [a, b]. The complementarity
metric Φ(fi) takes values between 0 and 1, where Φ(fi) = 1 indicates perfect
complementarity, and Φ(fi) = 0 represents no complementarity (similar to a high
level of correlation). The index Φ is sensitive to the scale of the variables, depends
on the persistence (autocorrelation) of the series (not just their cross-correlation),
and can be applied to more than two variables2.1.

2.1For a detailed discussion on the characteristics of this metric, please refer to [27].
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2.2.2 Variance complementarity index

By considering variance, the variance complementarity index accounts for the variability
and spread of the variables, offering a more appropriate evaluation of complementarity
compared to correlation. In this metric, Eq. (2.3) can be modified by substituting
the total variation with the variance (σ2), as follows:

Φv(fi) = 1 − σ2(f1 + f2 + · · · + fn)
σ2(f1) + σ2(f2) + · · · + σ2(fn) , (2.5)

where −1 < Φv < 1. For consistent analysis with other metrics, Φv is re-scaled as fol-
lows:

Φ̂ = (Φv + 1)
2 , (2.6)

with 0 < Φ̂ < 1. Originally, Φ̂ is designed for only two resources by applying the above
definition to two time series, resulting in a correlation-based metric [27]. However, in
this chapter, we employ the generalised description presented in Eq. (2.5), and utilise
this metric to evaluate complementarity among all four resources.

2.2.3 Standard deviation complementarity index

The standard deviation complementarity index, denoted by Φs, is calculated by replacing
the total variation in Eq (2.3) with the standard deviation σ, as follows:

Φs(fi) = 1 − σ(f1 + f2 + · · · + fn)
σ(f1) + σ(f2) + · · · + σ(fn) , (2.7)

where 0 < Φs < 1. The Φs metric measures the variability of the sum using the
standard deviation and retains the same unit as the original variables, unlike the
squared values in Φv.

2.2.4 Complementarity results: An Irish case study

In order to showcase the potential complementarity among resources, the above-
mentioned metrics are computed for diverse locations across IOI, considering a
range of time scales and combinations of resources. The analysis employs all three
complementarity indices, namely Φ, Φs, and Φ̂. To ensure a consistent magnitude
scale for assessing complementarity, the time series data for each resource is normalised
to its maximum value. This normalisation procedure guarantees fair comparisons and
evaluation of complementarity among the various resources.
Table 2.1 presents the complementarity quantification, utilising the indices mentioned
above, among all resources (raw data) for 2017, categorised by location. The table
indicates that the complementarity among the four resources is consistent across all
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Table 2.1: Complementarity indices for all raw resources at selected locations around
Ireland.

Locations Φ Φs Φ̂

Inishtrahull Sound 0.270 0.500 0.569
NorthEast Coast 0.271 0.499 0.570
Copeland Islands 0.257 0.439 0.528
Codling Arklow Banks 0.258 0.463 0.522
Carnsore Point 0.253 0.465 0.534
Gascanane Sound 0.231 0.467 0.555
Dursey Sound 0.190 0.464 0.556
Strangford Lough 0.239 0.431 0.563
Lough Foyle 0.206 0.464 0.563
Shannon Estuary 0.247 0.438 0.526
Bulls Mouth 0.222 0.477 0.549

sites, with only slight variations in the complementarity index values. For example,
the minimum value of the total variation complementarity index, Φ, is 0.190 in Dursey
Sound, while the maximum value is 0.271 on the North-East Coast. The metrics
Φs and Φ̂ also displayed similar variations. However, it is important to note that
metrics based on standard deviation and variance, i.e. Φs and Φ̂, have a tendency to
overestimate complementarity, which is consistent with findings in [27]. In this case,
Φ̂ yields the highest values, primarily due to the re-scaling process in (2.6).
Fig. 2.6 illustrates the comparative analysis of the three indices on a seasonal timescale,
combining data from all locations to highlight seasonal complementarity. Once again,
Φ consistently shows a pattern with slight variations ranging from 0.33 to 0.37,
indicating the highest complementarity during summer. On the other hand, Φs and Φ̂
exhibit larger variations compared to Φ, with lower values in the winter and higher
values in the spring and summer seasons. The larger variations in Φs and Φ̂ can be
attributed to the nature of the solar resource during the winter season, where its
availability is significantly lower, resulting in greater sensitivity to data variations for
these metrics.
Table 2.2 presents the complementarity indices for various resource mix configurations
on the IOI, demonstrating the impact of different resource combinations. The table
clearly shows that increased diversity in the resource mix corresponds to higher levels
of complementarity. When considering Φ as a metric, complementarity is lower for
resource mixes comprising only two resources, but progressively increases with the
addition of third and fourth resources. Including marine energy sources, such as
wave and tidal, to the wind-solar mix enhances overall complementarity. The highest
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Figure 2.6: Seasonal complementarity among four resources around Ireland, considering all
chosen data points in Fig. 2.2.

complementarity is achieved when all four resources are included, as indicated by the
highlighted text in green. It is worth noting that Φs and Φ̂ tend to overestimate
complementarity for different resource mixes and exhibit greater sensitivity to adding
new resources to the mix.

Table 2.2: Complementarity indices for various combinations of resource-mix for Island of
Ireland.

Resource Mix Φ Φs Φ̂

Wave-wind 0.1055 0.0776 0.1920
Wave-tidal 0.0755 0.3135 0.5347
Wave-solar 0.0753 0.3632 0.6031
Wind-tidal 0.1930 0.2617 0.5101
Wind-solar 0.2232 0.3567 0.5891
Tidal-solar 0.1890 0.2689 0.4985
Wave-wind-tidal 0.2647 0.0417 0.2597
Wave-wind-solar 0.2647 0.0420 0.4223
Wind-tidal-solar 0.3217 0.1478 0.5835
Wave-wind-tidal-solar 0.3470 0.4554 0.4447

The complementarity analysis suggests that introducing more diversity into the elec-
tricity generation mix in Ireland can yield several potential benefits. By incorporating
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marine energy sources, such as wave and tidal energy, the availability and continuity
of renewable generation profiles can be enhanced, complementing the intermittent
nature of wind and solar energy. This diversification of the supply systems through
marine energy integration can reduce the reliance on extensive energy storage solutions
to mitigate the temporal variabilities associated with renewables. The increased
complementarity among different renewable resources contributes to a more balanced
and consistent electricity supply, reducing the need for large-scale energy storage.
However, further quantitative analysis is needed to fully evaluate these potential
benefits and their implications for the overall energy system in Ireland.
Additionally, this study highlights a different approach to quantifying complementarity,
which has traditionally been approached through the lens of negative correlation in the
existing literature [27, 38, 39]. The total variation-based index, Φ, provides a consistent
measure of complementarity by considering the regularity of the sum of variables as a
fundamental concept. In contrast, metrics based on standard deviation and variance,
such as Φs and Φ̂, have shown to be more sensitive to variations in the time-series data.

2.3 Energy balance and balancing cost analysis

This section provides the analysis to find a seasonal optimal mix among wave, tidal,
wind and solar generation in a 100% renewable energy scenario for the island of Ireland,
without consideration of storage. Based on the data presented in Section 2.1, it is
straightforward to quantify an optimal mix, utilising energy balance, ∆(t), as follows:

∆(t) = Pmix(t)− < Pload(t) >, (2.8)

with,

Pmix(t) = α < Pwave(t) > +β < Pwind(t) > +ϵ < Ptidal(t) > +δ < Psolar(t) >,
(2.9)

the power generation from the combined system and Pload(t) is the load demand.
The operator < · > represents a normalised time-series to its maximum, while the
coefficients α, β, ϵ and δ represent how much of the load is, on average, covered
by wave, wind, tidal and solar power generation, respectively. For a 100% renewable
scenario, the above coefficients are constrained to α + β+ ϵ + δ = 1, i.e. sum
of the resource combination is always 100%.
The relative values of power generation and load can result in either a positive or
negative balance, depending on whether the generation exceeds or falls short of the
load, respectively. In the examined scenarios, the capacities are adjusted to match
the electricity load throughout 2017, resulting in a balanced situation. The variability
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of the energy balance is further analysed using the standard deviation of the energy
balance (σ∆) values over this period. This metric is commonly used [40, 41] in studies
exploring 100% renewable-only scenarios. Therefore, the σ∆ can be interpreted as
a simple measure balancing costs, defined as follows:

σ∆ =
√
< ∆2 > − < ∆ >2. (2.10)

In the following discussion, we will consider balancing costs and the standard deviation
of the energy balance interchangeably. It is vital to assess balancing costs at different
temporal scales to fully understand the performance of the system. In the following,
we examine all possible energy mix scenarios by varying the sharing coefficients (α,
β, ϵ and δ) between 0 and 1 for daily, and annual, temporal scales.

Figure 2.7: Standard deviation σ∆ of the mismatch energy ∆(t) as a function of (a)
wave fraction α (b) wind fraction β (c) tidal fraction ϵ (d) solar fraction δ, in a 100%
renewable-only scenario for IOI, based on daily time scale.

For example, Fig. 2.7 presents the standard deviation σ∆ of the mismatch energy
∆(t) and respective generation combinations of all four resources to match a daily
load profile. For this particular day (December 31, 2017), the optimal combination,
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with the lowest σ∆, is 30%-30%-40% wave-wind-solar. Adding tidal in the mix, for
this particular day (December 31, 2017), always results in an increased σ∆, as shown
in Fig. 2.7(c). However, it is worth noting that the results vary for different days,
depending on the seasons, in the year 2017. The resultant generation profile for the
optimal combination found in Fig. 2.7 is compared with the load profile in Fig. 2.8. It
is evident from Fig. 2.8 that the optimal generation-mix can supply load demand for
some times of the day but struggles to match the load demand during peak hours.

Figure 2.8: Generation and load profiles comparison for the optimal combination of all
resources for Dec. 31, 2017. The highlighted yellow and red parts denote the prominent
generation surplus and deficit regions, respectively.

On the other hand, a scatter plot of various combinations of the four resources to
match a yearly load profile, in terms of the standard deviation σ∆ of the mismatch
energy ∆(t), is presented in Fig. 2.9. It is important to note that the annual load
profile data is available at an hourly resolution so, to smooth the load demand curve,
a 7-day (weekly) moving average is applied before the analysis. In this case, 60%-
40% wave-wind results in the lowest standard deviation σ∆, which is consistent with
the results presented in [6]. Thus, utilising this optimal combination results in the
lowest balancing costs. The comparison of the resultant generation profile and annual
load profile is presented in Fig. 2.10, showing the patterns of generation surplus and
deficit throughout the year. Surprisingly, the addition of solar and/or tidal in the
generation-mix results in an increased σ∆ for 2017.
The preliminary results presented in this section have some limitations, described below:

• Using standard deviation (σ∆) as a simple balancing cost metric may pose
some challenges in this context. While σ∆ does measure the variability between
the generation profile and the load profile, it may not provide an accurate
representation of the actual balancing costs. For instance, a generation surplus
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Figure 2.9: Standard deviation σ∆ of the mismatch energy ∆(t) as a function of (a)
wave fraction α (b) wind fraction β (c) tidal fraction ϵ (d) solar fraction δ, in a 100%
renewable-only scenario for IOI, based on yearly time scale.

Figure 2.10: Generation and load profiles comparison for the optimal combination of all
resources for 2017. The highlighted yellow and red parts denote the prominent generation
surplus and deficit regions, respectively.
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that matches the load curve for a specific time, and can be used for spinning
reserve, might result in an increased σ∆ even though the load demand is
adequately met. Therefore, relying solely on σ∆ as a measure of balancing
costs may not accurately reflect the actual costs associated with balancing the
generation and load profiles.

• One limitation of the analysis is the use of resource data without any constraint
on each resource, which may lead to the identification of an optimal combination
that is not practically feasible. For instance, the analysis shows that a 40%
solar contribution is optimal in the generation mix for a particular daily load
profile (see Fig. 2.7), which may not be feasible in reality [42], highlighting the
infeasibility of the proposed 40% solar contribution. Similar arguments can be
made for the tidal resource as well.

• The data used for the analysis is only available for year 2017, which is not
sufficient for the analysis.

While acknowledging the limitations of the balancing cost analysis, it is essential to
recognise that wave energy can still contribute significantly to reducing balancing
costs and ensuring a consistent output power in a wind-dominated Irish power system.
Furthermore, it is possible to meet the electricity demand in Ireland through wave and
wind resources only since both of these resources are available in abundance. However,
further analysis, with improved balancing cost metrics, more data, and constraints on
tidal and solar, is needed to fully evaluate the potential benefits of adding wave energy
to the generation mix and its implications for the overall energy system in Ireland.

2.4 Conclusions

This chapter focuses on conducting a complementarity assessment of four renewable
energy resources on the Island of Ireland, namely wave, wind, tidal, and solar. The
evaluation utilises three complementarity indices, namely Φ, Φs, and Φ̂, enabling
the simultaneous assessment of complementarity among multiple resources. The
obtained results exhibit consistent trends across the three metrics under various
test conditions. Among the three indices, the total variation complementarity index
Φ demonstrates greater reliability and consistency compared to Φs and Φ̂. These
latter metrics tend to overestimate complementarity and display higher sensitivity
to variations in the time-series data.
The complementarity results also reveal a positive correlation between complementarity
and the diversity of supply systems. By integrating marine energy resources such
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as wave and tidal power into the wind-solar mix, the IOI energy supply system can
potentially benefit from reduced storage and reserve requirements. This finding
particularly suggests that including the wave energy resource can enhance the overall
resilience and efficiency of the Irish energy supply, offering potential advantages in
terms of system reliability and stability.
Despite its limitations, the preliminary balancing costs analysis highlights the value
of incorporating wave energy into the predominantly wind-powered Irish electricity
system. In particular, the incorporation of wave energy into the generation mix has
the potential to reduce balancing costs by reducing the variability associated with
the intermittent renewable energy sources.
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This chapter introduces a typical W2G wave energy conversion system, along with
grid integration requirements imposed by the grid codes [12, 13]. All the W2G
powertrain components, including wave absorbers, PTO systems, power converters,
and storage technologies, are examined. Additionally, a state-of-the-art review of
the aforementioned powertrain components and control possibilities for each stage
of the powertrain is also presented.

3.1 Typical wave energy conversion system

A typical W2G wave energy conversion system is presented in Fig. 3.1, showing the
power flow from the ocean waves to the electricity grid. It is clear that extracting
useful energy from ocean waves requires multiple stages. The various stages include

33
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Figure 3.1: A typical W2G wave energy conversion system.

the absorption stage, a PTO system (transmission and generation stages) and a power
conditioning stage. For a grid-connected wave energy conversion system, all of these
stages must work in harmony to provide good-quality power to the grid. The details
of each stage of the powertrain are given in the following sections.

3.1.1 Absorption

The absorption stage of the W2G powertrain concerns the wave absorber technology
used to harness the wave energy resource. As, to date, no profitable standard wave
absorber geometry exists, numerous developers, researchers, and innovators have
proposed various wave absorber concepts [31]. In the literature, several possible
classifications for wave absorbers have been proposed. In particular, wave absorber
types may be categorised in relation to (i) size and orientation with respect to the
incoming waves, (ii) operating principle, and (iii) proximity to the coast. Fig. 3.2
depicts some popular wave absorber types available in the literature. However, none of
the current wave absorbers classifications considers the grid integration perspective.
The grid integration process is likely to be more straightforward for wave absorbers
with a more steady power output, since less power conditioning is needed. Wave
absorbers, whose spectral properties are similar to those of low-pass filters, are
desirable for grid integration. Therefore, suitable inertial characteristics of the wave
absorbers are essential, and, moreover, a distinct classification based on the inertial
characteristics of wave absorbers is needed. However, the PTO that each wave
absorber utilises also affects the inertial properties of the wave energy conversion
system. For example, certain PTOs, are designed to work with specific types of wave
absorbers, such as those for overtopping wave absorbers with reservoirs and hydro
turbines, and OWCs with generator/turbine sets. On the other hand, other PTO
mechanisms, such as hydraulic PTOs and direct drive PTOs are more ‘generic ’ and
can be utilised with a variety of wave absorbers. In this context, as an alternative to
the somewhat standard classifications for wave absorbers, the following classification
can be adopted [15, 44, 45]:

1. Absorbers with dedicated PTOs
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(c)(b)(a)

(d) (e) (f)

Figure 3.2: Types of wave absorbers (adapted from [43]): (a) Attenuator, (b) Pressure
differential point absorber, (c) Overtopping, (d) Point absorber, (e) Oscillating wave surge
converter (OWSC) (f) Oscillating water column (OWC). Note that the blue part of each
sub-figure denotes the PTO system.

(a) OWC with turbine/generator

(b) Overtopping with reservoir/hydro turbine

2. Absorbers with generic PTOs

(a) Point absorbers

(b) Attenuators

(c) OWSC

(d) Other devices
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3.1.1.1 Absorbers with dedicated PTOs

OWC with turbine/generator: Oscillating water column (OWC) wave absorbers
use air in a hollow chamber that is compressed and decompressed by waves to
generate energy (see Fig. 3.2(f)). The airflow spins an air turbine (Wells/axial-
flow impulse/radial-flow impulse) [46], which drives an electric generator. While
impulse turbines are relatively slow and need 6-8 pole generators, Wells turbines
can drive low pole (2-4 pole) high-speed generators [45]. The selection of an
air turbine for an OWC mainly depends on the pressure levels in the OWC
chamber [47, 48]. Due to the highly variable thermodynamic conditions in the
air chamber, a broad operating speed range is needed. Therefore, variable speed
generators, such as doubly-fed induction generators (DFIGs) [49], or permanent
magnet synchronous generators (PMSGs) [50], should be used with OWCs. The
electro-mechanical PTO system (turbine and generator) provides the inertial
response of OWC-based wave energy conversion systems. Examples of OWCs
are LIMPET, OE buoy and Mutriku WECs [51–53].

Overtopping with reservoir/hydro turbine: The working principle of the overtop-
ping wave absorber is very similar to a hydroelectric dam. Incident waves flow
onto the ramp, and the water is captured in a reservoir which is then used to
drive a low-head turbine as shown in Fig. 3.2(c). Key advantages of using the
overtopping wave absorber include unidirectional power flux, and the presence
of a reservoir, allowing the use of a constant speed turbine/generator set with
this wave absorber. The presence of the reservoir ‘storage’ also smooths the
resource variability effects on the generator and improves inertial characteristics.
The nominal speed of conventional hydro turbines is of the order of 100-300
rpm, which is relatively low and requires a carefully designed gearing mechanism
if used with overtopping wave absorbers [45]. Wave Dragon is an example of an
overtopping wave absorber [54].

3.1.1.2 Absorbers with generic PTOs

Point absorber: Point absorbers can be submerged or floating. Point absorbers are
either single-body, bottom referenced (e.g., Fig. 3.2(d)) or multi-body, self-
referenced (e.g., Fig. 3.2(b)), and the relative motion between the moving part
and the fixed reference part (self or bottom) produces energy. The CorPower
wave absorber [55] and the Archimedes wave swing (AWS) [56] are two examples
of bottom referenced point absorbers, while the WaveBob [57] is a self-referenced
device.
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OWSC: Oscillating wave surge converters (OWSCs) are oscillating absorbers placed
on the sea bed in shallow waters. The ‘flap’ of the surge converter swings
back and forth like an inverted pendulum attached to a pivot, as depicted in
Fig. 3.2(e). The Oyster, by Aquamarine Power Ltd., is an example of an OWSC
wave absorber [58].

Attenuators: Attenuators are floating devices that are placed on the sea surface,
parallel to the direction of the incident waves. These wave absorbers generate
energy through the relative motion of two arms, or more, (e.g, see Fig. 3.2(a)).
The (4 body) Pelamis is an example of an attenuator wave absorber [59], with
the (2 body) MOcean [60] being a more recent evolution.

Other absorbers: Less established wave absorber technologies [61], which include
wave rotors [62, 63] and rotating masses [64], are considered in this paragraph.
The operating principles of these wave absorbers differ from the more well-
established designs presented in Fig. 3.2. For example Weptos wave rotor [62]
(see Fig. 3.3(a)) is composed of several rotors that swivel around a common
axle, which is connected to a PTO mechanism. The absorbed energy from the
device is transferred to the PTO through the common axle. Another example
of wave rotor absorber is the Atargis CycWEC (cyclorotor) [65], which uses lift
forces on hydrofoils to extract energy from ocean waves. On the other hand, in
rotating mass devices, a heavy mass is displaced by the incoming waves, which
then drives a rotating generator to produce electrical energy. This oscillating
heavy mass improves the inertial properties of the rotating mass devices, actively
contributing to the inertia of the wave energy conversion system. An example
of a rotating mass device is Wello Penguin [64], shown in Fig. 3.3(b).

(a) Weptos wave rotor [62], based on the
original Salter Duck [66].

(b) Wello Penguin [64].

Figure 3.3: Recently developed wave absorbers.
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3.1.2 PTO systems

The PTO system is a critical part of the W2G powertrain. Like wave absorbers, a wide
variety of PTO systems are reported in the literature. In addition to the absorber-
specific PTOs described in Section 3.1.1.1, many PTOs can be used with different types
of wave absorbers. From a grid integration perspective, such PTOs are categorised as
‘generic PTOs’ here. The generic PTOs are broadly classified into two categories:

1. Hydraulic PTOs

2. Direct drive PTOs

3.1.2.1 Hydraulic PTOs

A hydraulic PTO has easy power flow rectification and high force density even at low
speeds, making it one of the most widely used PTO mechanisms [67]. The components
of a typical hydraulic transmission system are hydraulic motors, hydraulic reservoirs,
rectifying valves, accumulators, and hydraulic cylinders. The hydraulic cylinders provide
a link between the absorber and the hydraulic circuit. Through rectifying valves, the
reciprocating device motion is converted into unidirectional motion. The hydraulic
cylinders push the fluid into accumulators, which serve as short-term storage and
provide relatively smooth fluid flow to drive the hydraulic motor; therefore, a constant
speed generator, such as a squirrel cage induction generator (SCIG), may be used
[68]. As a result, a hydraulic PTO coupled with a SCIG allows for the possibility of
direct grid connection, rather than via converter connection [69].

3.1.2.2 Direct drive PTOs

Direct drive PTOs do not have a transmission stage and, thus, have a direct mechanical
connection with the wave absorber. Direct drive PTOs utilise PMSGs in linear or rotary
configurations. In [70], Baker’s analysis found LPMGs to be the most appropriate
option for direct drive PTOs. In the linear generator case, the WEC is mechanically
linked to the translator of the generator [71]. In the case of rotary generators, the
fundamental motion of the wave absorber determines whether or not to use an
intermediary mechanism to convert the absorber’s motion into rotary generator motion.
For example, the fundamental motion of the wave rotors is rotary and, therefore,
they do not require any additional mechanism to use rotary generators, except when
it is needed for a specific control strategy, such as latching or declutching control
[63]. On the other hand, when the fundamental motion of the absorber is not rotary,
intermediary mechanisms, such as gears, rack and pinion mechanisms, pulleys etc.,
are employed to convert absorber motion into rotary motion. Examples of such
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mechanisms include a cascade gearing mechanism in [55], and rack and pinion in
[72]. Recent developments in generator technologies, such as vernier hybrid machines
(VHM), use a magnetic gearing mechanism instead of mechanical gears, e.g. PTO
system for MOcean WEC [73]. Due to the variable speed nature of these generators,
their inertial performance is substandard. The lack of inertial storage makes grid
connection challenging and requires the wave energy conversion system to handle high
peak torque pulses, leading to increased ratings for power conditioning components
[45]. It is worth mentioning that the classification presented here aims to understand
the inertial characteristics of wave energy conversion systems from a grid integration
perspective and, ultimately, to show that the inertial characteristics depend on both the
absorber and its PTO mechanism. It should also be noted that a specific type of wave
absorber may be combined with different types of PTO mechanisms. For instance,
point absorbers may have direct drive, as in [55], or a hydraulic PTO [74]. Therefore,
Table 3.1 presents absorber-PTO combinations from the wave energy literature from
a grid integration perspective and does not include all the possible absorber-PTO
combinations available in the broader wave energy literature3.1.

Table 3.1: Absorber-generator combinations used in the wave energy grid integration
literature. Note: LPMG means linear permanent magnet generator, RPMSG means rotary
permanent magnet synchronous generator, DFIG means doubly fed induction generator

Ref. No. Wave absorber Generator Frequency
[76–92] AWS LPMG 17
[93–99] Point Absorber LPMG 7
[100–104] Point Absorber Rotary generators 5
[105–107] OWC RPMSG 3
[49, 108–110] OWC DFIG 5
[111] OWSC LPMG 1
[112] Overtopping Rotary generator 1

It is clear from Table 3.1 that variable speed generators, such as LPMGs or RPMSGs,
are the most commonly used generators, due to the inherent variability associated with
the wave resource. Furthermore, Table 3.1 also shows that the most frequently selected
wave absorbers for grid integration studies are point absorbers. In [76–92], the AWS
wave absorber is studied. The AWS utilises a direct drive PTO (an LPMG), as shown in
Table 3.1. The benefits of all-electric direct drive PTOs, such as simple control and the
removal of pneumatic and hydraulic stages from the powertrain, are covered in detail
in [93, 101, 113–115]. A comparison of LPMGs and RPMSGs is presented in [116].

3.1For detailed absorbers and PTOs classifications, readers are referred to [31, 75]
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All-electric direct drive PTOs are also used with other point absorbers, where a linear or
rotary generator is used with back-to-back (B2B) power converters. On the other hand,
wave absorbers, such as OWCs, OWSCs and overtopping absorbers, also use variable
speed generators, i.e. DFIGs and RPMSGs, but are less common in the literature.

3.1.3 Power Conditioning

The power conditioning stage includes storage and power converter technologies used
for power quality improvement, which are discussed in detail in the following sections.

3.1.3.1 Energy storage systems

An integral part of the W2G powertrain is the energy storage system (ESS). Like other
renewable energy technologies, grid-connected wave energy systems typically have lower
inertia than traditional generators due to the inclusion of power converters in the W2G
powertrain [117]. Therefore, ESSs are required to improve the inertial performance of
wave energy systems by mitigating the effects of variability and intermittency associated
with the wave resource. Also, ESSs are essential for reactively controlled WECs, due
to the negative (reactive) power requirements of reactive hydrodynamic WEC control,
an issue unique to wave energy systems, discussed in Part III of this thesis.
From a grid integration of renewable energy technologies perspective, the main focus of
the ESSs is to improve power quality by performing power smoothing, short-duration
fluctuation suppression, and voltage and frequency regulation. Various ESSs are
available in the literature, depending upon the requirements and applications for which
they are used, with a review of marine renewable ESSs available in [118]. Typically,
ESSs can be categorised as follows:

• Mechanical ESSs

• Electrical ESSs

• Thermal ESSs

• Chemical ESSs

Mechanical ESSs: As shown in Fig. 3.4, mechanical storage technologies include
compressed air energy storage (CAES), pumped hydro storage, and flywheels.
Due to the larger physical size of the storage component, mechanical ESSs
typically have higher power ratings. Fast response times and high energy density
are necessary for grid integration purposes. Therefore, flywheels can be useful
for wave energy applications, even though their high self-discharge losses may
be an obstacle [119].
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Figure 3.4: Classification of energy storage systems [15].

Electrical ESSs: Electrical storage technologies are frequently used for grid inte-
gration of renewable energy sources. Examples of these technologies are
supercapacitors, capacitors, and superconducting magnetic energy storage
(SMES), as shown in Fig. 3.4. Despite their poor self-discharge response,
these devices are suitable for grid integration and power quality improvement
applications due to their higher cycle efficiency and peak power deliverability
[120, 121].

Thermal ESSs: Thermal ESSs are broadly classified into low-temperature and high-
temperature thermal ESSs. Despite having high energy density, low-temperature
thermal ESSs, such as cryogenic ESSs, are not considered an appropriate
option for grid integration of wave energy due to their lower efficiency and early
development stage [119]. On the other hand, although high-temperature systems,
such as latent heat storage are already in use for solar thermal applications,
their lower efficiency at this early development stage makes them difficult to
incorporate into grid integration technologies [122].

Chemical ESSs Chemical ESSs are divided into conventional and advanced batteries
and are the most frequently used ESSs in various application areas, including
mobile phones, electric vehicles, etc. [120]. Lead-acid (Pb-acid), Nickel
Cadmium (NiCd) and Nickel-Metal Hydride (Ni-MH) batteries are examples of
conventional batteries that are mature technologies, and are used in a diverse
range of applications. On the other hand, Lithium-ion (Li-ion), Sodium Sulphur
(Na-S), and Sodium Nickel Chloride (NaNiCl) batteries are examples of advanced
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batteries. Li-ion is the most widely used battery storage technology, used in
virtually every portable electronic device using batteries [123]. In addition to the
technologies mentioned above, chemical storage encompasses electrochemical
energy storage systems. Among these electrochemical ESSs are fuel cells, which
come in various forms and are used in multiple applications, including grid
integration, due to their fast response characteristics. Thus, fuel cells play a
crucial role in the grid integration of renewable energy, voltage control, and
frequency regulation [123].

The utilisation of ESSs for wave energy grid integration is mainly concerned with power
quality improvement, as documented in a number of WEC grid integration studies
[98, 99, 102, 103]. Hence, the choice of storage technology, and its energy capacity, is
informed by the wave climate at a deployment site, as well as the requirements of the
W2G controllers. Furthermore, ESSs can also be used for virtual inertia emulation for
wave energy systems, as shown by Parwal et al. in [124], by providing virtual inertia
through a virtual excitation controller. A review of literature regarding wave energy
grid integration indicates that most works use DC-link capacitors as a short-term
storage component between the B2B power converters (e.g., see Table 3.3). However,
the use of other storage technologies has also been reported in the literature, such as
super-capacitors [103], pumped undersea storage system (USS) [99] or a combination
of two storage technologies to form a hybrid energy storage system (HESS) [17, 125].

3.1.3.2 Power converters and their control

Wave energy systems have power intermittency issues due to the inherent irregularity
of the wave resource [126] and, consequently, they cannot be directly connected to
the grid.Therefore, a power conversion system is required for the grid-connection of a
wave energy conversion system. The power conversion system, along with its control,
makes it possible for a wave energy system to be connected to the grid [98].
A review of grid integration studies of wave energy, in terms of power converter
technology, W2G control techniques, and storage systems is presented in Table 3.3. The
majority of the studies reviewed in Table 3.3 utilise a B2B AC/DC/AC power converter
topology in their grid-connected wave energy systems to allow for power conditioning.
Moreover, other power converter topologies, such as the diode bridge rectifier (DBR)
and boost converter combination [80, 95] on the device side, and modular multilevel
converter (MMC) [96, 99] and neutral point clamped (NPC) inverters [95] on the
grid side, are also reported. From a control perspective, the literature review on grid
integration studies, schematically summarised in Table 3.3, highlights some significant
limitations, in terms of W2G control techniques. In particular, simplified passive
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damping hydrodynamic WEC control and relatively rudimentary PI power converter
control are the default controller choices. Depending upon the area of expertise of
the researchers, the focus of the studies changes from the hydrodynamic side to the
electrical side. For example, in [76–85, 93, 94, 102, 114, 125, 127–132], the focus is
on maximum power extraction from waves (hydrodynamic control). Hydrodynamic
WEC controllers are broadly categorised into passive damping and reactive controllers.
The difference between reactive and passive controllers lies in the bidirectional power
flow requirement, meaning that reactive controllers require bidirectional power flow,
whereas passive controllers do not have such a bidirectional power flow requirement.
In [133], a review of hydrodynamic WEC controllers is presented. Complex-conjugate
[93] and phase and amplitude control [114] strategies are also classified as reactive.
Table 3.3 also reflects the default choice of hydrodynamic control for grid integration
studies is passive damping. However, in [101], while the authors simulate both passive
and reactive hydrodynamic WEC controllers for the device side, only a passive controller
is implemented in a grid-connected case study. On the other hand, power converters
and their control are given substantially less consideration, and mostly PI control is
used for power converters in the powertrain (see Table 3.3).

3.2 The electric grid

This section discusses the last part of the W2G powertrain, i.e. the electric grid. In
particular, grid connection requirements imposed by the transmission system operators
(TSOs), via the grid codes are described here. Several components comprise an electric
grid, including generating stations (thermal, hydro, solar, wind, wave power etc.),
transmission lines, and distribution systems. All of these components must operate in
tandem to provide consumers with consistent power. The electricity is generated at the
generating stations, which can be conventional or renewable power plants. Since most
generating stations are situated far from the densely populated areas where electricity
is consumed, they need to transmit the generated electricity over long distances to
reach load centres. To this end, transformers are employed at the generating stations
to step up the voltage to minimise the losses within the transmission lines. When the
generated electricity reaches populated areas (load centres), transformers are again
utilised to step down the voltage to a safer and more practical voltage for consumers.
As Section 3.1.1 outlines, wave absorbers can be deployed onshore or offshore.
Establishing a grid connection for onshore devices is relatively straightforward, given
their proximity to existing infrastructure. However, the situation is more complex for
offshore devices. In this case, a comprehensive electrical infrastructure, particularly
a transmission system, is essential to transport the generated electricity from the
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Table 3.2: Reference guide to read Table 3.3

Column Brief description
Ref. No. List of studies reviewed.
Power
converter
Topology

Types of power converter technology use for device- and grid-sides.

Control tech-
niques

Types of W2G powertrain controllers, divided into hydrodynamic/turbine
control (HDC/TC), Gen-SC control and Grid-SC control.

Storage Type of storage component used.
- No information is provided in the study.

Abbreviations

DBR Diode Bridge Rectifier

BC Boost Converter

Gen-SC Generator Side Converter

VSI Voltage Source Inverter

DBES Distributed Battery Energy
Storage System

LVRT Low Voltage Ride-Through

GSA Gravitational Search Algo-
rithm

WCA Water Cycle Algorithm

PCC Point of Common Coupling

AFE Active front End

MMC Modular Multilevel Converter

NLVCS Non-Linear Vector Current
Source

MPC Model Predictive Control

USS Undersea storage system

PDLSPWM Phase Disposition
Method of Level-Shifted PWM

FCSMPC Finite Control Set MPC

FOC Field Oriented Control

DPTC-SVM Direct Power Control
using Space Vector Modulation

offshore location to a connection point with the local grid. The most common
way to transport is via sub-sea power cables [134]. Two technologies commonly
transport electrical energy and are usually used to link offshore wind farms to the
grid: alternating current (AC) and direct current (DC). Wave farms will also be
expected to use similar infrastructure.

AC connection: Opting for an AC connection is a logical decision when connecting
AC-producing wave farms to the AC electric grid. Utilising the internal wave farm
voltage for transmission eliminates the necessity for offshore transformers. While
this configuration offers the advantage of not requiring offshore transmission
equipment, it comes with two significant drawbacks: capacity issues of sub-sea
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Table 3.3: Review of power converters, W2G controllers, and energy storage for grid integration of wave energy.

Ref. No. Power converter topology Control techniques Storage
Device-side Grid-side HDC/TC Gen-SC Grid-SC

[80] DBR and
BC

Inverter Passive damping PI PI DC-link Capacitor

[76] AC/DC con-
verter

Inverter Passive damping PI PI DC-link Capacitor

[79] AC/DC con-
verter

Inverter Optimal passive PI PI DC-link Capacitor

[81] Active recti-
fier

Inverter Optimal passive PI PI DC-link Capacitor &
DBES

[82] AC/DC
VSC

DC/AC
VSC

MPPT PI PI DC-link Capacitor

[83] AC/DC con-
verter

BBC Passive damping GSA PI GSA PI -

[85] AC/DC con-
verter

DC/AC In-
verter

Passive damping WCA PI WCA PI DC-link Capacitor

[86–88] Active recti-
fier

Inverter Passive damping PI PI DC-link Capacitor
and Supercapacitor

[125] AC/DC con-
verter

DC/AC In-
verter

Passive damping PI PI Battery and Super-
capacitor HESS

[93] AC/DC con-
verter

DC/AC In-
verter

Passive and
ACC

- - DC-link Capacitor

[94] Active recti-
fier

DC/AC In-
verter

MPC with Cu-
losses

PI PI DC-link Capacitor

[95] DBR and
BC

NPC
Inverter

DC voltage
control

Predictive
current
control

DC-link Capacitor

[96] Active recti-
fier

MMC Passive damping PI NLVCS con-
trol

DC-link Capacitor

[97, 98] AC/DC rec-
tifier

VSI Passive damping PI PI DC-link Capacitor

[99] AC/DC con-
verter

MMC
inverter

Optimal passive PI PDLSPWM
& PSCB
control

USS

[100] AC/DC con-
verter

DC/AC In-
verter

Threshold con-
trol & Equiva-
lent saturation
control

- - -

[101] AC/DC con-
verter

DC/AC In-
verter

Passive & reac-
tive loading

FOC based
PI

AFE based
PI

DC-link Capacitor

[102] AC/DC con-
verter

DC/AC In-
verter

Passive & reac-
tive loading with
saturation

FOC based
PI

Droop con-
trol

Ideal short-term ESS

[103] AC/DC con-
verter

DC/AC In-
verter

Max. power ex-
traction control

- - Super-capacitor

[105, 106] Active recti-
fier

2-level VSI Turbine speed
control

FCSMPC FCSMPC Battery in [105] &
Super-capacitor in
[106]

[107] AC/DC con-
verter

DC/AC In-
verter

Torque control FOC based
PI

LVRT con-
trol

Super-capacitor

[49, 108] AC/DC rec-
tifier

DC/AC In-
verter

Air flow control PI PI DC-link Capacitor

[109, 110] AC/DC rec-
tifier

DC/AC In-
verter

Air flow control Neural con-
trol

Neural con-
trol

DC-link Capacitor

[111] AC/DC con-
verter

DC/AC In-
verter

- Hysteresis
band
control

PI DC-link Capacitor

[111] - DC/AC In-
verter

- - DPTC-
SVM

DC-link Capacitor



46 3.2. The electric grid

cables and increased Ohmic losses (I2R). These limitations restrict the feasibility
of such connections to a range of 10-15 km offshore.

Mitigating Ohmic losses often involves stepping up the voltage, a commonly
employed practice. This necessitates the installation of a transformer (substation)
at the offshore farm location. While this approach effectively reduces Ohmic
losses, it comes at the cost of implementing a costly offshore substation to
accommodate the transformer. With high voltage cables, the transmission length
of the system is no longer restricted by Ohmic resistance but rather by the
electrical characteristics of insulated cables. The dielectric insulation, acting as
a capacitor under alternating current, introduces a limitation as the realignment
of electric dipoles during voltage changes produces heat, resulting in a loss of
active power. Transmission of high voltage AC (HVAC) is economically feasible
for distances up to 50-100 km [134].

High Voltage Direct Current (HVDC) connection: Conversion to DC is neces-
sary to cover distances beyond the practical reach of medium and high-voltage
AC. This conversion occurs at an offshore converter and transformer station,
with a subsequent conversion back from DC to AC at the onshore grid connection
point. Currently, two conversion systems are in operation: conventional HVDC
with line-commutated converters (HVDC-LCC) and HVDC plus with voltage
source converters (HVDC-VSC). Conventional HVDC-LCC system is typically
employed for transporting electrical energy over extensive distances [135].
However, the HVDC-LCC system requires capacitive compensation equipment,
i.e. STATCOMs, to compensate for the reactive power requirement of the grid.
On the other hand, HVDC-VSC technology, which employs IEGTs or IGBTs,
allows for active and reactive power control on both sides (not possible with an
LCC system), providing more flexibility. Hence, HVDC-VSC is preferable over
distances larger than 50 km [135].

A wave energy conversion system produces intermittent power as a result of irregular
(panchromatic) waves. If a wave farm is connected to the grid without an appropriate
power conditioning system, these power oscillations can be damaging to the grid.
Any power plant requiring a grid connection is required to comply with grid codes
that impose restrictions on power quality. These requirements are presented in
the following sections.
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3.2.1 Grid operator’s requirements

Grid regulations, which regulate all parts of a grid, including planning, design,
connection requirements, and operational activities, were created due to the complexity
of electrical networks. Grid codes have also been updated to reflect the changes
brought about by the surge of renewable energy penetration due to the growth in
their generation capacity and intermittent nature. For instance, these specifications,
for wind farms, are reviewed in [136]. TSOs in every country specify the grid-codes.
For example, EirGrid specifies Irish grid codes [12], National Grid ESO specifies
UK grid codes [13], and National Transmission and Dispatch Company (NTDC)
specifies grid codes in Pakistan [137].

Voltage variations: For a new power plant to be connected to a grid, grid codes
specify allowable voltage variations. Voltage variations can be categorised into
long-term and short-term variations. Table 3.4 presents the long-term voltage
variations allowed for Irish and UK jurisdictions. Table 3.4 shows that the
voltage variations are specified in terms of a percentage/range of the nominal
grid voltage at the grid connection point. Short-term variations, however, relate

Table 3.4: Voltage variations allowed for Irish grid [12] and the UK grid [13].

Grid connection voltage Nominal operating ranges

Ireland UK Ireland UK

110kV 132kV 105-120kV 132kV ±10%
220kV 275kV 210-240kV 275kV ±10%
400kV 400kV 370-410kV 400kV ±5%

to the power quality issues, such as sag, swell and interruption. IEEE standard
1159-2009 [138], revised in 2019 [139], further categorises short-term variations
into instantaneous, momentary, and temporary, depending upon the duration of
these variations. Additionally, harmonics, phase imbalance and flicker issues can
distort voltage waveform quality. In the wave energy literature, flicker estimation
has been the primary focus, estimated by the international electrotechnical
commission (IEC) standard 61400-21. For example, in [126], flicker evaluation
was carried out at several levels using assessment charts. Blavette et al. [140]
developed a simplified approach to flicker estimation for wave energy farms. The
effects of wave farms on the grid in terms of flicker are explored in [141, 142], and
it is demonstrated that the number of WECs in a wave farm directly influences
the amount of flicker present in that wave farm power output.
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Frequency variations: In electric grids, frequency stability is paramount, since a
slight variation in the frequency can have significant implications for the power
network. Therefore, grid codes set out strict operating frequency ranges for a
new power plant grid connection, as presented in Table 3.5 for the Irish grid.
Even under fault conditions, the power plant must be connected to the grid for
a specified duration.

Table 3.5: Frequency variations and time limits for the Irish grid [12].

Sr. No. Frequency limits [Hz] Time duration

1. 49.5-50.5 Continuous
2. 47.5-52.0 60 minutes
3. 47.0-47.5 20 seconds

FRT requirements: Another critical requirement, specified by the grid codes for a
new plant requiring grid connection, is the fault ride-through (FRT) capability.
In essence, the grid requires power plants to be connected to the grid under
voltage dips. During voltage dips, generation plants increase electrical reactive
power injection to the grid to compensate for voltage dips caused by fault
conditions, which induces peak currents potentially harmful to the equipment.
The plant can be disconnected from the grid as a straightforward solution, but
this is not ideal as it may lead to a chain reaction of disconnection, which may
cause the entire grid network to collapse [14]. The FRT requirements, for the
Irish grid, are laid out in Table 3.6.

Table 3.6: Frequency variations and time limits for the Irish grid [12].

Voltage dip FRT times [ms]
110kV 220kV 400kV

95% (5% retained) 150 150 150
50% (50% retained) 450 450 450

Active and reactive power responses: A power generating plant’s active and reac-
tive power responses are essential because they guarantee grid stability during a
fault. In this regard, grid codes place strict restrictions on a generating station’s
ability to respond to power demands, especially for renewable plants [143]. For
instance, under Irish grid codes, wind power plants must provide active power
support. They should restore their active power output to 90% of the rated value
within one second of the voltage recovery at 0.9 per unit (pu) [12]. In this regard,
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the active power control of the plant offers frequency stability. During voltage
dips and other faults, generating stations must support voltage regulation and
inject electrical reactive power into the grid.

Currently, these regulations apply to wind turbines subject to European grid codes
[143–145], and wave energy devices will be subject to similar restrictions after
incorporation into the grid.

3.3 Conclusions

This chapter introduces W2G powertrain components for wave energy systems,
including wave absorbers, PTO systems, power converters, storage systems, and
the electric grid. In particular, a classification of wave absorbers based on their inertial
characteristics from a grid integration perspective is presented. It is concluded that
the inertial characteristics of a wave energy system depend on the wave absorber
type and the PTO system it uses.
The power conditioning stage encompasses power converters and storage systems,
which are discussed in detail. Additionally, a review of the literature is presented
in terms of control of various powertrain stages, power converter topologies and
the type of storage component used. Although several grid integration studies are
available in the literature, most studies focus only on one part of the powertrain.
Additionally, a complete W2G control framework, tackling both device- and grid-side
requirements/constraints, is currently non-existent in the literature. In particular,
the reactive hydrodynamic control implementation for grid-connected wave energy
systems is not available in the literature.
Finally, grid connection requirements are discussed, including voltage, frequency, and
FRT requirements imposed by the grid codes. These grid requirements are expected
to evolve as more wave energy is integrated into the grid.
Drawing from the discussion in this section, Part III of this thesis presents a complete
W2G control framework, addressing both device- and grid-side requirements.
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As described in Chapter 1, one of the objectives of the thesis is to provide a
computationally efficient W2G model suitable for control applications. However,
most of the literature on grid integration of wave energy still uses simplified linear
WEC models, where radiation forces are not modelled accurately (see Section 4.3).
Consequently, there is a need for WEC models that include proper radiation force
quantification in the literature concerning wave energy grid integration.
Although linear WEC models provide a reasonably accurate description of linear
WEC dynamics, they can be limiting under certain conditions, for certain devices.
For instance, the energy-maximising WEC control often exaggerates device motion,
violating the small device motion assumption of the linear potential flow theory, as
detailed in Section 4.2.2. Therefore, the assumptions on which linear models are based
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can be violated when using them to design WEC controllers, creating a modelling
paradox [146]. Since this thesis analyses a grid-connected WEC under controlled
conditions, using a linear WEC model may not be appropriate. Nevertheless, at this
stage, linear models that properly quantify radiation forces provide an improvement
in the literature regarding grid integration of wave energy, in which the simplified
mass-spring-damper model is still the most commonly used WEC model (see Section
4.3). Therefore, assessing the W2G controlled performance of a grid-connected wave
energy conversion system with linear WEC models is essential before implementing
nonlinear WEC models. Additionally, if the device is a cylindrical WEC (linear Froud-
Krylov forces) with a rounded bottom (little viscous drag), like the device used in
Chapter 8 (see Fig. 8.4), then the hydrodynamic model may be predominantly linear,
especially for small/moderate motion.
Nonlinear WEC models, which include typical nonlinearities associated with WEC
hydrodynamics, can be more accurate at capturing the motion of a WEC. However,
these models are more computationally intensive and may be unsuitable for control
design. Furthermore, the dominant nonlinear terms depend on the WEC type and
its specific geometry [147]; therefore, a unique nonlinear WEC description cannot
be found in the literature. On the other hand, Cummins’ equation [148] can be
considered a general description for linear WECs as it is widely used in the literature
for various types of WECs. Additionally, linear WEC models, with correctly modelled
radiation forces, offer a reasonable compromise between accuracy and computational
efficiency, especially for specific types of devices. Therefore, in this thesis, linear
WEC hydrodynamic models are used in the complete W2G modelling to balance
computational effort and model fidelity. In this regard, this chapter introduces a linear
WEC model and the assumptions associated with the model to better understand
the limitations of the final (linear) WEC model.
This chapter is organised as follows: the mathematical representation of (regular and
irregular) ocean waves is described in Section 4.1. Then, Section 4.2 provides an
introduction to linear WEC modelling based on the linear potential theory (LPT)
assumptions [149]. In particular, Cummins’ equation [148], which is the most
widely used linear description of the wave/WEC dynamic interaction in the WEC
control literature, is derived from Navier-Stokes equations using the LPT assumptions.
Additionally, a suitable state-space representation for WEC control design is detailed.
Furthermore, a review of hydrodynamic models used for grid integration of WECs is
included in Section 4.3. Finally, Section 4.4 concludes this chapter.
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SWL

Wave Trough

Wave Crest

Figure 4.1: Ocean wave characteristics. The blue line represents the free surface, and SWL
represents still water level or undisturbed free surface.

4.1 Ocean waves

Ocean waves can be represented mathematically in various ways, from a simple
monochromatic representation (a single sinusoid with constant phase and amplitude)
to a highly complex irregular, three-dimensional, nonlinear representation. Due to
the complexities involved in nonlinear wave characterisations, numerous theories have
been proposed in the ocean engineering literature. In this section (and in this thesis),
first order waves are considered, which are derived from linear wave theory or Airy’s
wave theory (as credited to the mathematician George Airy) [150]. This theory is
used to describe wind generated waves propagating on a free surface.
Fig. 4.1 illustrates the wave characteristics under linear wave theory, where λ represents
wavelength, H = 2a represents wave height, with a being the wave amplitude, and
h is the depth of water. Furthermore, Fig. 4.1 also illustrates the coordinate system
considered here, where the x-axis denotes the direction of wave propagation, the y-axis
is out of the page, and the z-axis is perpendicular to the free surface. Even though
linear wave theory only describes waves with H/λ << 1 (i.e., waves for which the wave
height is significantly smaller than the wavelength), it provides a suitable description
of the typical operational wave resource in most cases, since WECs mainly operate in
power-production model in light to moderate sea-states (i.e., H/λ << 1) [2].

4.1.1 Regular waves

Regular (monochromatic) waves have a single frequency ω (or, alternatively, a period
T = 2π/ω). Assuming long-crested (or planar) waves, i.e. waves which stretch only
in the z-direction in Fig. 4.1, the two-dimensional representation, in time and space,
of the free surface elevation η can be written as
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η(x, t) = H

2 cos(ωt+ ϕw(x, ω)), (4.1)

with ϕw represents a phase shift, depending upon the spatial coordinate x and ω.
Regular (monochromatic) waves do not generally represent real sea-states; however,
they are useful for deriving theoretical results in the frequency domain. For instance,
regular waves are used for deriving the impedance matching principle, which provides
theoretical foundations for energy maximising WEC control [151], along with the
determination of other fundamental results for ocean devices.

4.1.2 Irregular waves

Due to the intrinsic limitations associated with regular waves, regarding the misrep-
resentation of ocean waves, irregular waves based on a stochastic description are
needed. In particular, the free surface elevation η for irregular waves is generated
using a spectral density function (SDF) representing a real sea state. Some examples
of such SDFs include the JONSWAP spectrum for waves with fetch limitations [152],
the Bretschneider spectrum for developing seas [153] and Pierson-Moskowitz (PM)
spectrum for fully-developed seas [154]. The irregular wave spectrum is generally
characterised by significant wave height Hs and peak wave period Tp (or peak wave
frequency ωp). For example, a JONSWAP SDF can be written as

Sη(ω) = αg2

ω5 e
5
4 ( ωp

ω
)γr(ω), (4.2)

where g is the gravitational acceleration, α is a constant and r(ω) is a frequency-
dependent function determined using the JONSWAP experimental data [152] as follows:

r(ω) = exp

[
(ω − ωp)2

2σ2ω2
p

]
. (4.3)

Additionally, γ is the peak-shape (or peak-enhancement) parameter, which represents
the peakiness of the wave spectrum.
Fig. 4.2 illustrates the effects of various parameters on the shape of a JONSWAP
spectrum. Specifically, Fig. 4.2(a) presents the impact of variations in the peak wave
period Tp, Fig. 4.2(b) depicts the effect of significant wave height Hs variations and
Fig. 4.2(c) shows the impact of peak-shape parameter γ variations, respectively.
To compute the free surface elevation time series η(t) from an SDF, various methods
are available in the literature, such as a superposition of harmonic components with
random phases/amplitudes schemes [155]. Another alternative is to use a white noise
signal filtered by the wave spectrum by utilising the inverse Fourier transform as

η(t) = F−1(Sη(ω)Swn(ω)), (4.4)
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Figure 4.2: Ocean wave characterisation using JONSWAP SDFs. (a) Hs = 3 [m], γ = 3.3
and Tp ∈ [5, 10] [s] (b) Tp = 10 [s], γ = 3.3 and Hs ∈ [1, 3.5] [m] (c) Hs = 3 [m], Tp = 10
[s] and γ ∈ [1, 6].

Figure 4.3: Example wave elevation time series η(t) for a JONSWAP SDF with Hs = 3
[m], Tp = 10 [s] and γ = 3.3.

where F−1 represents inverse Fourier transform, Swn(ω) denotes power spectral density
of a white noise signal with mean value ≈ 1, i.e. 1

nwn

∑nwn
i=1 Swn(ω) ≈ 1 and Sη(ω)

is the target wave SDF (e.g., a JONSWAP or a PM SDF). Fig. 4.3 shows the free
surface elevation time series, η(t), generated using (4.4) with a JONSWAP spectrum
with Hs = 3 [m], Tp = 10 [s] and γ = 3.3.

4.2 Linear WEC modelling

In this section, linear hydrodynamic WEC modelling is presented, starting from
the Navier-Stokes equations [156] to all the way to the Cummins equation [148],
with a focus on the assumptions made to achieve a linear WEC representation.
Additionally, the state-space formulation of the wave energy converter which lends
itself to control design, is also discussed.
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4.2.1 Navier-Stokes equations

Navier-Stokes equations describe the motion of fluids and fluid-structure interactions
in a set of nonlinear partial differential equations. Essentially, equations describe the
complex behaviour of fluids from first principles, such as the conservation of mass
and Newton’s second law of motion. The conservation of mass and momentum
can be expressed as follows:

∂ρ

∂t
+ ∇̇(ρνf ) = 0 (4.5a)

∂νf

∂t
+ νf

⊺∇νf = f − 1
ρ

∇p+ µf

ρ
∇2νf , (4.5b)

where ρ, νf , p, f and µf represent fluid density, flow velocity field, pressure, external
force per unit mass and fluid viscosity, respectively. Additionally, the operators ∇̇,
∇ and ∇2 represent divergence, gradient and Laplacian, respectively. A numerical
discretisation method is required to obtain a solution since there is no analytical
solution to the Navier-Stokes equations. Therefore, numerical modelling approaches,
such as computational fluid dynamics (CFD) and smoothed-particle hydrodynamics
(SPH), are commonly used to approximate Navier-Stokes equations, in the literature
[157]. However, CFD based modelling methods are computationally expensive and
they cannot be used for control purposes, not least due to their nonparametric form.
By simplifying the system of equations (4.5) under LPT assumptions detailed in
Section 4.2.2, LPT avoids the computational cost associated with CFD approaches
to solving the hydrodynamic wave-structure interactions.

4.2.2 Linear potential flow theory

In order to simplify the Navier-Stokes equations, linear potential flow theory considers
some assumptions, which are listed below:

Assumptions:

A1: The fluid (sea water) is incompressible, i.e. ∂ρ
∂t

= 0 in (4.5a).
A2: The fluid is inviscid (frictionless), i.e. µf = 0 in (4.5b).
A3: The fluid flow is irrotational, i.e. ∇ × νf = 0.
A4: The amplitude of body motion is small as compared to the dimensions of

the body.
A5: Linear wave theory holds, i.e. the wave amplitude is small compared to

the wavelength.
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Utilising the aforementioned linear potential flow assumptions, the velocity field νf

in (4.5) can be described using a scalar potential function ϕf, which is obtained
by solving a Laplace equation

∇2ϕf = 0. (4.6)

Moreover, assumption A2, i.e. that the fluid is inviscid, results in the loss of the last
term in Eq. (4.5b). Therefore, Bernoulli’s equation can be obtained by integrating
Eq. (4.5b), and defining gravitational force as an external force, as

p

ρ
+ ∂ϕf

∂t
+ 1

2 (∇ϕf)2 + gz = Cint, (4.7)

where Cint is a constant of integration. A set of boundary conditions must be defined in
order to determine the fluid pressure and velocity potential. These boundary conditions,
for linear potential flow theory4.1, are explained in the following:

Swet

Figure 4.4: Graphical representation of linear potential flow theory with the linear boundary
conditions introduced in Section 4.2.2.

B1: The kinematic boundary condition assumes that a fluid particle on the free surface
stays on the free surface. Therefore, the fluid velocity normal to the free surface
must be equal to the free surface velocity. The linearised boundary condition
can be written as

∂η

∂t
− ∂ϕf

∂z
= 0 at z = 0. (4.8)

4.1For nonlinear boundary conditions description, readers are referred to [149, 158].
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B2: According to the linear dynamic boundary condition, the fluid pressure must
be equal to atmospheric pressure patm. Mathematically, this condition can be
described as

∂ϕf

∂t
+ gη = 0 at z = 0. (4.9)

B3: The impermeability and flatness of the seabed is assumed, which means that
the fluid neither enters nor leaves the seabed. Mathematically, this boundary
condition is written as

∂ϕf

∂z
= 0 at z = −h. (4.10)

B4: Similar to B3, impermeability of the floating body is assumed, resulting in the
fluid velocity component normal to the surface of the floating body (un0) must
be equal to the body velocity in the same direction, i.e.

∂ϕf

∂n0
= un0 on the body surface. (4.11)

B5: This boundary condition describes the decaying amplitude of the wave field, i.e.
the following condition holds as the distance from the oscillatory body increases:

ϕfrd → 0 as rd → ∞, (4.12)

with rd representing the radial distance, and ϕfrd = ϕfr + ϕfd termed the pertur-
bation potential, with ϕfr radiation and ϕfd diffraction potentials, respectively.

So-called boundary element methods (BEMs) are based on the above boundary
conditions and Laplace equation (4.6) to numerically solve for potential flow ϕf [159].

4.2.2.1 Hydrodynamic forces in linear potential flow theory

Fig. 4.5 shows a schematic illustration of a floating body’s six degrees-of-freedom (DoF).
These DoFs include three translational motions in the xyz− directions, i.e. surge,
sway and heave, respectively, and three rotational motions around the xyz−axes,
which are roll, pitch and yaw, respectively.
According to Newton’s second law of motion, the equation of motion of a floating
body can be described, in time domain, as

Mz̈(t) =
∑

fi(t), (4.13)
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Figure 4.5: Schematic of the six degrees-of-freedom of a floating body.

where fi(t) ∈ R6 are the force vectors and moments acting on the floating body for
the different modes of motion and z̈(t) denotes the body acceleration as a function
of time. M ∈ R6×6 is the generalised mass-inertia matrix defined as

M =



m 0 0 0 mzg −myg

0 m 0 mzg 0 −mxg

0 0 m myg −mxg 0
0 −mzg myg ixx −ixy −ixz

mzg 0 mxg −iyx iyy −iyz

−myg mxg 0 −izx −izy izz


, (4.14)

where m is the mass of the body, (xg, yg, zg) the coordinates of the centre of gravity,
and iij are the moments of inertia about the different axes if i = j, and if i ̸= j,
it represents the products of inertia with respect to the centre of mass. Under the
LPT assumptions, the total force acting on the floating body can be expressed as
the sum of all the forces. Therefore, Eq. (4.13) can be modified as

Mz̈(t) = fe(t) + fr(t) + fh(t) + fext(t), (4.15)

where fe(t) is the excitation force due to incoming wave field, fr(t) is the radiation force
generated by the oscillations of the floating body, fh(t) is the hydrostatic stiffness force,
and fext(t) represents any external force, such as a PTO force (fpto(t)) and/or mooring
force (fmoor(t)). In the frequency domain, Eq. (4.15) can be equivalently expressed as

MZ̈(ω) = Fe(ω) + Fr(ω) + Fh(ω) + Fext(ω). (4.16)

The details of each force in Eq. (4.15) is given in the following paragraphs.

Excitation force: The excitation force on a floating body is the force acting on the
body due to the incoming wave field. Under the LPT assumptions presented
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Figure 4.6: Hydrodynamic coefficients of a 1-DoF (heave) point absorber, including geometry of the body
(left), excitation effects in the frequency domain (centre) and radiation effects in the frequency domain
(right). The operators Re{•} and Im{•} denote real and imaginary parts of {•}.

in Section 4.2.2, the excitation force is the superposition of dynamic Froud-
Krylov4.2 (FK) and diffraction effects [160]. Furthermore, the diffraction effects
are negligible compared to the FK effects due to Assumption A4. In the time
domain, the excitation force fe(t) can be computed from the wave surface
elevation η(t) as

fe(t) =
∫ ∞

−∞
ke(t− τ)η(τ)dτ, (4.17)

where ke(t) ∈ R6 is the excitation impulse response function (IRF). ke(t) can be
conveniently calculated through the frequency domain equivalent Ke(ω), which
is computed using BEM codes, such as Nemoh [161]. Fig. 4.6(centre) illustrates
the real and imaginary parts of the Ke(ω) for a point absorber constrained to
move in 1-DoF, i.e. heave. It is worth mentioning that although the excitation
IRF ke(t) is easy to compute, it masks one peculiar property, i.e. non-causality,
meaning that it requires future knowledge of the free-surface elevation. It is
quite intuitive to understand the non-causality of the mapping η 7→ fe since the
fluid (sea water, in this case) beneath the free surface is a continuum, the body
feels the pressure caused by approaching wave particle velocities well in advance
of the actual arrival of the wave at the body centre [162]. Therefore, although
ke(t) is real valued, it is non-causal; in other words, ke(t) ̸= 0 for t < 0.

Radiation force: The hydrodynamic fluid force induced due to the oscillating motion
of the body in generating waves is called the radiation force. Under the LPT
assumptions, the radiation force fr(t) can be expressed as

4.2For a detailed discussion of FK effects, readers are referred to [160].



4. Hydrodynamic WEC modelling 61

fr(t) = −m∞z̈ −
∫ t

−∞
kr(t− τ)ż(τ)dτ, (4.18)

where kr(t) ∈ R6×6 represents the (causal) radiation IRF, and m∞ ∈ R6×6

represents the added mass at infinite frequency. kr(t) can be effectively described,
in the frequency domain, by means of Ogilvie’s relations [163], as:

Ar(ω) =m∞ − 1
ω

∫∞
0 kr(t) sin(ωt)dt

Br(ω) =
∫∞

0 kr(t) cos(ωt)dt
, (4.19)

with Ar(ω) ∈ R6×6 and Br(ω) ∈ R6×6 denoting the so-called radiation added-
mass and damping, respectively. In addition, it must be noted that Eq. (4.19)
verifies that m∞ = limω→∞ Ar(ω). Then, using Eq. (4.19), the full frequency
domain characterisation of kr(t) is given by:

Kr(ω) = Br(ω) + ȷω [Ar(ω) −m∞] . (4.20)

Fig. 4.6(right) shows Ar(ω) and Br(ω) for a heaving point absorber as a specific
example of frequency domain characterisation.

Hydrostatic stiffness force: A mismatch between gravitational and buoyancy forces
results in hydrostatic stiffness (restoring) force. According to linear potential
flow theory, the hydrostatic stiffness force fh is given as

fh = −Khz(t), (4.21)

with Kh ∈ R6×6 and z(t) denote hydrostatic stiffness coefficient matrix and
body displacement, respectively.

4.2.3 Cummins’ equation

The Cummins’ equation, first introduced in [148], can be obtained by using the
hydrodynamic forces explained in Section 4.2.2.1 and the equation of motion (4.13) as

(M +m∞)z̈(t) = −Khz(t) − kr(t) ∗ ż(t) + ke(t) ∗ η(t) + fext(t), (4.22)

where ∗ represents the convolution operator. From a system dynamic perspective,
the excitation force term ‘ke(t) ∗ η(t)’ can be considered as an external input since
it does not depend on the internal variables of the system in (4.22). Additionally,
by filtering the generated free-surface elevation, the wave excitation force fe(t) can
be computed numerically. In particular, fe(t) is directly obtained by performing a
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convolution operation between the excitation IRF ke(t) and the free-surface elevation
η(t) (computed through an SDF, as explained in Section 4.1.2). Equation (4.22)
still contains a non-parametric radiation convolution term ‘kr(t) ∗ ż(t)’, and solving a
convolution term can be computationally expensive. Therefore, having a convolution
term in (4.22) is not ideal, from a control design perspective. Generally, in the wave
energy literature, the radiation convolution term is approximated by a finite-order
linear time-invariant (LTI) system [164], as detailed in the following Section 4.2.4.

4.2.4 Radiation convolution term approximation

As described in Section 4.2.3, the radiation convolution term in (4.22) poses some
disadvantages from simulation and control design perspectives. Firstly, numerically
solving a convolution term is a computationally inefficient task from a simulation
point of view. Secondly, model-based control strategies typically require a parametric
model of the system for control design, and it is not ideal to have a non-parametric
convolution term in the model. In order to overcome these shortcomings, a parametric
LTI approximation is usually computed using a variety of toolboxes/methods in a variety
of ocean engineering applications, including wave energy. Some of the most widely
used toolboxes include frequency domain identification (FDI) toolbox [165] developed
at the Norwegian University of Science and Technology, WEC-Sim toolbox [166] and
finite-order approximation by moment-matching (FOAMM) toolbox [167] developed
at the Centre for Ocean Energy Research (COER), Maynooth University. Additionally,
Prony’s method [168] is also commonly used in wave energy literature, but it does
not have a dedicated toolbox. Irrespective of the method/toolbox used, the final goal
is to approximate radiation convolution term kr(t) ∗ ż(t) in (4.22) with a finite order
LTI system. In this thesis, the FOAMM toolbox is used to approximate the radiation
convolution term due to one key advantage, i.e. it provides an identified system with an
exact match for specific key frequencies selected by the user. The input to the FOAMM
toolbox is a radiation damping vector, frequency vector, and added mass vector for a
given mode of motion obtained through BEM tools, such as Nemoh or WAMIT. The
FOAMM toolbox returns a state space approximation in the following form:

Ẋr(t) = ArXr(t) + Brż(t) (4.23a)
frc(t) = CrXr(t) + Drż(t) ≈ kr(t) ∗ ż(t), (4.23b)

where Xr(t) ∈ Rnr is the state vector of the radiation convolution state-space
representation, and the matrices Ar ∈ Rnr×nr , Br ∈ Rnr×nD , Cr ∈ RnD×nr , and
Dr ∈ RnD , with nD is the number of DoF for the device under analysis. By way
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Figure 4.7: A comparison of IRF of parametric state space approximation vs Non-parametric
radiation IRF for a 1-DoF heaving point absorber.

of example, Fig. 4.7 presents a comparison of non-parametric and (approximated)
parametric IRFs computed through FOAMM toolbox for a 1-DoF point absorber
(geometry shown in Fig. 4.6), and it is clear that the FOAMM toolbox provides a
satisfactory approximation of the radiation convolution term, with a 6thorder state-
space representation in this case.

4.2.5 WEC state-space representation

Obtaining an overall state-space representation of a WEC becomes straightforward
once a parametric approximation of the radiation convolution term in (4.22) is found.
For the sake of simplicity, the external forces are initially assumed zero, i.e. fext = 0.
The analogous state-space representation of Eq. (4.22) is defined as

Σ :


ẋ(t) = Ax(t) +Bfe(t)

y(t) = Cx(t) +Dfe(t)
, (4.24)
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where x(t) =
[
z(t) ż(t) Xr(t)

]⊺
∈ Rnss , y(t) =

[
z(t) ż(t) z̈(t)

]⊺
∈ R3nD , and

the matrices A ∈ Rnss×nss , B ∈ Rnss×nD , C ∈ R3nD×nss , and D ∈ R3nD×nD are given by

A =

 0 InD 0
−MKh 0 −MCr

0 Br Ar

 , B =

 0
M
0

 ,

C =

 InD 0 0
0 InD 0

−MKh 0 −MCr

 and D =

 0
0

M

 ,
(4.25)

with M = (M +m∞)−1. The symbol InD denotes an identity matrix of size nD, and
the symbol 0 stands for any zero element dimensioned according to the context.
It is worth mentioning that the LTI system Σ in (4.24) presents a general linear model
description for a multiple DoF WEC with three outputs, i.e. displacement, velocity
and acceleration. However, getting a reduced order model for a WEC with less modes
of motion (DoFs) is straightforward, depending upon the application. This can be
achieved by considering only a limited number of DoFs with specific outputs. The
most commonly used WEC model in this thesis is the 1-DoF (heave) model, with
WEC velocity as the system output, variation of the system Σ in (4.24).

4.3 Hydrodynamic models: state-of-the-art

This section reviews the state-of-the-art hydrodynamic models in the literature
concerning wave energy grid integration. Although the linear WEC model, given
in Eq. (4.24), presents a general linear model for various wave absorbers, the linear
WEC representation may change slightly depending upon the type of WEC, e.g. an
OWC has an air chamber, whose dynamics must be included in the WEC model.
In the literature concerning wave energy grid integration, most studies use simplified
variations of the linear WEC model in Eq. (4.24). In most cases, the radiation force is
simplified by using a constant radiation coefficient rather than frequency-dependent

Table 4.1: A review of hydrodynamic models used in the literature for grid integration of
wave energy systems. Note: Linear-CD represents linear WEC model with constant damping
coefficient term.

Ref. No. Hydrodynamic model Frequency
[76–88, 90, 92, 99, 103] Linear-CD 17
[89, 93, 94, 96, 100–102, 104, 111] Linear 9
[91] Nonlinear 1
[49, 95, 97, 98, 105, 106, 108–110] No model information 9
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radiation damping. The constant radiation damping coefficient is used to avoid the
requirement for a radiation convolution term approximation, resulting in effectively a
so-called mass-spring-damper model of a WEC. Table 4.1 shows the state-of-the-art
hydrodynamic models used for grid integration of wave energy conversion systems.
It is evident from Table 4.1 that the most frequent hydrodynamic WEC model in
the literature is a linear WEC model with a simplified radiation force term as, for
example, in [76–88, 90, 92, 99, 103]. Table 4.1 also shows that linear WEC models
with appropriate radiation force terms are used in [89, 93, 94, 96, 100–102, 104, 111].
In a recent study [91], authors used a nonlinear model for the AWS WEC-based
grid-connected wave energy system. However, a passive damping hydrodynamic
control is used for maximum power extraction from waves, which has significantly
lower power absorption capability compared to a reactive controller [18]. Additionally,
in [49, 95, 97, 98, 105, 106, 108–110], there is no hydrodynamic model information
available. Depending on the type of WEC, the input to the electrical part of the
powertrain is different. For point absorber WECs, a WEC output power curve is
used as input to the electrical part of the powertrain [95, 97, 98]. For OWCs, on the
other hand, air flow velocity is typically used as an input to the air turbine, which
drives an electric generator [49, 105, 106, 108–110].

4.4 Conclusions

This chapter introduces mathematical representations of ocean waves (regular and
irregular) and provides the basics of linear hydrodynamic WEC modelling. In particular,
linear potential assumptions and boundary conditions are specified to achieve the well-
known non-parametric Cummins’ equation. Additionally, parametric approximation of
the radiation convolution term is computed through the FOAMM toolbox, which is used
to get an overall state-space representation of a WEC essential for control applications.
Finally, a review of the literature is presented, focusing on the hydrodynamic WEC
models used for grid integration of wave energy systems, which shows that the
most commonly utilised WEC models are simplified linear WEC models, which use
a constant radiation damping term.
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This chapter provides electrical systems modelling for a direct-drive wave energy
conversion system with a linear permanent magnet generator (LPMG) as a PTO
mechanism. As discussed in Chapter 3, various powertrain configurations are available
in the literature depending upon the type of wave absorption and PTO technology. In
this thesis, a direct-drive scheme with a LPMG PTO is chosen due to its simplicity
(no gearbox/stator brushes), reasonable efficiencies at lower speeds, and higher
force density of a LPMG than a generic rotary generator, making it suitable for
wave energy applications [78].
In addition to the WEC and LPMG, the direct-drive configuration includes full-scale
back-to-back (B2B) power converters with a DC link in between that isolates the
device and grid sides. Furthermore, a short-term storage subsystem based on an
ultra-capacitor (UC) is also a part of the W2G powertrain, which is essential for
W2G controlled operation. As shown in Fig. 5.1, the W2G system consists of three
subsystems: device-side, grid-side and storage subsystems. First, the device-side
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Figure 5.1: Reference W2G direct-drive configuration.

subsystem includes a WEC (heaving point absorber), an LPMG as PTO and an
active rectifier, also referred to as a generator-side converter (Gen-SC). Secondly, the
grid-side subsystem consists of a three-phase (3-ϕ) inverter referred to as a grid-side
converter (Grid-SC) and the electric grid. Finally, the storage subsystem includes
an ultra-capacitor connected to the DC-bus via a DC/DC buck-boost converter, as
depicted in Fig. 5.1. The following sections describe the dynamic models for each
electrical component of the W2G powertrain.

5.1 LPMG and Gen-SC model

A LPMG is best suited as a power-take-off (PTO) mechanism for the direct-drive
wave energy applications due to its high force density and reasonable low-speed
efficiency, as noted in [78]. Fig. 5.2 shows a heaving point absorber WEC connected
to the translator of a LPMG considered here. The dynamic model of the LPMG
closely resembles that of a rotary permanent magnet generator (RPMG), with the
exception of the translator motion, which reciprocates instead of rotating like the
rotor in a rotary generator and can be represented by a set of symmetrical equations
in abc frame of reference, as follows:

eabc −Rsiabc − Ls
diabc

dt
= vabc, (5.1)

where eabc = [ea, eb, ec]⊺, iabc = [ia, ib, ic]⊺, and vabc = [va, vb, vc]⊺ are the induced
voltages, currents in each phase of the stator, and terminal voltages in the abc frame
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Figure 5.2: The schematics of WEC and PTO (LPMG) systems considered in this thesis.
The acronym SWL stands for still water level.

of reference, respectively. For a sinusoidally wound stator, the induced voltages eabc

in the LPMG depends on the heave displacement z(t) and velocity ż(t), i.e.ea(t)
eb(t)
ec(t)

 =

 ż(t)π
τ
ψP Msin(π

τ
z(t))

ż(t)π
τ
ψP Msin(π

τ
z(t) − 2π

3 )
ż(t)π

τ
ψP Msin(π

τ
z(t) − 4π

3 )

 , (5.2)

where ψP M is the permanent magnet flux linkage and τ is the pole pitch of the LPMG.
On the other hand, in rotary generators, the induced voltages depend on the angular
velocity of the rotor. For example, phase ‘a’ of a rotary generator is presented as

ea(t) = ωe(t)ψP Msin(θ(t)),

θ(t) =
∫ t

0
ωe(τ)dτ.

(5.3)

Under constant rotational speed, Fig. 5.3 shows the induced voltage in phase ‘a’ of a
generic rotary generator, which is sinusoidal. For a LPMG, on the other hand, the
translator has a reciprocating motion, which leads to reciprocating displacement and
velocity. By way of example, Fig. 5.4 shows the amplitude modulated waveform of
the phase ‘a’ induced voltage for a sinusoidally changing displacement and velocity
corresponding to monochromatic (regular) wave excitation.
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Figure 5.3: The waveforms corresponding to phase ‘a’ of a generic rotary generator: (a)
angular velocity ωe(t), (b) angular displacement θ(t), and (c) the resulting 1-ϕ induced
voltage ea(t) of the machine.

Figure 5.4: The waveforms corresponding to phase ‘a’ of an LPMG: (a) angular velocity
ωe(t) = π

τ ż(t), (b) angular displacement θ(t) = π
τ z(t), and (c) the resulting single phase

induced voltage ea(t) of the machine.
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5.1.1 Park Transformation

The utilisation of the d-q (Park) transformation [169] allows for the representation of a
balanced three-phase system using a two-phase system [170], where the transformation
matrix is dependent on the electrical angular position θ(t). In the context of a LPMG,
the angular position is influenced by the heave displacement of the translator, as
indicated below:

θ(t) = π

τ
z(t). (5.4)

The transformation matrix Tabc/dq0 to convert abc quantities into d-q form is as:

Tabc/dq0 = 2
3

 cos(θ(t)) cos(θ(t) − 2π
3 ) cos(θ(t) − 4π

3 )
−sin(θ(t)) −sin(θ(t) − 2π

3 ) −sin(θ(t) − 4π
3 )

1/2 1/2 1/2

 . (5.5)

Using this transformation, the d-q model for the LPMG is [171]:

[
Lds

Lqs

]
d

dt

[
ids(t)
iqs(t)

]
=
[
eds(t)
eqs(t)

]
−
[
vds(t)
vqs(t)

]
− ωe

[
Lds

Lqs

] [
−iqs(t)
ids(t)

]
−Rs

[
ids(t)
iqs(t)

]
, (5.6)

where

ωe = π

τ
ż(t), (5.7)

and [
eds(t)
eqs(t)

]
=
[

0
ψP Mωe

]
, (5.8)

where ωe and ψP M represent electrical angular speed of stator variables and permanent
magnet flux linkage, respectively. The d- and q-axis flux linkages for the LPMG
are given below5.1:

ψds = Ldsids − ψP M

ψqs = Lqsiqs

(5.9)

The PTO force produced by the LPMG, depends on the stator currents, the flux
linkage and the pole pitch as:

fpto = 1.5π
τ

(ψdsiqs − ψqsids) (5.10)

Using the flux relations given in (5.9), fpto(t) can be obtained as:

fpto = 1.5π
τ

((Lds − Lqs)idsiqs − ψP M iqs) (5.11)

5.1From now on, the dependence on t is dropped when clear from context.
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By utilising Eq. (5.11), it can be inferred that the developed force of an LPMG
is composed of two distinct components. The first term represents the reluctance
force attributed to saliency, while the second term represents the magnetic force
generated by the permanent magnet. In the case of a surface mount LPMG machine
considered here, where the air gap is uniform, the d- and q-axis inductances are equal,
i.e. Lds = Lqs = Ls, thereby simplifying the model in (5.6) and fpto(t) in (5.11) as:

dids

dt
= −Rs

Ls

ids + ωeiqs − 1
Ls

vds, (5.12)

diqs

dt
= −ωeids − Rs

Ls

iqs − ωe

Ls

ψP M − 1
Ls

vqs, (5.13)

with,

fpto = −1.5π
τ
ψP M iqs. (5.14)

The stator d- and q-axis voltages, which serve as the inputs to the Gen-SC and can
be controlled separately, are now expressed in terms of corresponding control actions
of the Gen-SC [172, 173], as outlined below:

vds = vdcuds, vqs = vdcuqs, and Iwec = udsids + uqsiqs (5.15)

where uds and uqs are the Park transformation of the switch position function Si,
∀ i = 1, 2, 3 (see Fig. 5.1) with

Si =

1 if Si is ON and S ′
i is OFF

0 if Si is OFF and S ′
i is ON

. (5.16)

Substituting the values of vds and vqs from (5.15) into (5.12) and (5.13), the unified
model of the LPMG and Gen-SC combination is obtained as follows:

dids

dt
= −Rs

Ls

ids + ωeiqs − 1
Ls

vdcuds, (5.17)

diqs

dt
= −ωeids − Rs

Ls

iqs − ωe

Ls

ψP M − 1
Ls

vdcuqs. (5.18)
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5.2 Grid-side converter (Grid-SC) model

In Fig. 5.1, the DC/AC inverter (Grid-SC) is depicted on the right-hand side. Like
the Gen-SC, it consists of six insulated-gate bipolar transistors (IGBTs) and is a three-
legged, three-phase voltage source converter. The dynamic model of the Grid-SC in
the abc frame can be derived [172, 174] by applying Kirchhoff’s laws, as:

Lf

dig(abc)

dt
= vdc[Sj] − vg(abc) −Rf ig(abc) (5.19)

where, ig(abc) = [iga, igb, igc]⊺ represents the three-phase grid currents, while vg(abc) =
[vga, vgb, vgc]⊺ represents the sinusoidal three-phase grid voltages. The parameters
Rf and Lf correspond to the filter resistance and inductance, respectively. The
function Sj in Eq. (5.19), where j = 4, 5, 6, represents the switch position function,
defined as follows:

Sj =

1 if Sj is ON and S ′
j is OFF

0 if Sj is OFF and S ′
j is ON

. (5.20)

In order to facilitate control synthesis, the triphase representation in Eq. (5.20) is
often transformed into the d-q frame. The d-q frame is linked to the grid voltage and
rotates synchronously with the grid voltage frequency ωo (in this case ωo = 314.159
[rad/s], since the grid frequency is 50 [Hz]). This transformation results in the
following model for the Grid-SC [172]:

didg

dt
= −Vdg

Lf

+ ωoiqg − Rf

Lf

idg + vdc

Lf

udg, (5.21)

diqg

dt
= −Vqg

Lf

− ωoidg − Rf

Lf

iqg + vdc

Lf

uqg, (5.22)

where idg,qg represent grid currents in the d-q synchronous frame, Vdg,qg represent the
d-q grid voltages, and udg,qg denotes the d-q components of Sj.

5.3 Ultra-capacitor-based storage subsystem model

The use of a UC-based storage system is crucial for W2G-controlled operation due
to the following reasons:

1. The WEC hydrodynamic control principle is based on amplifying the device
motion in resonance with the wave resource, resulting in increased variability in
the WEC output power under controlled WEC conditions; therefore, to meet
the power quality requirements imposed by grid codes, which prohibit direct
feeding of highly variable WEC output power into the grid, the UC storage
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system is used to reduce the variability in the WEC electrical output power, thus
increasing the value of the grid-connected wave power.

2. Secondly, the reactive hydrodynamic LiTe-Con (Linear Time invariant Controller)
implementation on the device side, based on the complex-conjugate (impedance
matching) principle5.2, requires power from the grid side in some cases, neces-
sitating the use of the storage system to meet the negative (reactive) power
requirements of LiTe-Con and regulate the DC bus voltage.

3. Finally, the UC storage system is also utilised to support the grid during voltage
sags.

In this way, the UC storage system allows for decoupled controllers on either side
of the DC bus. A detailed description of each task, and how they are accomplished
using UC storage, can be found in Chapter 7 of the thesis.
To facilitate proper functioning of the UC in the W2G system, the UC is connected
to the DC-bus through a DC/DC buck-boost converter. The buck-boost converter
controls the direction of power flow, allowing power to flow from the DC-bus to the UC
or from the UC to the DC-bus, depending on the system requirements. The dynamic
model of the DC/DC buck-boost converter is detailed in the following subsection.

5.3.1 DC-DC buck-boost converter model

The buck-boost converter operates in both boost and buck mode, depending upon
the direction of power flow. During discharge mode, the UC supplies power to the
DC-bus, and the buck-boost converter operates as a boost converter (S7 ON, S8

OFF in Fig. 5.1). Conversely, during charge mode, the converter operates in buck
mode (S7 OFF, S8 ON in Fig. 5.1) as power flows from the DC-bus to the UC. The
converter buck and boost modes are modelled separately and combined to form a
complete model. The dynamic model for the buck-boost converter during discharge
(boost) mode can be easily derived [174, 175] as:

diuc

dt
= Vuc

Luc

− Ruc

Luc

iuc − (1 − u7)
vdc

Luc

, (5.23)

i′uc = (1 − u7)iuc, (5.24)

during charge (buck) mode, on the other hand, the model is:

diuc

dt
= Vuc

Luc

− Ruc

Luc

iuc − u8
vdc

Luc

, (5.25)

5.2For a complete description of impedance matching principle for WEC control, please refer to
Section 6.1.1 in Chapter 6 of the thesis.
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i′uc = u8iuc, (5.26)

where Vuc, Luc, and Ruc denote UC voltage, inductance and equivalent series resistance,
respectively, iuc and i′uc are the UC input and output currents. Additionally, the control
signals for switches S7 and S8 (see Fig. 5.1) are denoted as u7 and u8, respectively.
For simplicity, a signal u78 is introduced as:

u78 = K(1 − u7) + (1 −K)u8, (5.27)

with K defined as:

K =

1 if S7 is ON and S8 is OFF (Boost mode)
0 if S7 is OFF and S8 is ON (Buck mode)

. (5.28)

Finally, the simplified model for the DC/DC buck-boost converter, using u78 from
(5.28), is given below:

diuc

dt
= Vuc

Luc

− Ruc

Luc

iuc − vdc

Luc

u78, (5.29)

i′uc = u78iuc. (5.30)

5.4 Complete electrical system model

The complete electrical system model for the direct-drive W2G structure is obtained
by combining the mathematical models derived in Sections 5.1, 5.2, and 5.3.1, which
represent the LPMG and Gen-SC combination, Grid-SC, and buck-boost converter,
respectively. From Fig. 5.1, it follows that:

Cdc
dvdc

dt
= Iwec + i′uc − Iinv, (5.31)

and, substituting Eqs. (5.15) and (5.30) in Eq. (5.31), gives:

dvdc

dt
= 1
Cdc

[(udsids + uqsiqs) + u78iuc − Iinv]. (5.32)

To ease control design, averaged models5.3 are often used for power converters. The
process of averaging involves replacing all the model variables with their average
values over a switching period, while ignoring their high-frequency components,
resulting in simplified models that are faster to compute [177, 178]. This modelling
technique determines the state model for each possible circuit configuration and
then combines all these elementary models into a unified one through a duty ratio.

5.3The interested reader is referred to [176–178] for comprehensive description of averaging methods
for power converter models.
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The averaged models are useful for control applications due to their simplicity and
fast computational times [176]. In this regard, we define averaged state variables as
x1=< ids >, x2=< iqs >, x3=< idg >, x4=< iqg >, x5=< iuc > and x6=< vdc >,
where the operator < • > represents the average value over a switching period.
Combining Eqs. (5.17), (5.18), (5.21), (5.22), (5.29) and (5.32) results in the
following complete electrical system model:

dx1

dt
= −Rs

Ls

x1 + ωex2 − x6

Ls

µds (5.33)

dx2

dt
= −ωex1 − Rs

Ls

x2 − ωe

Ls
ψP M − x6

Ls

µqs (5.34)

dx3

dt
= −Vdg

Lf

+ ωox4 − Rf

Lf

x3 + x6

Lf

µdg (5.35)

dx4

dt
= −Vqg

Lf

− ωox3 − Rf

Lf

x4 + x6

Lf

µqg (5.36)

dx5

dt
= Vuc

Luc

− Ruc

Luc

x4 − x6

Luc

µ78 (5.37)

dx6

dt
= 1
Cdc

[µdsx1 + µqsx2 + µ78x5 − Iinv] (5.38)

where, µds and µqs are the duty ratios of the Gen-SC, µdg and µqg are the duty ratios
of the Grid-SC, and µ67 is the duty ratio of the buck-boost converter. These averaged
power converter models are utilised for W2G control design due to their computational
efficiency and simplicity, compared to full-circuit power converter models.

5.5 Conclusions

This chapter presents a comprehensive model for the electrical components of a direct-
drive wave energy conversion system. It begins with an introduction to the LPMG
model and highlights the differences between a rotary PMG and a linear PMG. The
LPMG model assumes a balanced three-phase LPMG system, which is transformed into
a two-phase d-q system using the Park transformation. A combined LPMG-Gen-SC
model is then derived. A dynamic model for the Grid-SC is developed on the grid
side, while a DC/DC buck-boost converter model, used with the UC-based storage
subsystem, is also presented. Finally, a complete model for the electrical part of the
powertrain is derived by utilising the state-space averaging method.
The combined hydrodynamic and electrical system models presented in Chapter 4 and
Chapter 5, respectively, form a complete W2G system model for a direct-drive wave
energy conversion system, used for the W2G control design in Part III of this thesis.
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Like the W2G powertrain, the W2G control framework features device-side, grid-
side, and storage subsystem controllers. This chapter focuses on the device-side
control part of the overall W2G control framework, which is further divided into two
parts: the hydrodynamic controller and the Gen-SC controller. The hydrodynamic
controller generates the PTO force reference, which the Gen-SC controller then tracks
by controlling the LPMG stator current.
The main objective of this chapter is to describe, in detail, both parts of the device-side
control. Specifically, the basics of hydrodynamic WEC controllers (both reactive and
passive) are introduced in the Section 6.1. Section 6.2 then describes a finite order LTI
realisation, i.e. LiTe-Con, of the theoretical broadband optimal impedance-matching
condition, including static and dynamic position constraint handling mechanisms, and
provides a PTO force reference f ref

pto(t) for the Gen-SC controller. In Section 6.3, a

79



80 6.1. Hydrodynamic control of a WEC

Lyapunov-based controller is designed for the Gen-SC, which tracks the PTO force
reference f ref

pto(t) provided by the LiTe-Con. Section 6.4 presents results for the
device-side control system, while Section 6.5 concludes this chapter.

6.1 Hydrodynamic control of a WEC

In order to maximise energy absorption from ocean waves, hydrodynamic WEC
controllers actively manipulate the motion of the WEC, utilising existing capital infras-
tructure to maximise energy capture, thereby enhancing the economic performance
of the system [151]. Hydrodynamic WEC controllers can be broadly categorised into
reactive and passive damping WEC controllers. The key distinction between reactive
and passive controllers lies in the bi-directional power flow requirement. Reactive
controllers necessitate bi-directional power flow, while passive controllers do not have
such a requirement for bi-directional power flow. Both reactive and passive damping
controllers are discussed, in detail, in the following subsections.

6.1.1 Reactive controller: Impedance-matching principle

Within the wave energy control literature, one of the most fundamental results
is a rather simplistic solution to the problem of energy maximisation from WEC
infrastructure. The impedance-matching principle relies heavily on a frequency-domain
description of a WEC. Therefore, applying the Fourier transform to the linear Cummins’
equation, defined in (4.22), results in the following:

ȷω(M +m∞)Ż(ω) +Kr(ω)Ż(ω) + Kh

ȷω
Ż(ω) = Fe(ω) − Fpto(ω), (6.1)

where Fpto(ω) and Ż(ω) = V (ω) denotes the Fourier transform of the PTO force
(control input) and velocity, respectively. It is worth noting that from now on, a 1-DoF
heaving point absorber WEC with a direct-drive PTO is considered in this part of
the thesis, unless stated otherwise. From (6.1), it follows that

V (ω) = G(ȷω) [Fe(ω) − Fpto(ω)] = 1
Zi(ω) [Fe(ω) − Fpto(ω)] , (6.2)

with Zi(ω) defined as

Zi(ω) = Br(ω) + ȷω
(
M + Ar(ω) − Kh

ω2

)
, (6.3)

representing the intrinsic impedance of the WEC. G(ȷω) represents the frequency-
domain mapping of the WEC dynamics. Naturally, the concept of intrinsic impedance
resembles the well-known (‘internal impedance’) representation in electrical engineering
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Figure 6.1: Impedance-matching principle: (a) Equivalent circuit representation, (b)
Impedance-matching feedback control structure.

and circuit theory, i.e. the WEC system can be equivalently depicted by a circuit
representation, as shown in Fig. 6.1(a). Hence, the PTO can be considered as a ‘load’,
and the control force Fpto(ω), applied by the PTO, is designed to achieve maximum
power transfer to the load. Hence, the maximum power transfer or impedance-
matching principle [179], from circuit theory, can be directly applied, which states
that the load impedance Zpto(ω) must be equal to the complex-conjugate of the
source impedance Zi(ω) for maximum power transfer to the load. In other words,
the control force that maximises the power transfer, is given by:

Fpto(ω) = Zpto(ω)V (ω) = Z⋆
i (ω)V (ω), (6.4)

where Z⋆
i (ω) denotes the complex-conjugate of the intrinsic impedance Zi(ω). Analo-

gously, the impedance-matching condition can be expressed, in terms of an optimal
velocity profile, with a purely real mapping, guaranteeing a zero-phase-locking condition
between the device velocity V (ω) and Fe(ω) as:

V opt(ω) = 1
Zi(ω) + Z⋆

i (ω)Fe(ω) = 1
2Br(ω)Fe(ω). (6.5)

Thus, Eqs. (6.4) and (6.5) define the well-established impedance-matching or complex-
conjugate condition [180], which is generally expressed in a feedback control form
as Hfb(ω) = Z⋆

i (ω), where the controller Hfb(ω) is placed in the feedback path,
as shown in Fig. 6.1(b). Thus, Eq. (6.4) presents an appealing solution, largely
due to its simplicity and its close association with well-established theories in the
field of analogue circuits. However, despite these advantages, there are various
issues related to the control specification given in (6.4), which create obstacles to
the smooth implementation of this potentially valuable principle. These obstacles
are detailed below:
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• The impedance-matching conditions in (6.4) and (6.5) are frequency depen-
dent, meaning that either the controller handles only a single frequency, or a
representative key frequency for a broadband sea, as in the case of approximate
complex-conjugate (ACC) control [128], or the controller is adapted with respect
to frequency, for instance in the simple and effective controller [181].

• Another obstacle in implementing the impedance-matching (complex-conjugate)
controller is consideration, or lack thereof, of the physical constraints of
the system, such as position, velocity and PTO control force constraints.
Consequently, successfully implementing the impedance-matching controller
may require unrealistic device motion, velocity and PTO force values.

• The anti-causality of Z⋆
i (ω) in (6.4) creates a hindrance to the implementation

of the controller, and requires future knowledge of excitation force fe(t) for
specific controller structures [151]. In the case of regular (monochromatic)
waves, the excitation force is easily determined since it only comprises a single
harmonic component (a single sinusoid). However, irregular waves present
a more significant challenge as they contain multiple harmonic components,
making the determination of the excitation force more difficult.

• In Fig. 6.1(a), the signs of PTO force and velocity can be opposite, which
may require the PTO to supply power during certain parts of the sinusoidal
cycle. This situation can place specific demands on PTO systems, which include
facilitating bidirectional power flow and managing peak reactive power6.1, which
can be significantly greater than active power, in some cases. The optimal
passive PTO system would not need to supply power, but it may result in
suboptimal control.

Even though the impedance-matching condition in (6.4) may not be practically feasible
due to the various reasons discussed above, it does provide an intuitive approach
to describe the fundamental dynamics of maximum energy absorption from ocean
waves. Utilising the impedance-matching condition, in (6.4), several control strategies
have been proposed for WECs [151], ranging from relatively simple WEC controllers
[182] to optimisation-based WEC controllers [183].

6.1The topic of reactive power peak requirements in hydrodynamic WEC control is treated extensively
in Chapter 8 of this thesis.
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6.1.2 Passive damping controller

A passive damping controller, also referred to as resistive loading (RL) controller, is the
default choice of hydrodynamic control in the literature concerning grid-connected wave
energy conversion systems (see Table 3.3). As the name suggested, a passive damping
controller does not require bidirectional power flow as in a reactive hydrodynamic
controller and, consequently, a passive PTO system can be utilised. However, this
may result in a suboptimal control with significantly less power absorption capabilities
(see Section 6.4).
The PTO reference force f ref

pto generated from RL control [94] is given by:

f ref
pto = |Zi(ωpk)|ż (6.6)

with,
|Zi(ωpk)| =

√
Br(ωpk)2 + ωpk(M + Ar(ωpk) − Kh

ωpk

)2, (6.7)

where the optimal PTO resistance is specified at a chosen frequency ωpk, where ωpk

is typically the peak of the input wave spectrum.

6.2 LiTe-Con

The LiTe-Con energy maximising controller, proposed in [184], aims to synthesise the
optimal condition for maximising absorbed energy in the frequency domain, which is
given by the impedance-matching principle. This control approach is highly effective
and suitable for realistic scenarios due to its broadband nature and the inclusion of
a constraint handling mechanism, as demonstrated in [184, 185]. In comparison to
optimisation-based controllers [186], LiTe-Con is computationally simpler. Among
simple WEC controllers, based on the impedance-matching principle without the
inclusion of optimisation routines, LiTe-Con provides the best performance in terms
of maximum power capture and constraint handling, as shown in [182]. LiTe-Con,
being a feedforward controller, can effectively address the limitations of feedback
impedance-matching-based controllers, such as stability and constraint handling,
making it appealing for realistic WEC control implementation where WEC motion
is significantly exaggerated. LiTe-Con is chosen as the reactive hydrodynamic WEC
controller in this thesis, due to its aforementioned advantages.
LiTe-Con is classified as a reactive controller, which requires ‘reactive power’ from
the DC-link at specific instances to operate correctly. It is important to note that
this ‘reactive power’ is distinct from reactive electrical power, so a clear differentiation
must be made when discussing reactive power in the hydrodynamic control context,
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Figure 6.2: Four quadrant electrical power flow naming convention in bi-directional power
flow applications. The reactive power, in the hydrodynamic WEC control sense, lies in the
shaded region (quadrants II and IV).

compared to the reactive power in electrical networks. Fig. 6.2 depicts the convention
for electrical power flow, both for active power P and reactive power Q, in bi-directional
power flow applications. In the reactive hydrodynamic control of a WEC, the required
reactive power from the grid-side is, in fact, negative electrical power, which lies in
the second and third quadrant, as illustrated by the shaded region in the Fig. 6.2.
For further details regarding the reactive power peaks phenomenon in hydrodynamic
WEC control, readers are referred to the Chapter 8 (Section 8.1) of this thesis. From
now on, in this chapter, reactive power in the hydrodynamic context will be referred
to as ‘reactive mechanical power ’. In contrast, reactive power in the electrical sense
will be referred to as ‘reactive electrical power ’.
As discussed in Section 6.1, standard results for impedance-matching-based control
cannot be straightforwardly implementable in practice and require practical considera-
tions for implementation [182]. Aiming to find an implementable structure for WEC
control, and considering the impedance-matching condition, the frequency-domain
description of the system G0(s) can be, in general, expressed as6.2:

G0(s)
∣∣∣∣∣
s=ȷω

= Re (G) + ȷIm (G) . (6.8)

6.2For the sake of simplicity of notation, let Re(G) = Re {G(ȷω)} and Im(G) = Im {G(ȷω)}
denote the real-part and imaginary-part operators, respectively.
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Consequently, an alternative expression for the optimal relationship between Fe(ω)
and V opt(ω) (force-to-velocity mapping), as given in (6.5), can be obtained as:

V opt(ω)
Fe(ω) = T opt

fe 7→v(ω) = Re(G)2 + Im(G)2

2Re(G) . (6.9)

By utilising the definitions provided in Eqs. (6.8) and (6.9), it is possible to express
the optimal feedforward controller that satisfies the impedance-matching condition as:

Hff(ω) = Re(G) + ȷIm(G)
2Re(G) , (6.10)

such that:

T opt
fe 7→v(ω) = (1 −Hff(ω))G0(ȷω). (6.11)

The LiTe-Con method aims to approximate the frequency-domain mapping Hff(ω)
using a parametric LTI-stable and implementable dynamical system HLC

ff (s) through
the use of system identification algorithms [164, 187, 188], i.e.:

HLC
ff (s)

∣∣∣∣∣
s=ȷω

≈ Hff(ω), (6.12)

for ω ∈ W = [ωl, ωu], which represents the target frequency band for controller
approximation. HLC

ff (s) represents the LiTe-Con feedforward mapping. The LiTe-Con
offers a comprehensive control solution, effectively addressing panchromatic sea-states
characterised by a power spectral density predominantly confined within W = [ωl, ωu].
Tuning the LiTe-Con involves a global approximation using ∥ · ∥2. To meet this
requirement, the following condition must be fulfilled:

∥HLC
ff (ȷω) −Hopt

fex 7→fu
(ω)∥2 < ϵ, (6.13)

where ϵ represents an acceptability level, serving as a design criterion. The controller’s
acceptability relies on power absorption within the frequency band W = [ωl, ωu],
making it a crucial design parameter aimed at maximising power absorption. When
implementing LiTe-Con in a practical setting, it is crucial to have a constraint handling
mechanism in place, to avoid causing damage to the mechanical system. In [184],
a constraint handling mechanism is proposed that involves the use of a constant
value k ∈ [0, 1]. This mechanism ensures that the resulting control force reference
f ref

pto (t) for Gen-SC control can be expressed as:

f ref
pto(t) =

[
kHLC

ff (s) + (1 − k)
]
fe(t), (6.14)

Eq. (6.14) suggests that, for the target frequency band W, the LiTe-Con controller
matches the optimal expression in equation (6.9) when k = 1. Conversely, when
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k = 0, the output of the force-to-velocity mapping is set to zero, thereby halting the
device motion (assuming ideal estimation of fe(t)), as illustrated in Fig. 6.3 for a
heaving point absorber WEC (geometry presented in Fig. 6.8). In particular, Fig. 6.3
presents two plots side-by-side, with the left plot showing the frequency response of
the LiTe-Con controller feedforward mapping HLC

ff (ω), as well as the optimal (target)
feedforward controller mapping Hopt

ff (ω). The right plot shows the force-to-velocity
mapping of the overall system including LiTe-Con controller TLC

fe 7→v(ω), along with the
optimal (target) force-to-velocity response T opt

fe 7→v(ω). The yellow shaded region in
the Fig. 6.3 represents the frequency range that was chosen for controller synthesis,
i.e. W, which correspond to the panchromatic sea-states, where the power spectral
density is mainly contained within W = [ωl, ωu]. Moreover, the impact of varying the
constant value k, used for constraint handling, is demonstrated on both frequency
response mappings. It is worth noting that the device motion (displacement) is limited
to the operational range of [−1.5, 1.5] [m]. In the constrained LiTe-Con case, the
appropriate values of k are determined through exhaustive simulations for each sea
state considered, assuming full knowledge of the excitation force. Specifically, for each
sea state with peak period Tp ∈ [5, 12] [s], the resulting optimised values of k, that
maintain operation within the physical constraints of the device, are shown in Fig. 6.4.

6.2.1 Dynamic constraint handling mechanism: LiTe-Con+

In the LiTe-Con+ control strategy for WEC systems [189], a dynamic constraint
handling mechanism is introduced to address the limitations of the static gain-based
constraint handling used in the LiTe-Con. While the LiTe-Con has shown effectiveness
in various operating scenarios, its conservative constraint handling can limit control
performance, particularly in scenarios where displacement limits are frequently reached.
The LiTe-Con+ addresses this limitation by using an online estimation of the envelope
of the excitation force to implement a time-variant constraint handling strategy. Since
the excitation force is an exogenous factor that does not depend on the instantaneous
dynamics of the system under linear operating conditions, the constraint handling
action can be decoupled from the system motion, simplifying stability considerations.
By using real-time estimates of the excitation force envelope, the LiTe-Con+ can
provide more effective control, leading to increased energy absorption.
It is important to note that the main distinction between the LiTe-Con, given in
Eq. (6.14), and the LiTe-Con+ lies in the nature of the adjustment of the gain
parameter k. In the LiTe-Con+, the gain used for constraint handling is a time-
varying one, which is determined dynamically and updated continuously over time,
as explained in the following.
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Figure 6.3: Frequency-response mappings of the LiTe-Con. In particular, the left column
illustrates HLC

ff (ω) (dashed line), together with the optimal feedforward mapping Hopt
ff (ω)

(solid line). The right column depicts the force-to-velocity mapping associated with the
LiTe-Con, i.e., T LC

fe 7→v(ω) (dashed line), along with the optimal force-to-velocity frequency
response T opt

fe 7→v(ω) (solid line). The effect of the constraint handling mechanism for
k ∈ {0.58, 0.4, 0.24, 0.13, 0.080}, is depicted with dotted lines.
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Figure 6.4: Optimised k values for sea states with peak periods Tp ∈ [5, 12] [s].
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Past Values: Predicted Values:

Time

Figure 6.5: Envelope estimation algorithm.

Envelope estimation: The LiTe-Con+ control strategy adapts the constraint han-
dling gain k based on online estimation of the envelope of the excitation force
fe(t). Considering the excitation force can be assumed to be a quasi-periodic
non-stationary process [181], given by:

fe(t) ≈ E(t) cos
(∫

ωe(t)dt
)
, (6.15)

where E(t) denotes the instantaneous amplitude of fe(t). To estimate E(t), a
methodology, presented in [189], is employed, resulting in an amplitude estima-
tion denoted as Ê(t). The envelope estimation approach involves interpolating
the set of local maxima of |fe(t)|, Pk, within a time window that spans both
past and, if available, future values of fe(t), for which a forecasting strategy
can be used. Fig. 6.5 illustrates the typical steps involved in estimating the
envelope. The key components of the algorithm include identifying the set of
local maxima Pk within the time window, obtaining the absolute value of fe(t),
and determining the current time t0 and the envelope estimate Ê(t0).

It should be noted that the time windows for past and predicted values have
lengths of Wp and Wf , respectively, and the total length of the time window
is WT = Wp +Wf , as depicted in Fig. 6.5. Finally, the estimate Ê(t) can be
obtained by interpolating the set of local maxima Pk, using standard interpolation
techniques like cubic spline interpolation.
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Figure 6.6: Various possibilities for mapping K.

Dynamical mapping and constraint gain: To achieve the desired time-varying
modulation of the gain k, and obtain a time-varying version of (6.14), a
mapping K : R+ 7→ [kmin, kmax] is necessary. This mapping transforms the
estimated envelope into the resulting modulation of k. Three tuning parameters
are used to define this mapping: Emax, which is an estimate of the expected
maximum value of the envelope, and kmin and kmax, which are the minimum
and maximum interval limits for the modulation of k(t), respectively. A set of
curves, given by the exponential family, is used to define the mapping:

K : k(t) =
{

κ1eκ2Ê(t) + κ3 if 0 ≤ Ê(t) ≤ Emax

kmin if Ê(t) > Emax
, (6.16)

which is shown in Fig. 6.6, and depending on the mapping, κ1, κ2, and κ3 ∈ R,
in (6.16) can be easily fitted using basic curve fitting algorithms, with Emax,
kmin, and kmax. In this case, a linear mapping is used, which is illustrated by a
solid green line in Fig. 6.6.

Now, Eq. (6.14) can be updated to show the time-varying constraint handling
gain k(t) as follows:

f ref
pto(t) =

[
k(t)HLC

ff (s) + (1 − k(t))
]
fe(t). (6.17)

Hence, Eq. (6.17) provides a PTO force reference generated by the LiTe-Con+
with time-varying k(t), which will be tracked by a Gen-SC controller presented
in the following section.
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Figure 6.7: Device-side control structure including LiTe-Con+ (and LiTe-Con) and Gen-SC
control.

6.3 Lyapunov-based Gen-SC Controller

For the Gen-SC, as well as other power converters in the complete W2G system,
Lyapunov control is chosen, since the power converters are intrinsically nonlinear, with
Lyapunov control being especially effective for nonlinear systems. Among the typical
nonlinear controllers used for power converter control, Lyapunov-based stabilising
control is computationally efficient and ensures the stability of the system using the
Lyapunov stability criterion [190]. The theoretical development and application of
various Lyapunov-based techniques to a wide range of practical engineering systems,
such as electric machines and robotic systems, are presented in [191]. The control
objectives of Gen-SC control can be summarised as follows:

1. Maximum power extraction from the waves by tracking a reference PTO
force f ref

pto(t) generated through hydrodynamic (LiTe-Con+/LiTe-Con/passive
damping) WEC controllers.

2. Generator Copper (Cu)-loss minimisation by regulating the LPMG stator d-axis
current ids to zero.

Fig. 6.7 shows the device-side control structure, including the hydrodynamic LiTe-
Con+ controllers. The LPMG d- and q-axis currents are controlled via the Gen-SC.
In this regard, it is evident, from Eq. (5.14), that the force generated by the
LPMG can be controlled with only q-axis current iqs. Therefore, iref

qs is generated
by using Eq. (5.14) as:

iref
qs = − 2τ

3ψP M

f ref
pto , (6.18)
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where f ref
pto represents the PTO force reference generated by the hydrodynamic

controllers, i.e. Eq. (6.17) for LiTe-Con+, Eq. (6.14) for LiTe-Con, and Eq. (6.6) for
passive damping controllers, respectively. Additionally, iref

ds is set to zero, to minimise
generator Cu-losses. To this end, the following tracking error signals are introduced:

e1 = x1 − iref
ds , (6.19)

e2 = x2 − iref
qs . (6.20)

To achieve control objectives 1 and 2, listed above, e1 and e2 must be regulated to
zero. Using (5.33) and (5.34), the dynamics of e1 and e2 can be derived as:

ė1 = −Rs

Ls

x1 + ωex2 − 1
Ls

x6µds − ˙
iref
ds , (6.21)

ė2 = −ωex1 − Rs

Ls

x2 − ωe

Ls
ψP M − 1

Ls

x6µqs − ˙
iref
qs . (6.22)

To drive e1 and e2 to zero, ė1 and ė2 are forced to behave as:

ė1 = −c1e1, (6.23)

ė2 = −c2e2, (6.24)

where c1 > 0 and c2 > 0 are design parameters. Then, the comparison of Eqs.
(6.21) and (6.22) with Eqs. (6.23) and (6.24), respectively, results in the following
control laws for the Gen-SC:

µds = 1
x6

[−Rsx1 + ωeLsx2 + c1e1Ls − Ls
˙
iref
ds ], (6.25)

µqs = 1
x6

[−ωeLsx1 −Rsx2 − ωeψP M + c2e2Ls − Ls
˙
iref
qs ]. (6.26)

6.3.1 Stability analysis

The stability of the Gen-SC control system is established by utilising Lyapunov
stability criteria. In particular, it is investigated that the controllers presented in
Eqs. (6.25) and (6.26), can force the state variations (errors), denoted as e1 and e2,
to converge to zero. The system is considered asymptotically stable if the proposed
Lyapunov function V1(e), where e =

[
e1 e2

]⊺
, satisfies the following properties:
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V (0) = 0;
V (e) > 0, ∀ e ̸= 0;
V (e) = 0, as ∥e∥ = 0;
V̇ (e) < 0, ∀ e ̸= 0.

(6.27)

A typical choice of a candidate Lyapunov function is a quadratic form of state variations
(errors e). In this case, the Lyapunov function is chosen as V1(e) = 1

2e⊺Q1e, where
Q1 ∈ R2×2 is a symmetric positive definite matrix. The selection of Q1 allows
some flexibility in choosing the candidate Lyapunov function [192]. For simplicity, we
consider Q1 = I2 ∈ R2×2, resulting in the following energy-like quadratic Lyapunov
function for the Gen-SC system.

V1(e) = 1
2(e2

1 + e2
2). (6.28)

It is evident that the Lyapunov function V1(e) satisfies the first three stability properties
as expressed in (6.27). The fourth property in (6.27) can be achieved by employing
the control laws derived in Eqs. (6.25) and (6.26). In order for the system to be
asymptotically stable, the time derivative of V1(e), denoted as V̇1(e), must be negative
definite, i.e. V̇1(e) < 0. By differentiating (6.28), we obtain:

V̇1(e) = e1ė1 + e2ė2 (6.29)

Substituting expressions for ė1 and ė2 from (6.23) and (6.24), respectively, into (6.29)
yields:

V̇1(e) = −c1e
2
1 − c2e

2
2. (6.30)

Equation (6.30) shows that V̇1(e) < 0; thus, asymptotically stability of the equilibrium
[e1, e2]⊺ = [0, 0]⊺, is achieved.

6.4 Results

This section provides the performance assessment of the device-side control part of
the high-performance W2G control scheme, for a direct-drive wave energy conversion
system. The WEC geometry considered here, along with its dimensions, is shown in
Fig. 6.8. For numerical simulation, the sea states (irregular waves) under consideration,
based on a JONSWAP spectrum [123], have a fixed significant wave height of
Hs = 2 [m], with the peak wave period Tp ∈ [5, 12] [s], and a peak shape parameter
γ = 3.3. In order to obtain statistically consistent results, a total of 20 realisations
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Figure 6.8: Full-scale CorPower-like device considered in this case study. Dimensions are in
metres. The acronym SWL stands for still water level and the letter G is used to denote the
center of gravity of the device.

are considered for each sea state, with each realisation having a duration of 200
times the peak wave period Tp.
In the following, a series of plots is presented to illustrate the behaviour of various
parameters for the considered range of wave periods, i.e. Tp ∈ [5, 12] [s]. These plots
depict the absorbed power, converted power, peak-to-average power (PTAP) ratio for
the converted power, and the maximum PTO force. The absorbed hydrodynamic power
represents the mechanical output of the WEC, while the converted power corresponds
to the electrical power generated by the PTO, measured at the output of the Gen-SC.
The obtained results, using LiTe-Con+ and LiTe-Con, are compared with benchmark
passive damping (resistive loading) control, commonly used in the literature for grid
integration of WECs. The comparison is illustrated in Fig. 6.9. In particular, Fig. 6.9(a)
compares the absorbed hydrodynamic power for all the controllers considered here.
The LiTe-Con+ and LiTe-Con outperform the passive damping controller, due to their
broadband reactive nature, which is particularly effective for realistic irregular waves.
Additionally, the dynamic constraint handling mechanism of LiTe-Con+ manages to
use the operational range very effectively, and it performs better than the LiTe-Con
which has a static constraint handling mechanism, for the same position constraint
limits, i.e. [−1.5, 1.5] [m]. As a result, the converted power is significantly greater
for both reactive controllers, i.e. LiTe-Con+ and LiTe-Con, compared to the passive
damping controller, as illustrated in Fig. 6.9(b). However, for longer wave periods
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Figure 6.9: Performance comparison of LiTe-Con+, LiTe-Con and passive damping control
for the totality of sea-states considered. (a) Absorbed power [kW], (b) Converted power
[kW], (c) Peak-to-average power ratio of the converted power, and (d) Maximum PTO
(control) force [N]

(Tp > 10 [s]), there is a significant drop in converted power for both LiTe-Con+ and
LiTe-Con, due to increased Cu-losses in the LPMG stator, which are not accounted
for in the LiTe-Con/LiTe-Con+ hydrodynamic model. The increase in Cu-losses for
longer periods can be attributed to the increased PTO force requirements of both
LiTe-Con+ and LiTe-Con, resulting in increased stator current and increased Cu-losses.
This phenomenon of increased Cu-losses at longer periods is also reported in the
literature, e.g., in [94, 193, 194]. Fig. 6.9(c) shows the PTAP ratios for the three
hydrodynamic WEC controllers, which illustrate that the passive damping controller
has the lowest PTAP ratios (around 10), consistent with this type of controller [194].
On the other hand, the PTAP ratios for both LiTe-Con+ and LiTe-Con are consistently
higher than the passive damping controller, for the range of wave periods considered
here, due to their multi-frequency reactive nature. For periods Tp > 10 [s], the
PTAP ratios for LiTe-Con+ and LiTe-Con increase significantly due to increased PTO
force requirements. However, it is essential to note that the increase in PTAP ratios
comes with a significant increase in absorbed power (see Fig. 6.9(a)). Furthermore,
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Figure 6.10: Comparative analysis of dynamic range for LiTe-Con+ and LiTe-Con for a
sea-state with Hs = 2 [m], Tp = 8.5 [s] and γ = 3.3. A histogram of operation range [−1.5,
1.5] [m] with 500 bins is considered here.

Fig. 6.9(c) also depicts another interesting result: PTAP ratios for LiTe-Con+ are
lower than that of LiTe-Con, due to better power absorption capability owing to the
improved time-varying constraint handling mechanism. Finally, Fig. 6.9(d) presents
the peak PTO force requirements of the three hydrodynamic controllers. As expected,
LiTe-Con+ and LiTe-Con require more peak PTO forces than the passive damping
controller, due to their broadband reactive nature.
The enhanced performance of the LiTe-Con+ controller can be attributed to its
superior utilisation of the operational range, as demonstrated in Fig. 6.10. Specifically,
a histogram is presented in Fig. 5.10 to visualise the operational range of both LiTe-
Con+ and LiTe-Con controllers. The histogram consists of 500 bins covering a range of
[−1.5, 1.5] [m], and illustrates the frequency of device displacement occurrences within
each bin, for both controllers. The histogram highlights the significant improvement
in operational range utilisation achieved by the LiTe-Con+ controller, compared to
LiTe-Con, by employing a dynamic constraint handling mechanism, with an increased
frequency of occurrence around the constraint limits of −1.5 [m] and 1.5 [m]. Hence,
the LiTe-Con+ reacts promptly to changes in the excitation force, while staying within
its operating limits, and making optimal use of its operating range.
Naturally, the enhanced power capture performance of the LiTe-Con+ and LiTe-Con
controllers come with increased capital costs. First, the higher PTO force requirement
has implications for the necessary rating of the LPMG, resulting in higher costs for the
PTO system. Additionally, higher PTAP values, particularly at longer wave periods,
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Figure 6.11: Tracking performance of the Gen-SC controller: (a) PTO force [N], (b) d-axis
stator current [A], (c) q-axis stator current [A]. The highlighted sections are zoomed in plots
presented on the right side of the respective plots.

necessitate higher ratings for the power conversion and storage systems. These
factors contribute to elevated equipment costs within the powertrain, leading to higher
capital expenditure. It is important to note that optimisation-based controllers, such
as model predictive control (MPC), can incorporate constraints on maximum PTO
force and Cu-losses more elegantly, reducing both the PTO force requirements and
associated losses [94]. However, such formulations introduce additional computational
complexity and may not be well-suited for real-time implementation due to increased
computational costs. Furthermore, it should be acknowledged that there is a trade-off
between performance, constraint handling, and powertrain equipment costs. While
optimisation-based controllers may offer economic benefits by incorporating constraints
on peak PTO force, reactive power, and stator current requirements [195–197], the
main advantage of LiTe-Con (LiTe-Con+) is that it is a fixed LTI controller, which is
computationally simpler, but may also be more attractive to industrial practitioners.
In the following, typical tracking performance of the Lyapunov-based Gen-SC controllers
is evaluated using time series plots, for a single sea state. The properties of the sea state
under consideration are a peak wave period of Tp = 8.5 [s], which is the average value
between the extremes of the complete wave period range of [5, 12] [s], and a significant
wave height of Hs = 2 [m]. The tracking performance of the Lyapunov-based Gen-SC
controller is illustrated in Fig. 6.11 (a), (b), and (c), clearly demonstrating that the
PTO force reference, provided by the LiTe-Con controller, is accurately tracked by
the actual PTO force fpto(t), achieved by tracking the stator q-axis current x2(t)
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of the LPMG to its reference iref
qs (t). Additionally, the control strategy effectively

minimises Cu-losses in the generator by regulating the d-axis current x1(t) to zero. It
is worth noting that Fig. 6.11 (a), (b), and (c) also depict the tracking performance
of an alternative Proportional-Integral (PI) controller, predominant in the literature
concerning wave energy grid integration, which exhibits inferior performance compared
to the Lyapunov-based control in accurately tracking the reference signals. While the
Lyapunov controller demonstrates good tracking performance, it is crucial to recognise
that the objective of extracting maximum power from the waves relies heavily on
the quality of the PTO force reference f ref

pto generated by the hydrodynamic control,
which is depicted in Fig. 6.9(a), where it can be observed that the power absorbed
by the wave energy conversion system is consistently lower for a passive damping
controller, in comparison to the LiTe-Con and LiTe-Con+ controllers, irrespective
of the type of controller employed for the Gen-SC.

6.5 Conclusions

This chapter presents the device-side control part of the high-performance W2G
controller for a direct-drive heaving point absorber-based wave energy conversion
system. First, the principle of impedance-matching, which provides basics for the
WEC hydrodynamic control, including finite-order sub-optimal realisation, such as
a passive damping hydrodynamic controller, is introduced. Then, a panchromatic
finite-order approximation of the impedance-matching condition, i.e. LiTe-Con (and
LiTe-Con+), is presented, which is utilised to provide a PTO force reference to the
Gen-SC controller for maximum power extraction from waves. The use of LiTe-Con
(and LiTe-Con+) enables the wave energy conversion system to extract more power
from waves compared to a passive damping controller. Additionally, both LiTe-Con
and LiTe-Con+ also provide position constraint handling mechanisms, while no such
mechanism is available in passive damping control. Utilising time-varying (dynamic)
constraint handling in the LiTe-Con+ leads to superior power absorption performance
compared to LiTe-Con, achieved by effectively utilising the operational range of the
system, while ensuring that the device remains within its position constraints.
While the reactive broadband controllers (LiTe-Con and LiTe-Con+) offer the advantage
of delivering more power compared to passive damping control, there are certain
implications to consider in terms of equipment ratings and costs. The reactive
mechanical power requirements of LiTe-Con (and LiTe-Con+), and higher PTAP ratios
for the converted power, result in increased rating requirements for the PTO and
power conversion equipment in the powertrain. This consideration highlights the need
to limit the amount of reactive mechanical (negative electrical) power transmitted to
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the WEC from the DC link, as it affects the overall system performance and equipment
ratings. However, imposing a constraint on reactive mechanical power introduces
nonlinearity and significantly increases the control complexity. In the case of relatively
simple WEC controllers [182], such as LiTe-Con, the focus is on maintaining low
complexity , but with effective constraint handling. Nonetheless, more sophisticated
controllers, such as pseudo-spectral and MPC, offer possibilities for addressing these
constraints at the expense of increased computational complexity [195–197]. These
advanced control strategies provide avenues for optimising the system performance
while effectively managing equipment ratings and costs.
Lyapunov-based nonlinear controllers are used here for Gen-SC control to track the
PTO force reference provided by the hydrodynamic controllers, demonstrating overall
better tracking performance than PI controllers, commonly used in the literature
regarding wave energy grid integration. Furthermore, the Lyapunov-based control
synthesis procedure not only achieves desirable control performance but also guarantees
the stability of the electrical section of the device-side subsystem.
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As mentioned in Chapter 6, the W2G control framework includes device-side, grid-side,
and storage subsystem controllers. This chapter focuses on the grid-side and storage
subsystem control parts of the overall W2G control framework in addition to the energy
management system (EMS), which provides a supervisory control mechanism for both
grid-side and storage controllers. The control objectives of the Grid-SC controller
include maximum active power injection and zero reactive electrical power injection
(unity power factor control), which are achieved by tracking iref

dg and iref
qg currents

provided by the EMS. On the other hand, the storage system controller tracks iref
uc ,

also provided by the EMS, and achieves the following control objectives:

1. DC bus voltage regulation: The storage system controller absorbs peaks in
the output power generated by the wave energy converter (WEC), denoted as
Pwec, and regulates the DC bus voltage. This helps improve power quality by
smoothing out fluctuations in power output.

99
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2. Reactive hydrodynamic control support: The storage system controller
provides negative (reactive) power to the device-side, enabling support for
reactive hydrodynamic control strategies, i.e. LiTe-Con and LiTe-Con+.

3. Grid low-voltage ride-through (LVRT) support: During grid fault events,
the storage system controller ensures that the system remains connected to the
grid and provides support to ride through low-voltage conditions.

The primary objective of this chapter is to provide a comprehensive description
of the grid-side control, storage control, and the EMS. Specifically, the Lyapunov-
based nonlinear controllers for grid-side converter (Grid-SC), along with synchronous
reference phased locked loop (SRF-PLL) for grid phase tracking, are detailed in
Section 7.1. Section 7.2 then describes a Lyapunov-based controller for the buck-
boost converter connected to the UC-storage subsystem, performing DC bus voltage
regulation, reactive hydrodynamic control support, and grid support during grid faults.
In Section 7.4, a supervisory EMS is presented, which ensures optimal operation
of storage and Grid-SC controllers by providing the current references for grid-side
and storage controllers. Section 7.5 presents results for both control systems, while
Section 7.6 concludes this chapter.

7.1 Lyapunov-based Grid-SC controller

The Grid-SC control is responsible for maximum active power and zero reactive
electrical power (unity power factor) injection into the grid. A synchronous reference
frame phase-locked loop (SRF-PLL) is utilised for grid phase tracking to ensure
proper synchronisation with the grid voltage. Details of the SRF-PLL can be found in
Section 7.1.1. The d-q-axis current references, denoted as iref

dg and iref
qg , are determined

by the EMS discussed in Section 7.4. Specifically, iref
dg is responsible for achieving

maximum active power injection to the grid, contributing to efficient energy transfer.
On the other hand, the value of iref

qg depends on the operating mode, varying between
normal grid operation and fault conditions, as provided by the EMS. Under normal
grid operation, iref

qg is set to zero for unity power factor control, while iref
qg is not

zero during grid faults as determined by the EMS to support grid fault. The Grid-SC
control structure is shown in Fig. 7.1.
The current tracking errors are defined as:

e3 = x3 − iref
dg (7.1)

e4 = x4 − iref
qg (7.2)
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Figure 7.1: Grid-SC control structure.

To achieve the control objectives of maximum active power injection and zero reactive
power injection into grid, e3 and e4 must be regulated to zero. Using (5.35) and
(5.36), the dynamics of e3 and e4 can be derived as:

ė3 = −Vdg

Lf

− Rf

Lf

x3 + ωox4 + x6

Lf

µdg − ˙
iref
dg (7.3)

ė4 = −Vqg

Lf

− ωox3 − Rf

Lf

x4 + x6

Lf

µqg − ˙
iref
qg (7.4)

To drive errors e3 and e4 asymptotically to zero, ė3 and ė4 are forced to behave as:

ė3 = −c3e3 (7.5)

ė4 = −c4e4 (7.6)

where, c3 > 0 and c4 > 0, are controller design parameters. Comparing Eqs. (7.3)
and (7.4) to Eqs. (7.5) and (7.6) results in the following control laws for the Grid-SC:

µdg = 1
x6

[Vdg +Rfx3 − ωoLfx4 − c3e3Lf + Lf
˙
iref
dg ] (7.7)

µqg = 1
x6

[Vqg + ωoLfx3 +Rfx4 − c4e4Lf + Lf
˙
iref
qg ] (7.8)
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7.1.1 Grid Synchronisation and phase-locked loop

A synchronous reference frame phase-locked loop (SRF-PLL) is used to estimate the
frequency and phase of the grid. The SRF-PLL is a closed-loop feedback control
system designed to synchronise its output signal with the reference input signal, which
in this case, is the grid voltage. Ideal grid conditions are assumed, i.e. the grid is
supposed to be a sinusoidal voltage source with constant frequency. A synchronous
reference frame PLL is employed here due to its simplicity and accuracy for estimating
the grid phase under ideal grid conditions [198]. The structure of an SRF-PLL is
shown in Fig. 7.2, which includes various components, such as a phase detector,
low-pass filter, and voltage-controlled oscillator (VCO), working together to track and
synchronise the grid frequency and phase. By accurately estimating the grid frequency
and phase, the SRF-PLL ensures proper synchronisation of the Grid-SC with the grid
voltage, enabling effective control and operation of the system.

Figure 7.2: SRF-PLL structure for grid phase tracking.

The following 3-phase input grid voltages are assumed:

vga = Vgsin(θg)

vgb = Vgsin(θg − 2π
3 )

vgc = Vgsin(θg − 4π
3 ),

(7.9)

where Vg and θg denote the amplitude and phase of three-phase grid voltages,
respectively. Using Park [169] and Clarke [199] transformations, the d-axis voltage Vdg

is aligned with Vg, while Vqg is orthogonal to the d-axis. The phase error information
is contained in Vqg, and a PI controller is used to regulate it.

Gc(s) = kps+ ki

s
. (7.10)

The output of the PI controller uP I is an actuation signal, added to the centre frequency
ωc. The second sum block in Fig. 7.2 generates the estimated frequency in radians,
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which is then used to estimate the phase angle θ̂g through the voltage-controlled
oscillator. The closed-loop transfer function of the PLL system is obtained as follows:

GCL(s) = Vg(kps+ ki)
s2 + Vgkps+ Vgki

. (7.11)

The closed-loop transfer function GCL(s) in (7.11) can be represented as a second-
order transfer function of the form:

GCL(s) = 2ζωns+ ω2
n

s2 + 2ζωns+ ω2
n

, (7.12)

with

ωn =
√
Vgki, and ζ = Vgkp

2
√
Vgki

, (7.13)

where ωn is the bandwidth of the closed-loop PLL system, and ζ is the damping ratio.
The controller gains in Eq. (7.10) are tuned to minimise the phase error, which is
the main objective of the PI controller. The PI controller acts as a low-pass filter to
attenuate measurement noise, with design criteria employed to balance fast-tracking
and noise rejection. It is worth noting that increasing the PLL bandwidth leads to
a faster response time but poor filtering ability.

7.2 Storage system controller

The control of the DC/DC buck-boost converter plays a crucial role in the operation
of the UC storage system within the W2G control scheme. The UC storage system
is responsible for performing three essential tasks. Firstly, it supports reactive
hydrodynamic control using, for example, LiTe-Con or LiTe-Con+, by supplying reactive
mechanical power to the LPMG, when required, enabling reactive hydrodynamic control
implementation in the W2G control framework. Secondly, DC bus voltage regulation
is achieved indirectly by tracking the UC reference current Iref

uc , ensuring that the
DC bus voltage remains within the desired operating range. Thirdly, the UC storage
system provides grid support during grid faults by supplying reactive electrical power.
To achieve these tasks, the UC reference current Iref

uc is generated by a supervisory
EMS, detailed in Section 7.4, which employs a rule-based strategy to determine the
appropriate reference current for the UC storage system. The complete W2G control
block diagram, including the storage controller structure, is shown in Fig. 7.3.
The following tracking error is defined for UC-storage converter control:

e5 = x5 − Iref
uc . (7.14)
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Using Eq. (5.37), the dynamics of e5 are derived as:

ė5 = Vuc

Luc

− Ruc

Luc

x5 − µ78
x6

Luc

− ˙
Iref

uc . (7.15)

To regulate e5 to zero, ė5 is enforced to behave as:

ė5 = −c5e5 + e6, (7.16)

where, c5 > 0 is an additional design parameter. e6 is now defined as the DC
bus voltage error, as follows:

e6 = x6 − V ref
dc . (7.17)

The control law µ78 is easily obtained by comparing Eqs. (7.15) and (7.16) as:

µ78 = 1
x6

[(Vuc −Ruc)x5 + c5e5Luc − e6Luc − Luc
˙

Iref
uc ]. (7.18)

It is worth mentioning that e6 is introduced in (7.18) as an extra term to adjust
the DC bus voltage. The incorporation of e6 in (7.18) enables an indirect control
of the DC bus voltage through the UC-based buck-boost converter controller. The
dynamics of e6 will be introduced later.

7.3 Stability analysis

Similar to the Gen-SC controller, the stability of the Grid-SC and storage system
controllers can be established using the Lyapunov stability criterion. In this regard, a
commulative Lyapunov candidate function is defined for the electrical components of
the W2G powertrain (both device- and grid-sides), using (6.28), as follows:

Vc(e) = V1(e) + 1
2(e2

3 + e2
4 + e2

5 + e2
6). (7.19)
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It is worth noting that Vc(e) possess the first three properties expressed in (6.27). To
satisfy the fourth property, i.e. V̇c(e) < 0, ∀ e ̸= 0, differentiating (7.19) yields:

V̇c(e) = V̇1(e) + (e3ė3 + e4ė4 + e5ė5 + e6ė6). (7.20)

Using (6.29) results in

V̇c(e) = (e1ė1 + e2ė2 + e3ė3 + e4ė4 + e5ė5 + e6ė6). (7.21)

Substituting expressions for ė1, ė2, ė3, ė4, and ė5 from (6.23), (6.24), (7.5), (7.6) and
(7.16), respectively, into (7.21) leads to the following:

V̇c(e) = −c1e
2
1 − c2e

2
2 − c3e

2
3 − c4e

2
4 − c5e

2
5 + e6(e5 + ė6). (7.22)

To verify that V̇ (e) < 0, ė6 is defined as follows:

ė6 = −c6e6 − e5, (7.23)

where c6 > 0 is yet another design parameter. Utilising (7.16), V̇c(e) is updated as:

V̇c(e) = −c1e
2
1 − c2e

2
2 − c3e

2
3 − c4e

2
4 − c5e

2
5 − c6e

2
6. (7.24)

Eq. (7.24) indicates that V̇c(e) < 0, implying that the equilibrium, [e1, e2, e3, e4, e5, e6]⊺

= [0, 0, 0, 0, 0, 0]⊺, is asymptotically stable. It is important to note that DC bus voltage
V bus

dc regulation is achieved indirectly by controlling the UC current Iuc. Specifically,
the convergence of the error e6 depends on the convergence of e5, and introducing
e6 indirectly imposes a constraint on e5.

7.4 Energy management system

The energy management system (EMS) serves as a supervisory control mechanism
in the overall W2G control scheme. The EMS plays a vital role in coordinating
the operation of the storage converter (DC/DC buck-boost converter) and Grid-
SC controllers, ensuring continuous and controlled W2G operation and responding
effectively to normal and fault conditions. The flowchart, shown in Fig. 7.4, illustrates
the operation of the EMS under both normal operating conditions and during
fault events.
During normal grid operation, the main objective of the EMS is to ensure that the
UC storage fulfils two tasks: (1) regulating the DC bus voltage and (2) providing
support for reactive hydrodynamic Lite-Con (and LiTe-Con+) control. Furthermore,
the EMS supplies the current references, i.e. iref

dg and iref
qg , to the Grid-SC controller,
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Figure 7.4: Energy management system overview.

enabling maximum active power and zero reactive electrical power injection into the
grid. The power extracted from the WEC, denoted as Pwec, is divided into two
components using a low-pass filter (LPF) as follows:

Pwec = P̃wec + Pwec. (7.25)

Implementing filter-based power splitting methods is a common approach in the
literature, particularly for applications involving hybrid energy storage systems (HESS)
[17, 200]. However, determining the optimal cut-off frequency (time constant) for the
low-pass filter to maximise DC bus voltage regulation performance is a challenging
task. The relationship between DC bus voltage regulation and the filter cut-off
frequency is complex, and selecting the cut-off frequency for the EMS involves a
trial-and-error process. Consequently, the cut-off frequency selection for the EMS
is ultimately achieved by trial and error, with minimum DC bus voltage variance
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achieved with a cut-off frequency of 0.02 [Hz]. The high-frequency component of
power, denoted as P̃wec in (7.25), is utilised to derive a reference signal for the UC
(storage) controller. The UC controller absorbs the high-frequency fluctuations in
Pwec and regulates the DC bus voltage. The saturation block, depicted in Fig. 7.4,
ensures that the UC storage meets the necessary negative power (reactive mechanical
power) required for LiTe-Con (or LiTe-Con+). On the other hand, the low-frequency
(averaged) component Pwec of the power is fed into the inverter and used to generate
the current reference signal iref

dg for the Grid-SC control.
During a grid fault event, the EMS ensures that the grid is supported by providing a
reactive current iqg proportional to the voltage sag caused by the fault using the UC
storage. As a result, the reference current iref

qg is non-zero throughout the duration
of grid faults. Therefore, in addition to the reactive LiTe-Con and DC bus voltage
regulation components, the UC reference current Iref

uc also includes a third component
that provides grid fault support, as illustrated in Fig. 7.4.

7.5 Results

In this section, the performance of the Grid-SC and storage controllers are assessed
by analysing time-series plots. Similar to the Gen-SC controller, the time-series plots
presented here correspond to an irregular sea-state characterised by a JONSWAP
spectrum[152], with Hs = 2 [m], Tp = 8.5 [s] and γ = 3.3.
The tracking performance of the Grid-SC control is presented in Fig. 7.5. Both d-axis
and q-axis currents are accurately tracked, with minimal errors achieved through
Lyapunov control. Fig. 7.5 also illustrates a significant degradation in tracking
performance when an alternative benchmark PI controller is used, primarily due to
its inability to handle system nonlinearities. The objective of achieving maximum
active power injection is accomplished by accurately tracking the d-axis current
x3(t) to its reference value iref

dg , which is generated by the EMS at the DC bus.
Fig. 7.5(a) demonstrates that the injected current varies according to the wave profile.
Furthermore, regulating the q-axis current x4(t) to zero ensures zero electrical reactive
power injection, resulting in a unity power factor for the injected grid power.
The tracking performance of the storage controller is presented in Fig. 7.6. In particular,
Fig. 7.6(a) depicts the absorption of high-frequency power components by the UC
storage at the DC bus, as allocated by the EMS. It is worth noting that, once again,
the Lyapunov controller outperforms the benchmark PI controller in terms of tracking
ability, resulting in a considerably tighter regulation of the DC bus voltage V bus

dc ,
as demonstrated in Fig. 7.6. The indirect control of the UC storage current x5(t)
effectively achieves the objective of maintaining a tightly regulated DC bus voltage,
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Figure 7.5: Tracking performance of the Grid-SC controller (a) d-axis current [A] (b) q-axis
current [A].

Figure 7.6: Tracking performance of the UC storage controller (a) Ultra-capacitor current
[A] (b) DC bus voltage [V].



7. Storage and grid-side control 109

as presented in Fig. 7.6(b). Moreover, integration of the UC system offers several
advantages, including an increase in the captured power through reactive control and
an enhancement in the quality of the supplied grid power by reducing variability.
The quality of injected power is illustrated in Fig. 7.7, with Fig. 7.7(a) showing the
three-phase grid currents. Fig. 7.7(b) confirms the in-phase relationship between the
scaled-down Phase A grid voltage and current, ensuring a unity power factor. The
frequency excursions of the grid power are depicted in Fig. 7.7(c), demonstrating that
the frequency remains within the contingency band of 50 ± 0.5 [Hz] as specified by the
Irish grid codes. Additionally, Fig. 7.8 showcases the grid voltage and current harmonics
for Phase A. According to IEEE Standard 519-1992, the maximum permissible Total
Harmonic Distortion (THD) level for grid voltage and current is 5%. It is evident from
Fig. 7.8 that the current harmonics (0.92%) and voltage harmonics (0.13%) are well
below the limits established by IEEE Standard 519-1992. Hence, the proposed system
complies with grid regulations and exhibits satisfactory power quality.

Figure 7.7: Power quality plots (a) Three-phase injected current [A] (b) Scaled Phase A
grid voltage [V] and Phase A current [A] (c) Frequency variations [Hz].

In the following part of this Section, the low-voltage ride-through (LVRT) performance
of the proposed system is assessed under both symmetric (three line-to-ground or
3-LG) and asymmetric (single line-to-ground or 1-LG) fault conditions. Faults are
simulated at various time instances to evaluate the effectiveness of the control scheme.
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Figure 7.8: Harmonic spectrum: (a) Magnitude of grid current harmonics (b) Magnitude
of grid voltage harmonics.

The timing of the faults is determined based on different injected power values Pg,
and the specific fault times are provided in Table 7.1.

Table 7.1: The Fault event times for both symmetric and asymmetric faults.

Fault No. Fault times [s] Injected grid power Pg

1. 210-210.625 Constant
2. 232-232.625 Increasing
3. 251-251.625 Decreasing

Fig. 7.9 illustrates the response during a symmetrical three-phase (3-ϕ) voltage sag.
Specifically, Fig.7.9(a) presents the voltage at the Point of Common Connection
(PCC), denoted as VP CC , and it shows that the VP CC consistently remains within
limits prescribed by the grid codes. Consequently, the proposed coordinated control
scheme exhibits a robust dynamic response and promptly restores VP CC to its nominal
value, once the fault is cleared. In Fig.7.9(b), there is a slight increase in the DC
bus voltage, V bus

dc , which nevertheless remains in close proximity to the reference
value throughout and after the voltage sags. The output active power Pg experiences
a drop due to the fault, while reactive power Qg is injected using UC storage to
ensure that VP CC remains within limits stipulated by the grid codes, as depicted in
Fig. 7.9(c) and Fig. 7.9(d), respectively.
The performance of the proposed control scheme is also validated under an asymmetric
(1-LG) fault condition. Fig. 7.10 depicts the results obtained during a 1-LG voltage
sag. In particular, Fig. 7.10(a) presents the PCC voltage VP CC , which remains
within the permissible limits during the fault events. However, the voltage exhibits
harmonics due to the presence of an unbalanced fault. Additionally, the magnitude
of the voltage dip is lower compared to that observed during a symmetrical 3-LG
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Figure 7.9: LVRT response of the proposed control scheme under symmetrical 3-LG fault
(a) PCC voltage [p.u.] (b) DC bus voltage [V] (c) Active power Pg injected into the grid
[kW] (d) Reactive power Qg injected into the grid [kVAR].

fault. The DC bus voltage V bus
dc , the injected active power Pg, and the reactive power

Qg, display similar responses as shown in Fig.7.10(b), Fig.7.10(c), and Fig. 7.10(d)
respectively. Thus, the proposed control scheme ensures a robust LVRT response for
both symmetric and asymmetric fault scenarios. It is worth noting that the magnitudes
of the output responses vary depending on the fault occurrence times. For instance,
when the fault occurs during an increasing interval of injected active power, such
as at fault time 232-232.625 [s], the magnitude variations in VP CC , Vdc, and Qg

are the largest. Conversely, the magnitude of the variations is lowest when Pg is
relatively constant (fault time = 210-210.625 [s]).

7.6 Conclusions

This chapter focuses on the grid-side and storage control components of the high-
performance W2G control framework for a direct-drive heaving point absorber-based
wave energy conversion system. Similar to the device-side control, Lyapunov-based
nonlinear controllers are designed for the Grid-SC and the DC/DC buck-boost storage
converter. Once again, it is observed that Lyapunov-based controllers outperform the
benchmark PI controllers typically proposed in the existing literature, particularly in
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Figure 7.10: LVRT response of the proposed control scheme under asymmetrical 1-LG
fault (a) PCC voltage [p.u.] (b) DC bus voltage [V] (c) Active power Pg injected into the
grid [kW] (d) Reactive power Qg injected into the grid [kVAR].

terms of tracking performance. The use of an EMS ensures that the storage system
can support both device-side and grid-side requirements. Specifically, a rule-based
EMS is added to the control scheme to perform three tasks: (1) DC bus voltage
regulation, (2) the mechanical reactive power requirements of LiTe-Con (or LiTe-Con+),
and (3) to support the grid during voltage sags (both symmetric and asymmetric),
via an ultra-capacitor storage system. Furthermore, the proposed control scheme
guarantees compliance with power quality standards, including power fluctuations,
frequency variations, and THD levels, which remain well within limits specified by
typical grid codes and IEEE standards.
The applicability of the proposed W2G control approach can be easily extended to
other WECs, especially on the grid-side of the powertrain. However, it is important
to note that different WECs may respond differently under controlled conditions
on the device side.
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As discussed in Chapter 6, reactive hydrodynamic WEC controllers require reactive
(negative) power at various points in the wave cycle, resulting in an overall better
power absorption than passive damping controllers. Recent experimental results have
revealed a noteworthy occurrence whereby reactive power peaks can surpass active
power levels, posing a challenge for device developers in determining the PTO rating
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of the system. The dilemma lies in deciding whether to accommodate these high
reactive power peaks, or restrict the power flow to rated (active) levels. The causes
underlying these excessive power peaks are poorly understood, leading to considerable
uncertainty regarding their management and mitigation strategies. In this regard, this
chapter presents analytical results on the reactive power requirements for a reactively
controlled WEC. In particular, the reactive power peaks phenomenon is explained in
Section 8.1, and Section 8.2 recalls optimal WEC control fundamentals and describes
a finite order realisation, i.e. reactive proportional-integral (PI) controller, which is
used for analysis in addition to the LiTe-Con. In Section 8.3, reactive power peak
analysis, including the derivation of analytical results, is presented. Section 8.4 presents
illustrative case studies for both matched and mismatched cases (control synthesis
and modelling errors), while Section 8.5 provides a comprehensive discussion on the
significance of the result. Finally, Section 8.6 concludes this chapter.

8.1 Reactive power peak phenomena

Optimal WEC control has been shown to require occasional reverse (reactive) power
flow [151] from the grid side. However, it is important to note that this term differs
from the definition of reactive power in electrical power networks, which is caused

Figure 8.1: Active, and reactive, power flow regions for a wave energy converter under
optimal control.



8. On the reactive power requirements of reactive hydrodynamic WEC control 115

by a phase difference between voltage and current (see, for example, Fig. 6.2). In
the case of WECs, reactive power is identified by a sign difference between force
and velocity (mechanical power) or voltage and current (electrical power). This
distinction is illustrated in Fig.8.1.
In Fig. 8.2, a typical instantaneous power flow profile, for an optimally controlled
WEC, is presented. The green and red shaded areas represent the active (forward) and
reactive (reverse) power flow regions, respectively. It is important to note that not all
WEC control algorithms incorporate reactive power flow, as it requires a bi-directional
wave-to-wire powertrain. For instance, some systems employ a (suboptimal) passive
WEC damping controller [201], which does not rely on reactive power. However, it
should be noted that the power absorption capability of a passive WEC controller
is significantly lower than a reactive WEC controller [18]. Therefore, reactive WEC
controllers are crucial in maximising power absorption from existing WEC infrastructure,
leading to improved overall economic performance. Although reactive control incurs a
small cost overhead relative to the main WEC structure and PTO, their inclusion is
essential for optimal utilisation of the available capital WEC infrastructure.
In a reactively controlled wave energy conversion system, the PTO system must be
capable of handling both active and reactive power peaks while enabling bi-directional
power flow. However, to achieve a cost-effective design, it is crucial to accurately
evaluate the active/reactive peak power requirements of a reactively controlled WEC
system. This assessment is essential for properly sizing the PTO system to maximise
economic value by balancing energy capture capability with capital cost, with the
capacity factor being a key parameter [18, 202]. When reactive power peaks exceed
active power peaks, meaning that the reactive-to-active peak power ratio exceeds
unity, there are significant cost implications for the capacity of the PTO system.
Excessive reactive power peaks may result in over-sizing the PTO system, leading to

Ac�ve Power Flow Region

Reac�ve Power Flow Region

Figure 8.2: A typical instantaneous power flow profile for an optimally controlled WEC
operating in irregular waves. The green shaded region represents active power flow region,
while the red shaded region represents reactive power flow region. However, mean power
flow (energy) is positive overall.
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increased capital costs. Moreover, over-sizing the PTO system can lead to inefficient
operation of the overall system, as the generator may operate in a region where
its efficiency is lower than the optimal operating point. This chapter examines the
occurrence of extreme reactive power peaks in reactive WEC control through analytical
results and illustrative case studies.

8.1.1 Notation and conventions

The notation and conventions followed in this chapter are as follows:
R+(R−) denotes the set of non-negative (non-positive) real numbers. (Z(ω), z(t))
denotes a Fourier transform pair. The symbol ⊕ is used to represent the direct sum
of N matrices , i.e. ⊕N

p=1 Bp = diag(B1, B2, . . . , BN). Finally, when required, the
abbreviations cω ≡ cos(ωt) and sω ≡ sin(ωt) are adopted for notational convenience.

8.2 Optimal WEC control

Recall, from Section 4.2.3, the equation of motion for a controlled WEC (1-DoF),
using the linear potential theory (LPT) assumptions, is given as follows:

Σc :


z̈(t) = M(−Khz(t) − kr(t) ∗ ż(t) + fe(t) − fu(t)),

y(t) = ż(t),
(8.1)

where M = (M +m∞)−1 is generalised mass matrix (a scalar in this case), fe(t) is
the excitation force, kr(t) is the radiation impulse response function. fu represents
the control force applied by the PTO system. The general energy maximising control
problem for WECs can be informally posed as follows [162]:

Maximise
fu(t)

Energy absorption from incoming waves.

Then, from a mathematical perspective, the absorbed energy J over the time interval
[0, T ], where T ∈ R+, can be expressed as:

J =
∫ T

0
Pabs(t)dt, (8.2)

where Pabs(t) = v(t)fu(t) denotes the instantaneous mechanical absorbed power, and
v(t) and fu(t) are the WEC velocity and control force, respectively, with v(t) = ż(t).
Thus, the general solution for the energy maximising control problem can be stated
in terms of the optimal control force profile [162], as follows:

F opt
u (ω) = Z⋆

i (ω)V (ω). (8.3)
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Similarly, the impedance-matching condition of (8.3) can be formulated in terms of
an optimal velocity profile, represented by a purely real mapping, as follows:

V opt(ω) = 1
Zi(ω) + Z⋆

i (ω)Fe(ω) = 1
2Br(ω)Fe(ω). (8.4)

Furthermore, recalling the optimal impedance-matching condition (as a feedforward
structure), presented in Section 6.2, as

V opt(ω)
Fe(ω) = T opt

fe 7→v(ω) = Re(G)2 + Im(G)2

2Re(G) , (8.5)

and,
Hff(ω) = Hopt

fe 7→fu
(ω) = Re(G) + ȷIm(G)

2Re(G) , (8.6)

where G is the input-output frequency response of the WEC dynamics given in
(6.2). It is worth noting that the excitation to control force mapping denoted as
Hopt

fe 7→fu
(ω) in (8.6), corresponds to a feedforward control structure. On the other

hand, the force-to-velocity mapping denoted as T opt
fe 7→v(ω) in (8.5) represents the

mapping between fe (or Fe(ω) in the frequency domain) and V opt(ω), which is
unique regardless of the control scheme employed, whether feedback or feedforward.
Therefore, the following two conditions

(C1) T opt
fe 7→v(ω) = Re(T opt

fe 7→v) ∈ R+ ∧ (C2) Re(Hopt
fe 7→fu

) = 1/2, (8.7)

are valid, ∀ω ∈ R. It should be noted that (C1) is derived from the positive-real
nature of the map G for WEC applications (see, for example, [203]).

8.2.1 Reactive PI control

This section introduces a feedback finite-order realisation of the optimal impedance-
matching condition, i.e., a ‘reactive’ PI controller, since it is used for a comparative
simulation analysis with the LiTe-Con presented in Section 8.4. The reactive PI
controller is widely recognised as a standard feedback control solution in the WEC
literature, and computes the control force as a linear combination of the WEC
system position and velocity:

fu(t) =
[
kz kv

] [z(t)
ż(t)

]
, (8.8)

which, by employing standard properties of the Laplace transform, can be expressed as:

HP I(s) = kzs+ kv

s
. (8.9)
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Equivalently, the representation of the control force in the frequency domain is given by:

Fu(ω) = −HP I(ȷω)V (ω). (8.10)

Within the WEC literature, the PI controllers are often tuned through exhaustive
search procedures. The performance of the PI controllers, measured in terms of
absorbed energy, is normally assessed over a sufficiently large grid of values for kz and
kv. However, considering the impedance-matching condition discussed in Section 8.2,
it is possible to derive analytical conditions for maximising the absorbed energy in
unconstrained scenarios with monochromatic waves. Consequently, the parameters
of the reactive PI controller can be computed as follows:

kz = Re {Γ(ω∗)} , kv = −ω∗Im {Γ(ω∗)} (8.11)

with,
Γ(ω∗) = 1

T opt
fe 7→v(ω∗)

− 1
G(ȷω∗) , (8.12)

and ω∗ a particular frequency where the energy absorption maximisation is targeted.
Hence, the impedance-matching condition is fulfilled for ω∗, when considering HP I(s)
with s = ȷω and ω ∈ R+. By utilising the reactive PI controller structure defined
in Eqs. (8.8) and (8.12), the resulting force-to-velocity mapping corresponds to a
band-pass (resonant) system. The resonance frequency of this system is ω∗, and its
frequency response aligns with the optimal mapping T opt

fe 7→v(ω) exclusively at ω = ω∗.
This alignment preserves the zero phase-locking property the purely real mapping
provided in (8.4). It is important to note that, with the parameter definitions specified
in (8.11), the resulting force-to-velocity mapping can be expressed as follows:

T P I
fe 7→v(ȷω∗) = G(ȷω∗)

1 +G(ȷω∗)HP I(ȷω∗) = T opt
fe 7→v(ω∗). (8.13)

8.3 Reactive power peak analysis

In this section, analytical results are derived for the matched optimal WEC control
conditions presented in Section 8.2. These analytical results contribute to a deeper
understanding of the requirements for reactive power peaks in optimal WEC control.
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8.3.1 Preliminaries

In accordance with standard numerical generation methods for ocean waves (see,
for example, [155]), we assume that the wave excitation force in the time-domain
can be expressed, without loss of generality, as a T0-periodic function defined in
an N -dimensional space, as

fe(t) =
N∑

p=1
[αp cos(pω0t) − βp sin(pω0t)], (8.14)

where ω0 = 2π/T0 is the fundamental frequency associated with fe(t). It is important
to note that fe(t) can be expressed in a more concise form, as

fe(t) = Lfξ(t), (8.15)

where {L⊺
f , ξ(t)} ⊂ R2N are defined as

Lf =
[
α1 β1 . . . αN βN

]
,

ξ(t) =
[
cω0 −sω0 . . . cωN

−sωN

]⊺
.

(8.16)

where, from now on, the abbreviations cω ≡ cos(ωt) and sω ≡ sin(ωt) are adopted
for notational convenience.

Remark 8.3.1. The condition ξ(t) ̸= 0 holds for any t ∈ R. This is, in
fact, linked to the persistence of excitation condition on the set of functions
composing the entries of ξ.

Based on the definition of fe in (8.15), and following similar arguments as in, for
example, [204], we can express the time-domain equivalents of V opt(ω) and F opt

u (ω)
in (8.4) and (8.3) using (8.15) as:

v(t) = LfΦT ξ(t), fu(t) = LfΦHξ(t), (8.17)

with {ΦT ,ΦH} ⊂ R2N×2N defined as

ΦT =
N⊕

p=1

[
T opt

fe 7→v(pω0) 0
0 T opt

fe 7→v(pω0)

]
,

ΦH =
N⊕

p=1

[
1/2 Im(Hopt

fe 7→fu
(pω0))

−Im(Hopt
fe 7→fu

(pω0)) 1/2

]
.

(8.18)

Remark 8.3.2. Given the set of conditions (C1) and (C2) in (8.7), it can be
easily verified that the matrices ΦT and ΦH in (8.18) are always full rank.
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We can now demonstrate that the instantaneous power Pabs(t) can be expressed in
terms of a time-dependent quadratic form. Using the expressions in (8.15) and
(8.17), note that

Pabs(t) = (LfΦT ξ(t)) (LfΦHξ(t))⊺ = LfA(t)L⊺
f , (8.19)

where the matrix A(t) ∈ R2N×2N is defined as8.1

A = ΦT ξξ
⊺Φ⊺

H = ΦT ΞΦ⊺
H , (8.20)

with Ξ = ξξ⊺.

8.3.2 Instantaneous power calculations

Before presenting our main proposition, we introduce several intermediate results. We
begin by expressing the matrix A in (8.20) as a sum of two components:

A = A+ A, (8.21)

where
A = A+ A⊺

2 , A = A− A⊺

2 , (8.22)

represent the symmetric and skew-symmetric parts of A, respectively. Note that
A = A⊺ and A = −A⊺. Since (8.19) is quadratic in nature, we can deduce that

Pabs = LfAL
⊺
f = Lf (A+ A)L⊺

f = LfAL
⊺
f . (8.23)

Now we present our first two important propositions. These results are instrumental
in substantiating our principal assertion (Proposition 8.3.3), establishing a connection
between the minimum and maximum instantaneous power absorption.

Proposition 8.3.1. Consider A as in (8.23). Then, rank(A) ≤ 2, for any
t ∈ R.

Proof. We observe that Ξ in equation (8.20) can be expressed as an outer product
operation, implying that rank(Ξ) = 1 for any ξ, given that ξ ̸= 0 ∀t (as stated
in Remark 8.3.1). The proof can be established using standard rank arguments in
finite-dimensional spaces, i.e. note that

rank(A) = rank(ΦT ΞΦ⊺
H)

≤ min (rank(ΦT ), rank(Ξ), rank(ΦH))
= min(2N, 1, 2N) = 1,

(8.24)

8.1From now on, we omit the dependence on t when it is clear from the context.
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since both ΦT and ΦH are always full rank (see Remark 8.3.2). Thus,

rank(A) = rank(A+ A⊺) ≤ 2 rank(A) = 2, (8.25)

which proves our claim.

Proposition 8.3.2. The trace of the matrix A, denoted as tr(A), is always
positive for all t ∈ R.

Proof. Firstly, we observe that it is straightforward to show that tr(A) = tr(A).
By manipulating the matrix A, we can see that its diagonal elements, denoted as
d(A) ⊂ R, are the union of two sets, i.e.

d(A) = d1 ∪ d2, (8.26)

where the sets d1 and d2 are

d1=
{
T opt

fe 7→v(pω0)
(

1
2c2

pω0 − Im(Hopt
fe 7→fu

(pω0))cpω0spω0

)}N

p=1
,

d2=
{
T opt

fe 7→v(pω0)
(

1
2s2

pω0 + Im(Hopt
fe 7→fu

(pω0))cpω0spω0

)}N

p=1
.

(8.27)

By utilising the formal definition of trace, i.e. the sum of the elements in d(A), we
can evaluate tr(A) as follows:

tr(A) =
N∑

p=1

1
2

(
c2

pω0 + s2
pω0

)
T opt

fe 7→v(pω0)

=
N∑

p=1

1
2T

opt
fe 7→v(pω0).

(8.28)

Since the terms inside the sum are positive (since T opt
fe 7→v(pω0) is strictly positive for all

p due to condition (C1)), and the sum is a finite sum, it follows that tr(A) is strictly
positive for all t ∈ R, which proves our claim.

After introducing Propositions 8.3.1 and 8.3.2, we proceed to define the key quantities
of interest based on (8.19). Let P l and P u be defined as follows:

P l = min
Lf

1
∥Lf∥

LfAL
⊺
f , P u = max

Lf

1
∥Lf∥

LfAL
⊺
f , (8.29)

In other words, P l and P u represent the (normalised) minimum and maximum
achievable values of the instantaneous power Pabs under optimal controlled conditions,
respectively. These values are obtained for any admissible wave excitation force vector
L⊺

f ∈ R2N and t ∈ R, considering all possible realisations of the wave excitation
force according to a given spectrum (see Section 8.4). Additionally, we introduce
the definition of the peak power ratio Pratio as

Pratio = |P l|
|P u|

. (8.30)
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Our main proposition can be stated as follows.

Proposition 8.3.3. Let P l and P u be defined as in (8.29). Then, P u > 0 for
all t ∈ R. Furthermore, |P u| > |P l|, and hence Pratio < 1, for all t ∈ R.

Proof. Suppose, for the time being, that the value of t is fixed at t = t∗. It is
important to note that, by employing variational arguments [205], the quantities P l

and P u in (8.29) can be precisely computed in relation to the spectrum of A, i.e.

P l = min
Lf

1
∥Lf∥2LfAL

⊺
f = λl,

P u = max
Lf

1
∥Lf∥2LfAL

⊺
f = λu,

(8.31)

with8.2 {λl, λu} ⊂ R being the smallest and largest eigenvalues of A, respectively.
According to Proposition 8.3.1, it follows that rank(A) ≤ 2, and thus the spectrum of
A can always be decomposed as

λ(A) = {λl, λu} ∪ {0, . . . , 0︸ ︷︷ ︸
2(N−1)

}. (8.32)

Furthermore, utilising the well-known property that the trace of a matrix equals the
sum of its eigenvalues, we can establish the following relation:

tr(A) = λl + λu. (8.33)

Moreover, according to Proposition 8.3.2, we have

tr(A) =
N∑

p=1

1
2T

opt
fe 7→v(pω0) = λl + λu > 0, (8.34)

and consequently, it is evident that λu > 0 and |λu| > |λl| for any possible t∗ ∈ R
(since the trace condition (8.28) is indeed independent of time), which proves our
main claim.

8.2We recall that the eigenvalues of a symmetric matrix are always real (see e.g. [205]).
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Remark 8.3.3. The result in Proposition 8.3.3 can be seen as a ‘worst-case
scenario’ measure, and essentially states that the absolute value associated with
the maximum instantaneous power achieved over the set of admissible Lf , i.e.
|P u|, is always larger than its minimum counterpart, i.e. |P l|. Note that P u

and P l do not, in general, take place for the same excitation force vector Lf .
Furthermore, Proposition 8.3.3, clearly, does not imply that the instantaneous
power for a given realisation is always positive for a given Lf , but rather states
a relation between maximum and minimum values over admissible Lf vectors.
This is illustrated via Fig. 8.3, where maximum and minimum (normalised with
respect to P u) instantaneous power values can be appreciated (left), for 500
random realisations of Lf vectors according to a typical wave spectrum, for the
device presented in Section 8.4, under optimal control conditions. Furthermore,
a snippet of the time trace of instantaneous power corresponding with the
realisation linked to P u (centre) and P l (right) is presented, showing both
maximum and minimum values attained (with circles). Note that, clearly, even
for these limit-case realisations, reactive power flow is effectively present.

Figure 8.3: Maximum and minimum (normalised with respect to P u) instantaneous power
values for 500 random realisations of Lf vectors according to a typical wave spectrum, for
the device presented in Section 8.4, under optimal control conditions. A snippet of the
time trace of instantaneous power, corresponding with the realisation linked to P u (centre)
and P l (right), is presented, showing both maximum and minimum values attained (with
circles).

Remark 8.3.4. From the results of Proposition 8.3.3, we can deduce straight-
forwardly that the above results hold for the monochromatic case (N = 1 in
(8.14)), i.e. |λu| > |λl| and peak power ratio Pratio < 1.

In the subsequent discussion, we delve into specific cases of interest, encapsulated
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in the form of Corollary 8.3.1 and Corollary 8.3.2, are presented.

Corollary 8.3.1 (Asymptotic cases). λl → −λu as ω0 → 0 or ω0 → +∞.

Proof. Let’s consider the case when ω0 → 0. We note that

lim
ω0→0

λl + λu = lim
ω0→0

N∑
p=1

1
2T

opt
fe 7→v(pω0) = 0, (8.35)

due to the fact that G(ȷω) is zero at the origin, see, for example, [203]. Thus, we can
conclude that λl → −λu as ω0 → 0. A similar reasoning can be followed for the case
ω0 → +∞, considering that G(ȷω) is strictly proper, and it is hence omitted.

Remark 8.3.5. The result of Corollary 8.3.1 implies that as ω0 approaches 0
or infinity, the peak power ratio Pratio of the instantaneous power tends to 1.

Corollary 8.3.2. When N = 1 and ω0 = ωr, with ωr representing the resonant
frequency of the WEC system. Then, the smallest and largest eigenvalues of A
are λl = 0 and λu = 1

4Re(G(ωr)), respectively.

Proof. Firstly, we note that, at resonance, Im(G(ωr)) = 0, and therefore

T opt
fe 7→v(ωr) = 1

2Re(G(ωr)). (8.36)

Straightforward calculations show that A reduces to

A = 1
4Re(G(ωr))

[
c2

ωr
−cωrsωr

−cωrsωr s2
ωr

]
, (8.37)

which has a characteristic polynomial PA(λ) represented by

PA(λ) = 1
4Re(G(ωr))λ (λ− 1) . (8.38)

Since Re(G(ωr)) > 0, due to the positive-real nature of G, the resultant smallest and
largest eigenvalues of A are

λl = 0 ∧ λu = 1
4Re(G(ωr)), (8.39)

proving our claim.

Remark 8.3.6. Corollary 8.3.2 presents a key practical finding: The minimum
possible value for instantaneous power, over the space of admissible (monochro-
matic) excitation forces, at resonance, is always zero, meaning that only active
instantaneous power is necessary for optimal control at ωr within the range of
permitted excitation forces. Therefore, the Pratio = 0 for this particular case.
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8.3.3 Energy results

Recall the definition of the absorbed mechanical energy J in (8.40), representing
the integral of the instantaneous power over a period T0, as

J =
∫ T0

0
Pabs(t)dt, (8.40)

where Pabs defined as in (8.19)-(8.23), i.e. WEC instantaneous mechanical power
under frequency-domain optimality conditions. We make the following proposition
in relation to J .

Proposition 8.3.4. For any admissible excitation force vector Lf ∈ R1×2N ,
the mechanical energy J is strictly positive.

Proof. Let us re-write (8.40) in terms of (8.23) as

J =
∫ T0

0
LfΦT Ξ(t)Φ⊺

HL
⊺
fdt

= LfΦT

(∫ T0

0
Ξ(t)dt

)
Φ⊺

HL
⊺
f ,

(8.41)

and note that the equality∫ T0

0
Ξ(t)dt =

∫ T0

0

N⊕
p=1

[
c2

pω0 −cpω0spω0

−cpω0spω0 s2
pω0

]

= T0

2 I2N ,

(8.42)

holds, since each element of the matrix in (8.42) represents a standard inner-product
operation between a set of orthogonal functions in L2. It suffices to note that, using
(8.42), the mechanical energy can be expressed as

J = T0

2 LfΦT Φ⊺
HL

⊺
f . (8.43)

Now, defining a matrix Φ ∈ R2N×2N is as

Φ = ΦT Φ⊺
H =

N⊕
p=1

[ 1
2T

opt
fe 7→v(pω0) −Im(Hopt

fe 7→fu
(pω0))

Im(Hopt
fe 7→fu

(pω0)) 1
2T

opt
fe 7→v(pω0)

]
, (8.44)

then the mechanical energy J can now be expressed as

J = T0

2 Lf

(
Φ + Φ⊺

2

)
L⊺

f , (8.45)

The claim then follows immediately from the fact that the symmetric matrix
Φ + Φ⊺

2 =
N⊕

p=1

[1
2T

opt
fe 7→v(pω0) 0

0 1
2T

opt
fe 7→v(pω0)

]
, (8.46)

in (8.45) is always positive-definite, due to condition (C1) in (8.7), and thus the
mechanical energy J is always positive for any admissible excitation force vector
Lf .
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8.4 Illustrative case studies

In this section, we conduct illustrative case studies to validate the analytical results
presented in Section 8.3. The simulation results also illustrate the effects of possible
system/controller mismatch on the peak power ratio and absorbed power. A cylindrical
heaving (1-DoF) point absorber WEC, with a hemispherical bottom, as depicted in
Fig. 8.4, is considered here. In this section, we consider both monochromatic and

SWL

PTO

CoM

Figure 8.4: Schematic diagram of cylindrical WEC with hemispherical bottom. All the
relevant dimensions are shown in the schematic, with R = 5 [m]. SWL and CoM represent
the still water level and centre of mass, respectively.

panchromatic wave conditions to analyse the performance of the WEC. The sea-states
are characterised by a significant wave height Hs = 3 [m] and a typical peak period
Tp ∈ [4, 20] [s], or equivalently, a typical peak frequency ωp ∈ [0.31, 1.57] [rad/s]. A
panchromatic wave spectrum is continuous and contains infinite spectral components
(i.e. a continuous spectrum). However, for simulation purposes, a polychromatic
representation with limited frequencies is used to approximate the continuous spectrum.
A JONSWAP spectrum [152] is employed to generate the corresponding free surface
elevation, which is then used to calculate the excitation force fe. The wave-to-force
convolution kernel is obtained from hydrodynamic parameters computed using the
NEMOH tool [161], which is based on boundary-element methods. Recall that the
corresponding SDF of the JONSWAP spectrum [152] is given by:

S(ω) = αg2

ω5 exp[−β
ω4

p

ω4 ]γa(ω), (8.47)
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where α and β are constant values, g is gravitational acceleration, a(ω) is a frequency
dependent function, and γ is the peak enhancement factor, respectively. Moreover,
to ensure statistically consistent results, we consider 30 realisations of each sea state
in our simulations. The length of time associated with each realisation is set to
be 300 times the typical peak wave period.

8.4.1 Matched cases

The results presented in this section assume that the system operates under the
matched case, where there is no mismatch between the nominal model used for
optimal control design and the actual WEC system. Furthermore, the results are
computed under theoretically ideal impedance-matching condition using a non-causal,
optimal controller, as discussed in Section 8.2. Fig.8.5 presents the peak power

Figure 8.5: Peak power ratio Pratio, for the range of wave frequencies considered, for
optimal controller (a). Monochromatic case (b). Panchromatic case. The vertical purple
dotted line depicts the resonant frequency ωr of the WEC.

ratio Pratio for the range of wave frequencies considered. In particular, Fig.8.5(a)
shows the results for the monochromatic case, and Fig. 8.5(b) shows the results
for the panchromatic case. In both monochromatic and panchromatic cases, it is
observed, from Fig.8.5, that the peak power ratio Pratio never exceeds unity, which is
in accordance with the analytical results presented in Proposition 8.3.3 and Remark
8.3.4. Furthermore, in the monochromatic case (Fig. 8.5(a)), it is observed that, as
the wave frequency approaches the resonant frequency ωr of the WEC device, Pratio

tends to zero. This is consistent with Corollary 8.3.2, which states that the optimal
controller does not require any reactive power at resonance under monochromatic



wave excitation. Since panchromatic wave spectra are broad-banded, Pratio never
reaches zero at resonant frequency (it is, however, at minimum). Moreover, the shape
of the wave spectrum, characterised by the parameter γ in (8.47), has an impact
on Pratio. Increasing γ leads to a more concentrated and peaky spectrum, with a
smaller effective bandwidth. Unsurprisingly, as shown in Fig. 8.5(b), as γ increases,
Pratio tends to approach the monochromatic case since a larger γ → ∞ gives rise to
an effective monochromatic wave spectrum. It is worth noting that values of γ > 7
are unusual for a JONSWAP spectrum, but are used here to effectively demonstrate
the impact of increasing γ on Pratio. Additionally, it can be observed from Fig. 8.5
that as the wave frequency approaches asymptotic values (i.e. ω → 0,∞), Pratio

approaches 1, which verifies Corollary 8.3.1.

8.4.2 Mismatched cases

Section 8.4.1 presents the case study results for a fully-matched case, where there is
no mismatch between the model and the controller. However, in practice, mismatches
are inevitable due to various sources of errors and uncertainty. In this section, we
consider two main types of mismatch cases: modelling errors, also referred to as
the parametric mismatch, and errors in the controller synthesis procedure, referred
to as the controller mismatch.

8.4.2.1 Modelling errors

To demonstrate the impact of modelling uncertainty in the WEC model, we consider the
main hydrodynamic parameters, i.e. mass M , hydrostatic stiffness Kh, and radiation
damping Br(ω), are subject to multiplicative modelling errors, expressed as follows:

M̂ = δm ·M,

K̂h = δk ·Kh,

B̂r(ω) = δb ·Br(ω),

(8.48)

where [δm, δk, δb] ⊂ [0.5, 2]. These values represent a variation of 50-200% in the
hydrodynamic parameters M , Kh, and Br(ω), respectively. In accordance with the
frequency domain nominal WEC model presented in (6.2), the actual (mismatched)
model Ĝ(jω), accounting for parametric variations, can be expressed as follows:

Ĝ(jω) = 1
Ẑi(ω)

= 1
B̂r(ω) + jω(M̂ + Ar(ω) − K̂h

ω2 )
. (8.49)

The optimal impedance-matching condition Hopt
fe 7→fu

(ω), as defined in (8.6), is applied
to the actual (mismatched) model Ĝ(jω) described in (8.49). The modelling errors



are articulated entirely in the frequency domain, where all signals and dynamic system
responses, including the excitation force fe(t), control force fu(t), velocity v(t), and
frequency responses of the systems such as the actual system Ĝ(ȷω) in (8.49) and the
analysed control structure, such as the optimal feedforward control mapping Hopt

fe 7→fu
(ω)

in (8.6) are expressed in their spectral representations. By utilising these spectral
representations, we compute the interactions based on their corresponding input-
output relationships. Subsequently, the time-domain signals are obtained through
an inverse Fourier transform.
Fig. 8.6 illustrates the impact of parametric variations on peak power ratio Pratio for
different monochromatic waves. In particular, Fig. 8.6(a) demonstrates the effect of
hydrostatic stiffness variations K̂h on Pratio. It is evident that K̂h has a detrimental
effect on the Pratio, with some cases requiring reactive power peaks up to 47 times
higher than the active power peak. Similarly, Fig. 8.6(b) shows the negative impact
of mass variations M̂ on Pratio, with reactive power peaks reaching nearly 16 times
the active power peak in some cases. On the other hand, the effects of radiation
damping variations B̂r(ω) on Pratio are not as severe as those of stiffness and mass
variations, as depicted in Fig. 8.6(c). For the same variation in radiation damping
B̂r(ω), Pratio never exceeds 1, meaning that the reactive power peaks are always lower
than the active power peaks. However, it can be observed, from Fig. 8.6(c), that
Pratio increases with higher values of B̂r(ω) and will surpass 1 when B̂r(ω) > 2Br(ω).

Fig. 8.7 showcases the results for parametric mismatch under panchromatic waves,
which exhibit similar trends to the monochromatic case. However, the magnitudes
of the reactive power peaks are significantly lower than in the monochromatic cases.
Specifically, for stiffness variations K̂h, Pratio is approximately 3, which is significantly
lower than the monochromatic case where Pratio reaches around 47 in the worst-case
scenario. Similar trends can be observed for mass variations (M̂) in Fig. 8.7(b) and
damping variations (B̂r(ω)) in Fig. 8.7(c).
It is important to consider the relationship between the effects of mass and stiffness
variations and the frequency of the incoming wave (or peak spectrum frequency for
panchromatic cases), denoted as ωp, relative to the WEC resonant frequency ωr

(approximately 0.987 [rad/s]). When ωp < ωr, stiffness variations K̂h below the
nominal Kh result in a higher Pratio, while mass variations M̂ greater than the nominal
mass M also lead to a higher Pratio. Conversely, when ωp > ωr, the effects on Pratio

are opposite: A higher K̂h and lower M̂ result in more significant impacts and lead
to a higher Pratio. For cases where ωp ≈ ωr, both stiffness and mass variations have
adverse effects on Pratio, regardless of the specific variations in Kh and M , as depicted
in Figs. 8.6 and 8.7. However, radiation damping variations B̂r(ω) do not exhibit such



130 8.4. Illustrative case studies

Figure
8.6:

Effects
ofparam

etric
m

ism
atch

on
peak

powerratio
P

ratio
foroptim

alcontrollerunderm
onochrom

atic
waves:

(a).
Peak

powerratio
P

ratio
forthe

range
ofhydrostatic

stiffness
variations

K̂
h

∈
[0

.5
K

h ,2
K

h ][N
/m

],w
here

K
h

=
7
.8868

×
10

5
[N

/m
](b).

Peak
powerratio

P
ratio

for
the

range
ofm

ass
variations

M̂
∈

[0
.5

M
,2

M
][kg],where

M
=

6
.6792

×
10

5
[kg](c).

Peak
powerratio

P
ratio

forthe
range

ofdam
ping

variations
B̂

r (ω)∈
[0

.5
B

r (ω),2
B

r (ω)][N
s/m

].
ω

p
represents

wave
frequency.



8. On the reactive power requirements of reactive hydrodynamic WEC control 131

Fi
gu

re
8.

7:
Eff

ec
ts

of
pa

ra
m

et
ric

m
ism

at
ch

on
pe

ak
po

we
r

ra
tio

P
ra

tio
fo

r
op

tim
al

co
nt

ro
lle

r
un

de
r

pa
nc

hr
om

at
ic

wa
ve

s:
(a

).
Pe

ak
po

we
r

ra
tio

P
ra

tio
fo

rt
he

ra
ng

e
of

hy
dr

os
ta

tic
st

iff
ne

ss
va

ria
tio

ns
K̂

h
∈

[0
.5

K
h,

2K
h]

[N
/m

],
w

he
re

K
h

=
7.

88
68

×
10

5
[N

/m
](

b)
.

Pe
ak

po
we

rr
at

io
P

ra
tio

fo
r

th
e

ra
ng

e
of

m
as

s
va

ria
tio

ns
M̂

∈
[0

.5
M

,2
M

][
kg

],
wh

er
e

M
=

6.
67

92
×

10
5

[k
g]

(c
).

Pe
ak

po
we

rr
at

io
P

ra
tio

fo
rt

he
ra

ng
e

of
da

m
pi

ng
va

ria
tio

ns
B̂

r
(ω

)∈
[0

.5
B

r
(ω

),
2B

r
(ω

)]
[N

s/
m

].
ω

p
re

pr
es

en
ts

pe
ak

wa
ve

sp
ec

tr
um

fre
qu

en
cy

.



132 8.4. Illustrative case studies

Figure 8.8: Effects of parametric mismatch on relative absorbed power Pabs/Popt under
panchromatic waves: (a). Pabs/Popt for the range of hydrostatic stiffness variations K̂h ∈
[0.5Kh, 2Kh] [N/m], where Kh = 7.8868 × 105 [N/m] (b). Pabs/Popt for the range of mass
variations M̂ ∈ [0.5M, 2M ] [kg], where M = 6.6792 × 105 [kg] (c). Pabs/Popt for the range
of damping variations B̂r(ω) ∈ [0.5Br(ω), 2Br(ω)] [Ns/m]. ωp depicts the peak frequency
of a wave spectrum, and Popt represents the optimal absorbed power for fully matched case.

frequency-dependent effects. Since radiation damping variations only affect the real
part of the transfer function Ĝ(jω) in (8.49), and do not impact the phase of the
system, their effects on Pratio are minimal compared to mass and stiffness variations,
which is consistent with the sensitivity results presented in [206].
Fig. 8.8 illustrates the effects of parametric mismatch on the absorbed power Pabs

compared to the optimal (fully-matched) case Popt. In Fig. 8.8(a), the impact of
stiffness variations K̂h on the relative absorbed hydrodynamic power Pabs/Popt is
depicted, which clearly shows that K̂h adversely affect the absorbed hydrodynamic
power. Similarly, Fig. 8.8(b) demonstrates the negative impact of mass variations
M̂ on the absorbed hydrodynamic power, showing negative power absorption for
mismatch cases. The negative power absorption magnitude corresponds directly to
the magnitude of the Pratio shown in Fig. 8.7. Furthermore, Fig. 8.8(c) illustrates the
effects of radiation damping variations B̂r(ω) on the relative absorbed power. Unlike
mass and stiffness variations, radiation damping variations exhibit slightly different
behaviour. When B̂r(ω) > Br(ω), the relative absorbed power drops almost linearly.
Conversely, for B̂r(ω) < Br(ω) variations, a moderate increase in absorbed power
is observed. It should be noted that parametric uncertainty can also lead to higher
power absorption, as demonstrated in [207]. Note that the effects of parametric
variations on relative absorbed power, for monochromatic cases, are very similar to
the panchromatic case, and therefore are not included, for brevity.

8.4.2.2 Controller synthesis errors

This section focuses on the effects of controller synthesis mismatches on the reactive
power requirements of a WEC under controlled conditions. Controller mismatch occurs
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due to the finite-order realisation of the impedance-matching condition. Three specific
finite-order realisations are considered: Two based on the LiTe-Con (referred to as
LiTeCon-V1 and LiTeCon-V2) and a Reactive PI controller.
In Fig. 8.9, the force-to-velocity responses for each of the considered controllers are
presented. These controllers aim to approximate the optimal impedance-matching force-
to-velocity response T opt

fe 7→v. However, each controller exhibits different approximation
errors due to the various synthesis procedures employed. Even within the same type
of controller, such as LiTe-Con, the selection of different frequencies in the synthesis
procedure leads to significantly different realisations and, consequently, diverse mapping
characteristics, as illustrated in Fig. 8.9. In particular, the force-to-velocity response
TLCV 1

fe 7→v performs better in terms of accurately mapping the optimal force-to-velocity
condition T opt

fe 7→v within the considered frequency range (indicated by the shaded green
region in Fig.8.9). On the other hand, the Reactive PI controller, which only maps
a single frequency as described in Section 8.2.1, exhibits the largest approximation
error. It is worth noting that all controllers face challenges in achieving synthesis

Figure 8.9: Force-to-velocity mapping T (ω) for the controllers considered here, i.e, Optimal
T opt

fe 7→v (Black solid line), LiTeCon-V1 T LCV 1
fe 7→v (blue dashed line), LiTeCon-V2 T LCV 2

fe 7→v (orange
dotted line), and Reactive PI T P I

fe 7→v (yellow dash-dot line), respectively. The shaded green
region represents the wave frequency range considered for the analysis, i.e., the area of
interest.
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fidelity, particularly around the resonant frequency, especially in capturing the phase
response. These discrepancies in the phase response can impact the peak power
requirements, as discussed in the following paragraphs.
Figs. 8.10 and 8.11 demonstrate how controller mismatch, resulting from different
controller synthesis procedures, has an adverse effect on the peak power ratios Pratio

and relative absorbed power Pabs/Popt, particularly at frequencies where the controller
force-to-velocity response deviates from the optimal force-to-velocity response (as
shown in Fig.8.9). In Fig.8.10(a), the values of Pratio are presented for the three
controller realisations (LiTeCon-V1, LiTeCon-V2, and Reactive PI) compared to the
optimal fully matched case (Optimal) under monochromatic waves. It is evident
that Pratio is particularly affected by mismatch around the resonance frequency ωr,
especially for the LiTeCon-V1 controller realisation, which fails to accurately capture
the optimal force-to-velocity response in both magnitude and phase at these frequencies,
resulting in Pratio > 1. On the other hand, LiTeCon-V2 exhibits inferior matching
characteristics compared to LiTeCon-V1, but the mismatch around the resonance
frequency is not as significant as LiTeCon-V1. As a result, Pratio is always less than 1 for
this controller realisation. It is important to note that the power capture performance
of LiTeCon-V2 is considerably worse than LiTeCon-V1, as depicted in Fig.8.10(b).
The Reactive PI controller realisation, which can only map a single frequency on
the optimal impedance-matching condition, exhibits the lowest relative absorbed
power Pabs/Popt and the lowest values of Pratio among the considered controller
realisations, as shown in Fig. 8.10.

Figure 8.10: Effects of controller synthesis mismatch under monochromatic waves: (a)
Peak power ratio Pratio of three controllers for the range of wave frequencies considered.
(b) Relative absorbed power Pabs/Popt of the controllers for the range of wave frequencies
considered. The vertical purple dotted line depicts the resonant frequency ωr of the WEC.
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Figure 8.11: Effects of controller synthesis mismatch under panchromatic waves: (a) Peak
power ratio Pratio of the controllers for the range of wave frequencies considered. (b) Relative
absorbed power Pabs/Popt of the controllers for the range of wave frequencies considered.
The vertical purple dotted line depicts the resonant frequency ωr of the WEC.

In the case of panchromatic waves, the effects of controller mismatch on Pratio are
more pronounced, as shown in Fig.8.11. In Fig. 8.11(a), it can be observed that both
LiTeCon-V1 and LiTeCon-V2 result in Pratio > 1 for mismatches around the resonant
frequency (ωr) of the WEC, indicating that the controllers fail to adequately match the
optimal force-to-velocity response, leading to increased reactive power requirements.
Consequently, the negative impact of the increased Pratio on the relative absorbed power
Pabs/Popt is illustrated in Fig. 8.11(b), where a significant drop in relative absorbed
power is observed. For the Reactive PI controller, the performance under panchromatic
waves is similar to the monochromatic case, in terms of the peak power ratio Pratio.
However, a further decrease in the relative absorbed power Pabs/Popt is observed for
panchromatic waves, primarily due to the bandpass nature of the Reactive PI controller.

8.5 Discussion

8.5.1 Discussion of results

Fig.8.12 provides further analysis of the data presented in Fig.8.5 by examining the
occurrence probability of Pratio for both monochromatic and panchromatic (γ = 3.3)
cases. The analysis shows that the majority of the matched cases have Pratio values
greater than 0.7, indicating that the reactive power peaks are generally in the range of
70-100% of the active power peak, which holds true for most cases, except for those
occurring near the WEC resonance frequency. The occurrence probability of Pratio is
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highest (around 70%) when 0.90 < Pratio < 1, indicating that reactive power peaks are
frequently close to, or even exceed, the active power peaks, highlighting the importance
of considering reactive power peaks and designing PTO and energy storage systems
to handle reactive power peaks in addition to active power peaks. In the mismatched
cases, the occurrence of Pratio > 1, due to controller or parametric mismatch, indicates
that the reactive power requirements can be even higher than the active power peak.
Indeed, an increased peak power ratio Pratio > 1 is consistently associated with a
significant drop in absorbed power, as demonstrated in Section 8.4.2. Higher reactive
power peaks, indicative of mismatch, occur for various reasons (see Section 8.4.2)
and can be dealt with differently by addressing the mismatch. Firstly, improving the
accuracy of the control design model is crucial in reducing modelling uncertainty and
preventing extreme reactive power peaks. This involves refining the mathematical
model used for control synthesis to better capture the dynamics of WEC system.
Alternatively, model-free or data-based control approaches for WECs, as mentioned
in [208], can be explored. However, it should be noted that model-free controllers
are still in the early stages of development (and constraint handling is an issue)
[209]. Another option is to constrain reactive power flow using constrained optimal
control methods, such as the approach presented in [197]. Excessive reactive power
peaks can be limited by incorporating constraints on reactive power. However, this

Figure 8.12: Occurrence probability of Pratio values for both monochromatic and
panchromatic cases.
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solution involves nonlinear constraints, can be computationally expensive, and cannot
guarantee a solution 100% of the time.
The sensitivity of peak power ratios Pratio to different types of mismatch varies. The
results indicate that variations in mass M and stiffness Kh have a more significant
impact on Pratio than variations in damping Br(ω). Therefore, correctly modelling
the mass and stiffness parameters of the WEC can help minimise the adverse effects
of increased reactive power peaks. Regarding controller mismatch, the sensitivity of
Pratio is most pronounced when the controller fails to match the optimal impedance-
matching condition near the resonant frequency of the device, resulting in a drop in
the relative absorbed power, as shown in Figs. 8.10 and 8.11. In order to mitigate the
effects of controller mismatch, it is crucial to design finite-order controller realisations
that accurately capture the optimal impedance-matching condition, particularly in
the vicinity of the WEC resonant frequency.
It is important to note that the findings presented in this chapter are applicable to
MPC/MPC-like WEC controller [183], with the primary goal of achieving impedance-
matching (complex-conjugate) condition. However, it should be acknowledged that
the introduction of displacement and force constraints will likely reduce the extent
of controller action and, therefore, the peak power ratio.

8.5.2 Effect of a non-ideal PTO

The analysis and the presented results primarily address modelling and controller
synthesis errors in WEC systems. However, it is essential to acknowledge the presence
of non-ideal behaviour in the PTO part of the powertrain, particularly concerning
the efficiency of converting mechanical energy to electrical energy. While this paper
focuses on generic system and controller mismatch issues, it is worth emphasising
the significance of non-ideal PTO efficiency, particularly in the context of electricity
production, where a generator is connected to the mechanical prime-mover using an
appropriate coupling. In practical WEC systems, converting mechanical energy to
electrical energy involves energy losses due to friction, electrical losses, and other
inefficiencies in the PTO chain. These losses can have an impact on the overall
system performance and efficiency. It is therefore relevant to examine the behaviour of
reactive power peaks, in the light of such circumstances, and discuss the implications.
As a starting point, the studies conducted by Genest et al. [211, 212] provide valuable
insights into the significant impact of non-ideal PTO efficiency on generated power
which demonstrate that, in specific scenarios, the system becomes an overall power
consumer when the non-ideal PTO efficiency is not considered in the controller model.
In the mismatched case, it is essential to note that the problem of reactive power peaks
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Figure 8.13: Ranges of positive and negative energy absorption for non-ideal PTO case,
using an efficiency-aware (moment-based), and efficiency-ignorant (reference) PI controller,
using the methodology of [210] (left). Sample time trace of power flow with non-ideal
PTO for an efficiency-ignorant (reference) PI controller, showing large excursions in reactive
power flow (right).

becomes more significant when dealing with a non-ideal (µ < 1) PTO efficiency since
even more reactive power is required at the electrical stage (from the grid or storage) to
provide the required mechanical reactive power to ‘maximise’ hydrodynamic conversion.
The findings presented in studies such as [210–213] (which also utilises an efficiency-
aware controller) emphasise the importance of incorporating system/controller mis-
match, resulting from non-ideal PTO efficiency, into the controller model. Specifically,
the consideration of system/controller mismatch due to non-ideal PTO efficiency is
crucial, particularly when assessing the impact of reactive power peaks on the power
capacity of the generator and power converters in the powertrain.

8.6 Conclusions

This chapter investigates the causes of excessive reactive power peaks in reactive WEC
control through theoretical analysis and an illustrative case study. The peak power
ratio Pratio is used as a key metric to assess the occurrence of these peaks.
For matched system/controller cases, Pratio < 1, i.e. the reactive power peak is
always less than the active power peak, proven analytically and with simulation results.
Additionally, energy absorption is always positive for matched cases. The findings
also suggest that instances where Pratio > 1 are solely attributed to various types of
mismatch. This mismatch arises from various factors, including unmodelled dynamics,
model uncertainty, errors in controller synthesis due to finite-order realisations, and
the omission of non-ideal PTO efficiency. An increased Pratio has implications for both
the capital costs of powertrain equipment, such as PTO and storage systems, and the
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power absorption capacity of the wave energy conversion system. Furthermore, the
chapter reveals that power absorption is negatively affected by an elevated Pratio

in all the analysed cases.
This chapter adopts a fundamental linear approach, establishing the essential ground-
work for future research. To mitigate excessive reactive power peaks resulting from
system/controller mismatch, a better model/controller matching is required. However,
the effective implementation of such a mechanism and its implications for power
absorption requires further investigation.
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This thesis contributes to developing a control-oriented modelling and high-performance
control framework for a grid-connected wave energy conversion system, which addresses
both device- and grid-side requirements. Furthermore, the thesis explores other grid
integration aspects related to the value of wave energy to the electricity grid in terms of
complementarity to other renewable resources and load requirements in a jurisdiction,
particularly the Island of Ireland (including Northern Ireland), in this case.
The primary findings and conclusions9.1 of this thesis are summarised in Section 9.1,
while potential areas for future research are discussed in Section 9.2.

9.1 Conclusions

Initially, a complementarity assessment of wave energy with other renewable energy
modalities (tidal, wind and solar), for the Island of Ireland, is presented, providing a case
for the potential value of wave energy on the Irish electric grid. The complementarity
analysis indicates a direct relationship between complementarity and the diversity
of supply systems. Integrating marine energy resources like wave and tidal power

9.1Indeed, specific conclusions are provided at the end of each chapter, summarising the findings
and outcomes of that particular chapter.

143
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into the wind-solar mix results in a more diverse energy supply system for Ireland.
This diversification may lead to reduced storage and reserve requirements, which
enhances the overall resilience and efficiency of the energy supply system, offering
potential advantages in terms of system reliability and stability. Moreover, a preliminary
balancing costs analysis emphasises the importance of integrating wave energy into
the primarily wind-powered Irish electricity system, revealing the wave energy potential
to reduce balancing costs by reducing the variability associated with other renewable
energy sources like wind. As a result, the inclusion of wave energy can contribute
to a more stable and consistent generation profiles in Ireland.
Following the state-of-the-art review of grid integration studies in the literature in
Part II, it is concluded that, in general, many grid integration studies have some
drawbacks, such as the use of

(i) simplified hydrodynamic models,

(ii) regular wave models,

(iii) simplified power converter models,

(iv) passive damping hydrodynamic control,

(v) and relatively rudimentary PI power converter control,

where one, or more, of these issues is prevalent in the majority of the studies. In
addition, drawing from the classification presented in Chapter 3, it is concluded that
the inertial characteristics of a wave energy conversion system depends upon both
the wave absorber technology and its associated PTO mechanism.
To this end, in Part III of the thesis, a W2G coordinated control framework, for a direct-
drive heaving point absorber wave energy converter, is proposed. First of all, control-
oriented models for each component of the W2G powertrain are developed, including
a hydrodynamic WEC model with appropriate radiation force quantification rather
than mass-spring-damper models typically used in the literature and computationally
efficient state-space averaged power converters models. Furthermore, irregular wave
models are also utilised instead of commonly used regular wave models to model
ocean waves. The framework provides high-performance controllers for device-side,
grid-side and storage subsystems in the powertrain. On the device-side, LiTe-Con
(and LiTe-Con+) reactive hydrodynamic controllers are proposed, which not only
provide significantly more absorbed power, from ocean waves, compared to passive
damping controllers, they also offer a position constraint handling mechanism essential
for device safety. Lyapunov-based nonlinear controllers are employed for the power
converters control in the powertrain, demonstrating satisfactory performance across
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range of operating conditions (range of sea-states, grid faults etc.) and outperforms
typically proposed PI controllers. In addition, the use of a Lyapunov-based control
synthesis procedure ensures the stability of the electrical components of the powertrain,
providing a guarantee of stability during operation. Another important part of the
W2G control framework is the energy management system or EMS, as a supervisory
control mechanism, which ensures that the storage subsystem performs DC bus
voltage regulation, reactive hydrodynamic control support and grid LVRT support, by
providing low-level current references for Grid-SC and storage power converters. The
proposed W2G control scheme also ensures that power quality standards, including
power fluctuations, frequency variations, and THD levels, are maintained within the
limits specified by typical grid codes and IEEE standards.
Though the reactive hydrodynamic controllers (LiTe-Con and LiTe-Con+) delivers
more power compared to passive damping controllers. However, implementing these
reactive hydrodynamic controllers in a W2G control scheme comes with implications,
such as the requirement for negative (reactive9.2) power and additional storage or power
sources to provide this power. It also necessitates bi-directional PTO (for bi-direction
power flow requirements) and higher ratings for PTO and power converters in the
powertrain. Realising the significance of the implications, reactive power peaks are
analysed, for reactively controlled wave energy conversion system, in Chapter 8. In
particular, analytical (and simulation) results show that, for matched cases, the reactive
power peaks are always less than that of active power peaks and energy absorption is
always positive. However, under mismatched cases, as demonstrated by the illustrative
case studies in Chapter 8, reactive power peaks can exceed positive active power peaks,
leading to a negative impact on the absorbed power. Several factors contribute to this
mismatch, such as unmodelled dynamics, model uncertainty, controller synthesis errors
arising from finite-order realisations, and the omission of non-ideal PTO efficiency
in the controller model. Thus, a better model/controller matching is required in
order to mitigate the excessive reactive power peaks. Furthermore, these results also
highlights the importance using validated models under controlled conditions in order
to avoid such excessive reactive power peaks.

9.2 Future work

The work presented in this thesis opens up several directions for further research
and investigation:

9.2Specifically, the reactive power in reactive hydrodynamic control sense, as detailed in Section 8.1.
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d The significance of energy storage systems for grid-connected wave energy
conversion systems cannot be overemphasised. These storage systems serve
various crucial functions, including supporting reactive hydrodynamic control,
enhancing power quality, and providing grid support during faults. Moreover,
long-term storage can complement wave energy generation during periods of
low or no generation. Thus, optimally sizing the storage system is crucial to
maximising its benefits. Therefore, it is imperative to explore control-informed
optimal sizing of storage systems (both short-term and long-term), as an
economic evaluation, for grid-connected wave energy applications, as this area
remains relatively unexplored in the existing wave energy literature and presents
a promising direction for future research.

d As discussed in [16], utilising combined resources offers several advantages. One
promising application is the use of co-located combined renewable power plants,
incorporating wave energy, for microgrid applications, particularly in areas distant
from the main electricity grid, such as remote islands seeking electrification
(see, for example, [214]). The investigation of feasibility, control strategies, and
energy management for these marine microgrids represents a promising future
research direction.

d Analysing the W2G controlled system by considering nonlinearities/losses in each
part of the W2G powertrain. This is particularly important for the hydrodynamic
model of the WECs, since the energy-maximising WEC control violates the
small-motion assumption associated with the linear WEC models [160], resulting
in overestimating the power absorption capability. Hence, the inclusion of
nonlinear effects in the hydrodynamic model is important. Additionally, inclusion
of generator losses (Iron losses, Cu-losses and saturation etc.) and power
converters losses (switching, conduction losses etc.) in the W2G model will help
realise the true potential of grid-connected wave energy conversion systems (see,
for instance, [215]).

d The deployment of wave energy is expected to be in the form of wave farms
or WEC arrays. Therefore, it becomes essential to analyse the grid integration
aspects of WEC arrays and their implications for grid-connected systems. In
particular, WEC arrays offer the potential to reduce the negative (reactive)
power requirements of hydrodynamic control through the aggregation effect,
and they can also reduce storage requirements by minimising the need for power
output smoothing [216, 217]. An important question is whether the other WECs
in a WEC array can meet the reactive power requirements of each individual
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WEC within the same array. To answer such questions, the development of
control mechanisms requires further research and constitutes essential areas for
future investigation.
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