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A B S T R A C T

This paper addresses the challenge of assessing uncertainty in energy flexibility predictions, which is a
significant open question in the energy flexibility assessment field. To address this challenge, a methodology
that quantifies the flexibility of multiple thermal and electrical systems is developed using appropriate
indicators and considers the different types of uncertainty associated with building energy use. A Bayesian
convolutional neural network is developed to capture aleatoric and epistemic uncertainty related to energy
conversion device operation and temperature deviations resulting from exploiting building flexibility. The
developed prediction models utilise residential occupancy patterns and a sliding window technique and are
periodically updated. The energy systems evaluated include a heat pump, a photovoltaic system, and a
stationary battery, and use synthetic datasets obtained from a calibrated physics-based model of an all-electric
residential building for two occupancy profiles. Simulation results indicate that building flexibility potential
predictability is influenced by weather conditions and/or occupant behaviour. Furthermore, the day-ahead and
hour-ahead prediction models show excellent performance for both occupancy profiles, achieving coefficients
of determination between 0.93 and 0.99. This methodology can enable electricity aggregators to evaluate
building portfolios, considering uncertainty and multi-step predictions, to shift electricity demand to off-peak
periods or periods of excess onsite renewable electricity generation in an end-user-customised manner.
1. Introduction

1.1. Motivation

Electricity systems require balancing supply and demand within
strict real-time limits, which is traditionally achieved by ensuring that
the electricity generation is sufficient to cover the projected demand,
plus a margin for prediction errors and equipment failures [1]. The
wide penetration of renewable energy sources (RES), often intermittent,
into the electricity grid, along with the electrification of heat and
transport, will provide further challenges to the power system [2].
Smart meter rollout combined with new information and communi-
cations technology as well as remote load control technologies have
highlighted the role that the demand-side can play to improve the op-
eration of electricity markets [3]. Buildings may play a key role in the
future smart electricity grid as they account for approximately 36% of
global energy consumption [4]. Moreover, the increasing electrification
of buildings by the wider adoption of heat pumps, on-site electricity
generation, storage technologies, and electric vehicles is likely to make

∗ Corresponding author.
E-mail address: adamantios.bampoulas@ucd.ie (A. Bampoulas).

them promising flexibility resources. IEA Annex 67 defines the energy
flexibility of buildings as the ability to manage their demand and
generation according to local climate conditions, user needs and grid
requirements. Building energy flexibility will thus allow for demand-
side management/load control and thereby demand response (DR)
based on the requirements of the surrounding grids and the availability
of RES to minimise the CO2 emissions [5].

Building energy performance evaluation is characterised by in-
creased uncertainty due to various factors including occupancy patterns
and occupant behaviour, building operation strategies (e.g., lighting
control, plug-in equipment control, supply air temperature control,
etc.), internal gains, infiltration rates, weather conditions, HVAC sys-
tem uncertainty, indoor air temperature distributions etc. [6,7]. Uncer-
tainty can be distinguished into two categories, namely, aleatoric and
epistemic uncertainty [8]: aleatoric uncertainty is a result of inherently
random or natural processes associated with the system under study
whereas epistemic uncertainty is caused by the lack of knowledge [8,9].
Based on the aforementioned definitions, the parameters influencing
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building energy analysis can be categorised with respect to the nature
of uncertainty. For example, aleatoric uncertainties include weather
variables because of their random nature whereas epistemic uncertain-
ties include internal gains (due to lighting, use of appliances etc.) and
infiltration rates [8]. As opposed to aleatoric uncertainty, epistemic
uncertainty stems from ignorance, thus, it is potentially reducible on
the basis of additional data. In the context of residential building energy
analysis, additional information includes, inter alia, household size,
income, appliance inventory, usage information, etc. [10], however,
this data can be difficult to acquire and is often limited by user privacy
issues. Uncertainty can be introduced in building energy analysis by
considering various methods based on various criteria, such as data
availability and uncertainty nature. Data availability classification iden-
tifies data associated with the statistics of the uncertain input variable.
Measured data can be used to directly identify probability distribution
functions related to aleatory uncertainty or fuzzy sets associated with
epistemic uncertainty. In the absence of measured data, input uncer-
tainty is quantified using previous literature. The nature of uncertainty
classification separates the parameters that cause aleatory uncertainties
from those that cause epistemic uncertainties [8].

Deterministic building energy analysis, and, hence, building flex-
ibility assessment are based on a single output per time step, thus,
the associated building flexibility potential characteristics (e.g., en-
ergy shifting capability, energy costs, response time, etc.) depend only
on the expected values. The multiple uncertainties induced by the
various energy systems used, as well as the lack of sufficient data
can render deterministic building flexibility evaluation obsolete due
to the false sense of validity in the estimated values. In this respect,
evaluation of energy flexibility within prediction intervals will enhance
the robustness of prediction results and ultimately provide uncertainty
bounds for decision-making. Uncertainty quantification in building
performance analysis can be broadly categorised into inverse and for-
ward methods [7]. Forward uncertainty is quantified by assessing
the output uncertainty with respect to the input uncertainty, whereas
inverse uncertainty is assessed by obtaining input uncertainty from
measurement data [7]. Inverse uncertainty quantification approaches
can be categorised into Bayesian and frequentist methods [7]. Bayesian
approaches include a series of methodologies to estimate posterior
parameter distributions, for a given model and data by estimating
model parameters and by quantifying the associated uncertainty [11].
Bayesian deep learning (BDL) in particular allows for uncertainty rep-
resentation and reliable prediction resulting in more interpretable deep
neural networks in the context of probability theory [12]. Bayesian
deep learning neural networks (BDL NN) can capture both aleatoric and
epistemic uncertainties in building energy performance, making them
suitable for probabilistic load analysis. Dropout can be applied in the
weight layers to approximate the posterior density using a Monte Carlo
sampling approach, creating an ensemble of estimates. This ensemble
of individual models can provide superior prediction performance com-
pared to single models, and the mean of the posterior process can be
used as the prediction function with the resulting variance serving as a
measure of model uncertainty [13].

The energy flexibility of buildings is likewise uncertain because it
depends not only on the modulated and reference demand but also on
the DR programmes, the various energy systems of the installation as
well as the onsite electricity generation — if it is available [14]. The
energy flexibility evaluation across different households, in particular,
is characterised by increased uncertainty due to the diversity in ap-
pliance types as well as interactional behaviours [15] that are likely
to compromise system reliability by generating another unforeseen
peak (i.e., a rebound effect) [16]. To tackle these challenges, it is
desirable to identify and engage end-users that exhibit high flexibility
potential [17]. It is therefore necessary to assess the energy flexibility
of the various energy conversion systems available in residential build-
ings on an integrated common basis and in a scalable and end-user
2

tailored manner. This would allow electricity aggregators to evaluate
residential building portfolios within both the prequalification process
and building operation. Moreover, load prediction uncertainty can
compromise the ability of DR strategies to attain their optimisation
targets, thus, significantly reducing the associated cost saving bene-
fits [18]. In this respect, in order for DR strategies to achieve adequate
performance, the impacts of load prediction uncertainty should be also
considered [19]. Further to this, uncertainty quantification is likely to
bolster engineering decision making by allowing the comparison across
different analysis options (e.g., energy flexibility measures) as well
as the allocation of the pertinent resources for uncertainty reduction
through additional data collection and/or model refinement [20].

Although physics-based models demonstrate excellent performance
in predicting building energy consumption, they require building en-
ergy simulation expertise, detailed knowledge of building physical
properties and access to this information that can be challenging to
obtain, especially for existing buildings [12]. Buildings are subject to
uncertainties and variabilities, including occupant behaviour, weather
conditions, and equipment performance variations. Physics-based mod-
els rely on detailed knowledge of building physical properties and
assumptions, which may become redundant or outdated over time
and face difficulties in accurately incorporating uncertainties without
manual intervention. Additionally, these models demand extensive cali-
bration and validation efforts, which are time-consuming and resource-
intensive. In recent years, there has been a significant increase in
the availability of building-related data, including sensor data, energy
consumption data, and building operational data. With the recent
emergence of data-driven models, such models, once developed and
calibrated can potentially leverage this wealth of data to train and
improve their performance. Such data availability now makes the use of
data driven models more feasible for specific applications and thus it is
an active area of current research [21]. Moreover, data-driven models
continuously learn from updated data, adapt to changing conditions,
and capture underlying patterns to make accurate predictions and
optimisations considering uncertainty [22]. Specifically, Bayesian deep
learning can facilitate uncertainty quantification by creating estimates
based on model parameter sampling without the need to resort to
multiple input scenarios [12]. Bayesian deep learning methodologies
exhibit higher generalisation ability even when smaller datasets are
used through the prior distribution over the model parameters [23].

1.2. Related research and contributions

Despite the growing interest in uncertainty quantification by us-
ing Bayesian deep learning approaches in various fields (e.g., image
processing, medical applications, etc.) [24] few research efforts have
developed BDL approaches for electric load or electricity generation
forecasting. In [25], Bayesian neural networks and Gaussian process
models are developed to forecast a series of annual building energy per-
formance outputs, including, inter alia, HVAC system related variables,
PV generation, interior equipment, etc., considering only epistemic
uncertainty. Lork et al. [26] develop a Bayesian convolutional neu-
ral network (CNN) to capture the aleatoric uncertainties associated
with residential air conditioning energy management. On the other
hand, Xuan et al. [27] quantify the aleatoric uncertainties related
to building electricity consumption by developing a hybrid network
based on a CNN and a GRU. In [14,28], day-ahead prediction models
were developed to capture both aleatoric and epistemic uncertainty
based on Bayesian mixture density network and deep residual net-
works, respectively. In [29], a series of deep learning algorithms are
developed (e.g., concrete dropouts, deep ensembles, Bayesian neural
networks, deep Gaussian processes, and functional neural processes) to
develop hour-ahead and day-ahead prediction models for electric loads
considering both aleatoric and epistemic uncertainty. Sun et al. [12]
developed day-ahead net load prediction models to capture both epis-

temic and aleatoric uncertainty based on Bayesian deep long short-term
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memory (LSTM) network. In [30], three deep neural networks (re-
current neural network, LSTM, and gated recurrent unit GRU) are
utilised to provide day-ahead predictions and quantify both epistemic
and aleatoric uncertainties for building electric loads. Yang et al. [31]
develop a multitask Bayesian neural network to quantify both aleatoric
and epistemic uncertainties associated with building electricity con-
sumption. The above-mentioned studies develop BDL methodologies
to capture either aleatoric [26,27] or epistemic uncertainty [25] or
focus on electric load forecasting without extending their analysis to
individual energy conversion systems commonly found in buildings,
namely thermostatically controlled loads, non-controllable loads, onsite
electricity generation, etc. [12,14,28–31]. Thus, there is a need for the
development of suitable probabilistic models on an individual energy
system level which will allow, not only the evaluation of building
energy performance under uncertainty, but also the exploitation of the
associated flexibility from an integrated system perspective considering
the various uncertainty types. The aforementioned research efforts have
utilised Bayesian deep learning neural networks to forecast building
energy use, however, without extending their analysis to the estimation
of building flexibility potential.

Previous work has predominantly focused on implicit energy flex-
ibility evaluation strategies by determining the contribution of differ-
ent control schemes to achieving specific objectives, e.g., cost or/and
carbon emissions minimisation, etc., [32–34]. On the other hand, a
series of studies explicitly assess energy flexibility by using standard-
ised methodologies that are independent of the underlying load con-
trol algorithms and the accompanying optimisation goals [35]. These
methodologies are mainly based on either physics-based or machine
learning-based models and focus on passive thermal energy storage
(TES) systems; conversely, fewer research efforts quantified the flexi-
bility of active TES or combinations of passive and active TES, as well
as electrical storage systems. For example, in [36], the flexibility of
passive TES systems is assessed by quantifying the energy that can
be added or curtailed and the associated energy costs/savings with
respect to the energy shifted based on various building types and
simulation software. Foteinaki et al. [37] evaluate the flexibility of
passive TES systems considering the energy shifting capability as well
as the associated energy costs/savings during a DR action by utilising
building energy simulation software. Zhang and Kummert [38] assessed
the energy flexibility of passive TES systems by quantifying the flexible
energy, the rebound energy, the flexible energy efficiency, and the
maximum flexible power based on a grey-box model. Finck et al. [39]
evaluate the active TES flexibility by calculating the energy shifting
capability, the related energy costs/savings with reference to the energy
shifted, as well as the electricity cost by utilising a MATLAB-based sim-
ulation framework. Zhou and Cao [40] assessed the flexibility of passive
and active TES systems by calculating the period during which the
energy consumption can be delayed or anticipated based on a physics-
based model that also considers onsite electricity generation. Balint
and Kazmi [41] used the indicators developed in [42] to evaluate the
flexibility of passive TES by developing a stochastic gradient descent
model. In [43], the passive TES flexibility is optimised considering
a series of indicators, namely a flexibility factor as well as load and
supply cover factors by developing a model predictive control based
on neural networks. In [44], the net energy flows from/into the grid
and the associated costs are quantified by optimising the operation
schedules of electric vehicles and wet appliances based on a multilayer
perceptron neural network. Ren et al. [45] utilise a physics-based model
to evaluate the flexibility of a solar-assisted air conditioning system
with thermal energy storage by quantifying the PV self-consumption
and self-sufficiency as well as the heat pump solar contribution. In [46],
the flexibility index is utilised in order to evaluate the flexibility
potential of passive and active TES systems based on a grey box model.

The aforementioned research efforts have focused on the develop-
ment of suitable indicators to quantify building energy flexibility. How-
3

ever, these studies have mostly used deterministic approaches without
considering uncertainties associated with building operation. This can
lead to misestimation of energy shifting capability and thermal com-
fort deviations, resulting in extra costs and occupant discomfort [47].
Therefore, there is a need for probabilistic key performance indicators
(KPIs) that can account for uncertainty and determine confidence levels
for flexibility characteristics in residential buildings. These metrics will
allow for the comparison and evaluation of different flexibility options
and the uncertainty levels of individual DR strategies.

In contrast to these studies, a limited number of studies utilise
market-independent indicators to quantify building flexibility consider-
ing uncertainty, however, the solely focus on passive TES systems. Hu
and Xiao [6] evaluate building flexibility by introducing a probabilistic
energy flexibility indicator based on a low order model; however, this
considers only occupancy profile stochasticity to quantify the uncer-
tainty associated with building flexibility. Martinez et al. [48] quantify
the average shiftable power of passive TES systems considering uncer-
tainty in a residential district by permuting various building typologies,
occupant behaviours, and appliances based on linear regression. On
the other hand, Amadeh et al. [49] evaluate the energy flexibility of
passive TES in terms of storage capacity and efficiency and quantify
uncertainty by analysing historical weather data and by placing a white
noise distribution on the reduced-order parameters. Tables A.1 and
A.2 (Appendix A) provide a concise summary of all reviewed papers,
offering a useful overview of the literature references cited in the
current paper.

There is currently no scalable methodology to evaluate the flex-
ibility of individual residential buildings with multiple thermal and
electrical systems on an integrated basis, considering uncertainty types
related to energy demand and onsite electricity generation. There
is also a lack of suitable KPIs to provide confidence intervals for
flexibility characteristics. A data-driven, bottom-up approach for esti-
mating building energy use and associated uncertainty can facilitate
customised flexibility assessment across residential buildings, providing
more realistic predictions of building flexibility potential. Probabilistic
building flexibility assessment can facilitate the quantification of associ-
ated uncertainties and provide a framework for evaluating short-term
flexibility prediction robustness and reliability. An uncertainty-aware
flexibility evaluation methodology can provide confidence bounds for
DR strategies, facilitating decision-making and optimal bidding in elec-
tricity markets [12]. Accurate flexibility evaluation can facilitate the
selection of residential buildings for flexibility programs during the pre-
qualification process and the implementation of optimal DR strategies
during building operation.

To address the lack of bottom-up approaches for evaluating building
flexibility by considering uncertainty, a probabilistic energy flexibility
assessment framework is developed to evaluate the DR potential of both
thermal and electrical systems commonly found in residential build-
ings. The proposed framework is capable of quantifying both epistemic
and aleatoric uncertainties associated with the operational flexibility
of buildings considering multistep-ahead predictions. To this end, a
series of target variables associated with harnessing building DR po-
tential (HVAC system load, zone temperature, non-controllable loads,
PV electricity generation) are predicted based on periodically updated
models, a sliding window method, and Bayesian deep learning neural
networks. The data-driven models developed utilise input variables
that can be realistically collected by a residential energy management
system (e.g., weather prediction data and historical data related to
the target variables). The final set of input variables is selected based
on the Spearman correlation coefficient. Subsequently, for each target
variable, a Bayesian feedforward convolutional neural network [50–
52] is developed by using the Keras Tensorflow framework [53]. The
performance of the developed machine-learning models is examined
through multiple case studies including hour-ahead day-ahead predic-
tions, which can be utilised to schedule DR measures in response to grid
signals. The effectiveness of these forecasting techniques for specific

DR programs, such as day-ahead scheduling and secondary reserve
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time resolution, is evaluated by comparing both their deterministic and
probabilistic performance [54].

Given that multiple predictions are built at each time step based
on the Monte Carlo sampling approach, suitable flexibility indicators
should be used to account for the uncertainty associated with the
energy flexibility potential of passive TES and electric energy storage
systems. Specifically, the flexibility quantification framework devel-
oped involves the estimation of both the energy shifting capability of
the energy systems considered and any zone temperature deviations
arising from activating this flexibility. To this end, the notion of storage
capacity is extended beyond its deterministic definition and is quanti-
fied in terms of the associated mean and variance values. In this way,
the flexibility of various thermal and electrical systems is evaluated
on a common basis by also considering the different uncertainties
characterising building energy consumption and onsite electricity gen-
eration. The proposed Bayesian deep learning framework allows for
the comparison of flexibility options in residential buildings by con-
sidering both inherent randomness and lack of knowledge related to
building demand and onsite electricity generation. It also allows for
the development of prediction models for individual energy systems
and zone temperatures to quantify building flexibility potential and the
potential impact on occupant thermal comfort. The proposed KPIs are
independent of control strategies and market structure, making them
suitable for use in dynamic environments such as DR applications. This
framework can be used by electricity aggregators to evaluate build-
ing portfolios and the uncertainty involved, leading to more accurate
estimates of building flexibility potential. The proposed methodology
can not only quantify the energy shifting capability and the potential
thermal comfort deviations but also provide a framework for capturing
the pertinent uncertainties. It allows for the evaluation or optimisation
of building portfolios within prediction intervals, both during the end-
user prequalification process and during building operation. It can also
be used to optimise the exploitation of flexibility potential in various
energy systems to shift demand to off-peak periods or periods of excess
onsite electricity generation, increase the share of renewable energy,
and mitigate potential electricity generation and distribution capacity
issues. The remainder of this paper is organised as follows: Section 2
describes the overall methodology. The case study building as well as its
energy systems are described in Section 3, while Section 4 includes the
obtained simulation results. Finally, a discussion on the obtained results
and the conclusions are provided in Sections 5 and 6, respectively.

2. Methodology

Section 2 summarises the methodological steps of this study. Specif-
ically, Section 2.1 describes the updating strategy of the Bayesian
convolutional neural network while Section 2.2 describes the candidate
features for each target variable considered as well as the feature
selection methodology. Section 2.3 outlines the structure of the de-
veloped BCNN, the optimisation of the hyperparameters as well as
the data preprocessing techniques utilised. Section 2.4 describes the
quantification of the epistemic and aleatoric uncertainties by using
the BCNN, while Section 2.5 summarises the deterministic and the
probabilistic predictive performance metrics utilised in this study. Fi-
nally, Section 2.6 describes the energy flexibility quantification and
characterisation methodology by considering both deterministic and
probabilistic approaches.

2.1. Training and test set determination

The target variable values for a specified prediction horizon are
forecasted considering the sliding or moving window method [55].
This approach involves the prediction of the next m values of a time
series, considering the previous 𝑛 observations as model inputs. After
ach prediction, the oldest 𝑚 observations are removed from the rear
4

of the window and the m most recent values (collected from real-
time data) are added to the front of the window so that the training
set size remains equal to 𝑛. This method allows the machine learning
(ML) models to be updated by considering real-time observations and
by omitting older observations that are likely to be less relevant.
Accordingly, the test set size is determined by the selected prediction
horizon (hour-ahead, day-ahead, etc.) which depends on the DR market
and the bidding strategy.

2.2. Input variable selection

This section describes the candidate features for each target variable
(summarised in Table 1) as well as the feature selection method. The
definitions of the variables utilised in this study are summarised in the
Nomenclature table.

The input variables considered for the HVAC system and the zone
temperature include weather conditions (outdoor temperature (Tout),
total solar irradiance (𝐼𝑜𝑢𝑡), relative humidity (𝑅𝐻), wind speed (𝑊𝑆)),
he thermostatic setpoint (𝑇𝑠𝑝), the remainder of the building loads
𝑃𝑛𝑐), calendar data, statistical properties associated with previous pre-
iction figures as well as lagged values associated with the thermostatic
etpoint, the target variables, and the weather variables. Calendar
nformation (e.g., min of the day (𝑀𝑜𝐷), day of the week (𝐷𝑜𝑊 )), non-
ontrollable load predictions, and historical data are used as candidate
eatures since they potentially exhibit a high correlation with the
arget variables due to the building occupancy pattern periodicity and,
herefore, energy consumption. Furthermore, lag terms associated with
eather variables are also considered as candidate features. This is
ecause there is a degree of inertia in the heating load and the zone
emperature due to the building thermal mass and furnishings when
eather conditions change. Moreover, a series of statistical properties

rom the previous prediction figures (e.g., average, minimum, and
aximum values) and the ratios associated with these variables are

onsidered as candidate input variables since they can provide infor-
ation about the target variable dynamics. Finally, the thermostatic

etpoint is considered not only because it gives insights into occupancy
atterns and occupant thermal comfort but also because it can be
uitably modulated to harness the HVAC system flexibility potential.

The non-controllable loads (all building loads excluding the heating
ystem power consumption) are predicted based on historical data,
alendar information as well as statistical properties from the previous
rediction figures and ratios involving these variables. The candidate
eatures selected for the PV system electricity generation 𝑃𝑝𝑣 include
istorical data from the target variable, weather variables, and calendar
nformation. Variables associated with weather conditions are selected
ince the PV plant power output is mainly influenced by solar irra-
iation as well as other variables including outdoor temperature and
umidity 𝑅𝐻 [56]. Historical data of the target variable are considered
andidate features to consider the dynamics and potential performance
egradation of the PV system. Finally, to account for the periodicities
n the PV power output, the time of day is also considered.

Since building load is influenced by several factors (e.g., occupancy,
eather, etc.), features should be periodically selected. Specifically, the
pdated training set is determined for each new prediction by consid-
ring the sliding window method. Subsequently, the optimal feature
et is selected based on the training set and target variable values that
re currently available. In this study, a correlation analysis is applied
o determine the optimal feature set. The Pearson or the Spearman
orrelation coefficients can be utilised to determine the strength and the
irection of the correlation between the input and the target variables.
he Pearson coefficient assumes normal data distribution to obtain the

inear relationship between two continuous variables. Alternatively, the
pearman coefficient can capture the non-linear relationship between
wo variables, thus, it is suitable for data that is not normally dis-
ributed. In this study, the input variables are selected by using the
pearman coefficient [57] since the candidate input variables include
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Table 1
Candidate features for each target variable.

Target variables

Candidate
features

HVAC
system load

Zone
temp.

Non-contr.
loads

PV power

Weather
variables

𝑇𝑜𝑢𝑡, 𝐼𝑡𝑜𝑡, 𝑅𝐻 , 𝑊𝑆 – 𝑇𝑜𝑢𝑡, 𝐼𝑡𝑜𝑡,
𝑅𝐻

Calendar
information

𝑊 𝑇 , 𝐷𝑜𝑊 , 𝑀𝑜𝐷 𝑀𝑜𝐷

Historical
data

𝑃ℎ𝑝 , 𝑇𝑧, 𝑇𝑧, 𝑇𝑜𝑢𝑡, 𝑇𝑠𝑝, 𝑃ℎ𝑝,𝑂∕𝑂 𝑃𝑛𝑐 𝑃𝑝𝑣

Auxiliary
variables

𝑃ℎ𝑝,𝑎𝑣, 𝑃ℎ𝑝,𝑚𝑎𝑥,

𝑃ℎ𝑝,𝑚𝑖𝑛,
𝑅ℎ𝑝,𝑎𝑣∕𝑚𝑎𝑥,
𝑅ℎ𝑝,𝑚𝑖𝑛∕𝑎𝑣,
𝑇𝑧,𝑎𝑣,
𝑇𝑧,𝑚𝑎𝑥, 𝑇𝑧,𝑚𝑖𝑛,
𝑅𝑧,𝑎𝑣∕𝑚𝑎𝑥,
𝑅𝑧,𝑚𝑖𝑛∕𝑎𝑣

𝑃𝑛𝑐,𝑎𝑣,
𝑃𝑛𝑐,𝑚𝑎𝑥,
𝑃𝑛𝑐,𝑚𝑖𝑛,
𝑅𝑛𝑐,𝑎𝑣∕𝑚𝑎𝑥,
𝑅𝑛𝑐,𝑚𝑖𝑛∕𝑎𝑣

–

Miscellaneous 𝑇𝑠𝑝, 𝑃𝑛𝑐 , 𝑇𝑧 𝑇𝑠𝑝, 𝑃𝑛𝑐 , 𝑇𝑧 – –
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data that is not necessarily normally distributed (e.g., relative humidity,
solar radiation, wind speed). In the context of this study, the selected
correlation threshold is 0.5, considering the absolute value guide as
per [58].

2.3. Bayesian convolutional neural network

The machine learning model developed to provide predictions and
to quantify the uncertainties for the various target variables considered
is a convolutional feedforward neural network (CNN) implemented
by using the Keras Tensorflow framework [53]. Convolutional neural
networks have been successfully used in various applications, includ-
ing, inter alia, time series prediction (electrocardiogram time series,
weather forecast, traffic flow prediction, etc.), signal identification,
image classification, object detection, face recognition, human action
recognition, etc. [50]. One of the promising forthcoming approaches
for dealing with high-dimensional data is to learn the latent input
representation automatically through output supervision. This is the
fundamental principle of deep neural networks, notably convolutional
neural networks, which stack (deeper) layers of linear convolutions
with nonlinear activations to automatically extract the multi-scale fea-
tures or concepts from high-dimensional input. This reduces the need
for manual feature engineering, such as looking for the appropriate
set of basis functions or relying on expert knowledge [59]. In con-
volutional feedforward NNs, the information flows from any layer to
all subsequent layers. The 𝑙th layer obtains the feature maps from the
previous layers as input such that 𝑥𝑙 = 𝐻𝑙

([

𝑥0, 𝑥1 … , 𝑥𝑙−1
])

, where
𝑥0, 𝑥1..., 𝑥(𝑙−1)] represents the feature maps from layers 0 to 𝑙−1 [51]. A
ectified linear function (ReLU) is utilised to activate the BCNN layers.
he hyperparameters of the Bayesian convolutional neural network
BCNN) are tuned based on a random search. By utilising this method, a
andomised search across hyperparameters over all possible parameter
alues is conducted. A random search is iteratively carried out until
he ML model achieves the desired accuracy or the predetermined
omputational budget is exhausted [60]. The hyperparameter selection
s based on a time series cross-validation (CV) technique that is applied
n a rolling basis. Given that the CV method follows the model training
trategy (sliding window), the training and test sets slide forward in
teps equal to the test set size. The hyperparameters tuned in this
tudy include the number of hidden layers, the number of hidden
eurons in each layer, the dropout rate, the batch size, the number of
pochs, and the window size. Moreover, features with higher values can
nfluence the development of the ML models, thus deteriorating their
ccuracy [61]. This problem is addressed by normalising all variables
ithin the range of [0, 1]. Before de-normalising the prediction output,
5

orecasted values that lie below 0 or above 1 are set equal to 0 and 1,
espectively, since they are prediction errors. Table 2 summarises the
ethodological steps for the development of the BCNN model.

.4. Uncertainty quantification

To capture both epistemic and aleatoric uncertainties for the target
ariables considered, a Bayesian convolutional neural network (BCNN)
s developed. Specifically, epistemic uncertainty is modelled by consid-
ring a prior distribution for the weights of the model and by capturing
he variation of these weights. On the other hand, aleatoric uncertainty
s modelled by considering a distribution over the model output by
earning the variance of the models as a function of the various model
nputs [62].

The developed BCNN captures the epistemic uncertainty by placing
Gaussian prior distribution over the model weights. For a given

ataset (𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛), the posterior distribution over the weights is
alculated 𝑝(𝑊 |𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛) based on Bayesian inference, where 𝑓𝑤(𝑥)
s a random output of the BCNN and W denotes the model parameters.
t is noted that 𝑋train ∈ R𝑁×𝑑𝑥 and 𝑌train ∈ R𝑁×1, where 𝑁 is the sample
ize and 𝑑𝑥 represents the input dimensions. The model likelihood
s defined as a Gaussian distribution with the mean determined by
he model output and an observation noise 𝜎 (𝑝(𝑌𝑡𝑟𝑎𝑖𝑛|𝑓𝑤(𝑋𝑡𝑟𝑎𝑖𝑛)) =
(𝑓𝑤(𝑋𝑡𝑟𝑎𝑖𝑛), 𝜎2)). Since the marginal probability 𝑝(𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛) cannot
e analytically assessed to evaluate the posterior 𝑝(𝑊 |𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛) =
(𝑌𝑡𝑟𝑎𝑖𝑛|𝑋𝑡𝑟𝑎𝑖𝑛,𝑊 )𝑝(𝑊 )∕𝑝(𝑌𝑡𝑟𝑎𝑖𝑛, 𝑋𝑡𝑟𝑎𝑖𝑛), the inference is implemented by
onsidering the Monte Carlo (MC) dropout. To carry out this inference,
he model is trained with dropout before every weight layer; addition-
lly, the dropout is performed at test time based on samples from the
pproximate posterior [62]. This posterior allows predictions on unseen
ata by obtaining sets of all possible model parameters [25].

The posterior 𝑝(𝑊 |𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛) is fitted with a distribution 𝑞𝜃(𝑊 )
y minimising the Kullback–Leibler divergence between 𝑞𝜃(𝑊 ) and
(𝑊 |𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛) so that the optimal distribution 𝑞∗𝜃 (𝑊 ) can represent
(𝑊 |𝑋𝑡𝑟𝑎𝑖𝑛, 𝑌𝑡𝑟𝑎𝑖𝑛). The minimisation objective (Eq. (1)) is obtained by
mplementing dropout as a variational Bayesian approximation with a
robability equal to 𝑝. Considering 𝑇 samples, the predictive mean and
ariance are given by Eqs. (2) and (3), respectively [52].

(𝜃, 𝑝) = 1
2𝑁𝜎2

𝑇
∑

𝑖=1

‖

‖

‖

𝑦𝑖 − 𝑓𝑊𝑡(𝑥𝑖)‖
‖

‖

2
+

log 𝜎2

2
+

1 − 𝑝
2𝑁

‖𝜃‖2 (1)

𝐸(𝑦) = 1
𝑇

𝑇
∑

𝑡=1
𝑓𝑊𝑡 (𝑥) (2)

ar(𝑒𝑝)(𝑦) = 1
𝑇
∑

𝑓𝑊𝑡 (𝑥)𝑇 𝑓𝑊𝑡 (𝑥) − 1
2

𝑇
∑

𝑓𝑊𝑡 (𝑥)𝑇
𝑇
∑

𝑓𝑊𝑡 (𝑥) + 𝜎2 (3)

𝑇 𝑡=1 𝑇 𝑡=1 𝑡=1
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Table 2
Methodology table.

Step Methodology
section

Description

1 2.1 Determine the optimal training set size
2 2.1 Determine the candidate features (Table 1)
3 2.2 Update the training set and the selected features
4 2.3 Build a BCNN for each target variable
5 2.4 Calculate the mean and standarddeviation for each BCNN model
To account for aleatoric uncertainty, it is considered that the obser-
ation noise is data dependent. The resulting minimisation objective
Eq. (4)) is derived by expressing the observation noise as a function of
he data.

(𝜃) = 1
2𝑇

𝑇
∑

𝑖=1

1

𝜎
(

𝑥𝑖
)2

‖

‖

‖

𝑦𝑖 − 𝑓
(

𝑥𝑖
)

‖

‖

‖

2
+

log 𝜎
(

𝑥𝑖
)2

2
(4)

To combine both the epistemic and the aleatoric uncertainty, a
prior distribution over the weights and bias is placed. Subsequently, the
posterior distribution is inferred based on the given data. To combine
both the epistemic and the aleatoric uncertainty, a distribution over
the weights is placed. The model output (comprised of both the pre-
dictive mean and the predictive variance) is based on the approximate
posterior �̂� ∼ 𝑞(𝑊 ), as given in Eq. (5). Further, a normal likelihood
is considered to model the aleatoric uncertainty. The resulting min-
imisation objective and the predictive variance (composed of both the
epistemic and the aleatoric uncertainty) are given in Eqs. (6) and (7),
respectively [25].
[

𝑦, 𝜎2
]

= 𝑓𝑊 (𝑥) (5)

R𝑁𝑁 = 1
2𝑇

𝑇
∑

𝑖=1

1
𝜎2𝑖

‖

‖

𝑦𝑖 − �̂�𝑖‖‖
2 +

log 𝜎2𝑖
2

(6)

ar(𝑦) = 1
𝑇

𝑇
∑

𝑖=1
𝑦2 −

(

1
𝑇

𝑇
∑

𝑖=1
𝑦2
)2

+ 1
𝑇

𝑇
∑

𝑖=1
𝜎𝑡

2 (7)

where and stand for the predicted and actual value i, respectively.

2.5. BCNN performance evaluation

The predictive performance of the BCNN model is assessed by
evaluating both the model deterministic accuracy and the accuracy
of the uncertainty estimate. Considering the deterministic accuracy
evaluation, the coefficient of variation of the root mean squared error
(CV-RMSE) (Eq. (8)) and the normalised mean bias error (NMBE)
(Eq. (9)) are used for the power-related target variables (HVAC system
power consumption, non-controllable loads, and PV system electricity
generation). The zone temperature BCNN model is evaluated based
on the RMSE (Eq. (10)) and the MBE (Eq. (11)). According to the
ASHRAE guidelines [63], the acceptable tolerances for calibration using
hourly data for the CV-RMSE and the NMBE are +/−10% and 30%,
respectively. Nevertheless, no standardised calibration thresholds have
been established for prediction models with higher resolution [64]. The
predictability of the energy flexibility related characteristics is assessed
by using the coefficient of determination (Eq. (12)).

To measure the percentage of the observed values that fall within
the prediction interval (PI), the prediction interval coverage probability
(PICP) (Eq. (13)) is utilised. To quantify the width of the predic-
tion interval, the prediction interval normalized mean width (PINMW)
(Eq. (14)) and the prediction interval mean width (PIMW) (Eq. (15))
are utilised for the power-related variables and the zone temperature,
respectively. The PINMW is a normalised version of the PIMW and is
used to compare the PI of target variables exhibiting different magni-
tudes. The PICP and the PINMW (or PIMW) should be collectively used
6

since the PICP can give misleading results; this is because a high/low
PICP can be achieved for wide/narrow PIs [54].

𝐶𝑉 − 𝑅𝑀𝑆𝐸 =

√

∑𝑁
𝑖=1

(

𝑌𝑖 − 𝑌𝑖
)2

𝑌
(8)

𝑃𝐼𝐶𝑃 = 1
𝑁

𝑁
∑

𝑖=1
𝑐𝑖, 𝑐𝑖 =

{

1, 𝑙𝑖 ≤ 𝑌𝑖 ≤ 𝑢𝑖
0, 𝑌𝑖 < 𝑙𝑖 or 𝑌𝑖 > 𝑢𝑖

(9)

𝑁𝑀𝐵𝐸 =

∑𝑁
𝑖=1

(

𝑌𝑖 − 𝑌𝑖
)

∑𝑁
𝑖=1 𝑌𝑖

(10)

𝑅𝑀𝑆𝐸 =

√

√

√

√

𝑁
∑

𝑖=1

(

𝑌𝑖 − 𝑌𝑖
)2

(11)

𝑀𝐵𝐸 =

∑𝑁
𝑖=1

(

𝑌𝑖 − 𝑌𝑖
)

𝑁
(12)

𝑅2 = 1 −

∑𝑁
𝑖=1

(

𝑌𝑖 − 𝑌𝑖
)2

∑𝑁
𝑖=1

(

𝑌𝑖 − 𝑌
)2

(13)

PINMW = 1
𝑁𝑅

𝑁
∑

𝑖=1

(

𝑢𝑖 − 𝑙𝑖
)

(14)

𝑃𝐼𝑀𝑊 = 1
𝑁

𝑁
∑

𝑖=1

(

𝑢𝑖 − 𝑙𝑖
)

(15)

where 𝑌 is the mean value of the actual values, 𝑁 and 𝑅 represent
the size of 𝑦𝑖 and the range of the measured value, respectively, and
𝑙𝑖 and 𝑢𝑖 denote the lower and upper bounds of the 𝑖th PI, respec-
tively. To assess the significance of each uncertainty type, the PICP
and the PIMW, PINMW can be calculated by considering only one
type of uncertainty (either aleatoric or epistemic) and the total model
uncertainty. These metrics depend on the lower and upper prediction
bounds, which are a function of the predictive variance. Thus, the
consideration of different uncertainty types (epistemic, aleatoric, total)
will result in different PICP and PIMW/PINMW values and also depend
on the predictive variance considered. Therefore, 𝑃𝐼𝐶𝑃𝑒𝑝, 𝑃𝐼𝐶𝑃𝑎𝑙, and
𝑃𝐼𝐶𝑃𝑡𝑜𝑡 correspond to the percentage of the observed values that fall
within a prediction interval that results from considering the epistemic,
the aleatoric, and the total uncertainty, respectively.

2.6. Energy flexibility evaluation

2.6.1. Deterministic energy flexibility quantification
The building energy flexibility potential is assessed by quantifying

the load shifting capability for various energy conversion systems,
namely space heating systems and electric storage units. Building flex-
ibility is evaluated by implementing various DR actions by considering
locally produced electricity and can be activated on the basis of two
types of flexibility: downward (down-flex) and upward flexibility (up-
flex) [42]. Energy is curtailed during down-flex actions, whereas energy
is stored in the storage medium during up-flex actions by implementing
suitable control setpoint modulations. In this context, the energy shift-
ing capability can be quantified by considering the notion of storage
capacity. In the context of a DR action, the available storage capacity

can be defined as the amount of energy that can be added or removed
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Fig. 1. Picture and 3D rendering of testbed house [66].
|

|

|

|

Table 3
Limits on temperature drifts and ramps [65].

Time period 0.5 h 1 h 2 h

Maximum allowed operative
temperature change

1.1 ◦C 2.2 ◦C 2.8 ◦C

by a storage medium based on the respective boundary conditions. The
storage capacity for down-flex and up-flex actions is given by Eqs. (16)
and (17), respectively.

𝐶𝐷𝐹 = ∫

∞

0

|

|

|

𝑃 mod (𝑡) − 𝑃𝑟𝑒𝑓 (𝑡)
|

|

|

−
𝑑𝑡 (16)

𝐶𝑈𝑃 = ∫

∞

0

(

𝑃 mod (𝑡) − 𝑃𝑟𝑒𝑓 (𝑡)
)+ 𝑑𝑡 (17)

In down-flex, the HVAC system flexibility is determined by con-
sidering on/off strategies, whereas, in up-flex, by applying suitable
thermostatic setpoint modulations. To avoid unacceptable occupant
thermal comfort deviations during DR actions, the operative temper-
ature changes should remain within certain limits as per ASHRAE
standards [65] (Table 3).

To determine the maximum flexibility potential of a battery during
a down-flex action, it assumed that the power flow to the utility is
zero. Thus, the battery power shifting capability is determined by
considering a discharging power equal to the net building load. Thus,
a discharging power equal to the net building load (𝑃𝑏 − 𝑃𝑅𝐸𝑆 ) is
considered for a specified duration, 𝑡𝐷𝑅, where 𝑃𝑏 and 𝑃𝑅𝐸𝑆 are the
building load and the onsite electricity generation, respectively. The
resulting storage capacity is given by Eq. (18). In contrast to down-flex,
during an up-flex action, the battery upward flexibility is calculated by
considering a charging power equal to the battery maximum charge
rate, 𝑃𝑏𝑎𝑡,𝑚𝑎𝑥. Given that the battery charging power is constant, the
storage capacity in up-flex is equal to 𝑃𝑏𝑎𝑡,𝑚𝑎𝑥.𝑡𝐷𝑅.

𝐶𝐷𝐹 = ∫

𝑡𝐷𝑅

0
max

(

𝑃𝑏 − 𝑃𝑅𝐸𝑆 , 0
)

𝑑𝑡 (18)

2.6.2. Probabilistic energy flexibility quantification
In this section, the deterministic flexibility indicators, as described

in Eqs. (16)–(18), are extended so that the energy shifting capability of
the various energy systems considered can be described by prediction
intervals. If a DR event with a duration of 𝑡𝐷𝑅 corresponds to 𝐾
timesteps, Eq. (16) can be restated as:

𝐶𝐷𝐹 =
𝑡𝐷𝑅
𝐾

𝐾
∑

𝑘=1
𝑃𝐻𝑉 𝐴𝐶,𝑟𝑒𝑓

(𝑘) −
𝑡𝐷𝑅
𝐾

𝐾
∑

𝑘=1
𝑃𝐻𝑉 𝐴𝐶, mod

(𝑘) (19)

Regarding the HVAC system, if the reference and the modulated
power demand follow Gaussian distributions (as described in
7

Section 2.4) such that 𝑃 (𝑘)
𝐻𝑉 𝐴𝐶,𝑚𝑜𝑑 ∼ 𝑁

(

𝜇(𝑘)
𝐻𝑉 𝐴𝐶,𝑚𝑜𝑑 , 𝜎

2
𝐻𝑉 𝐴𝐶,𝑚𝑜𝑑

)

and

𝑃 (𝑘)
𝐻𝑉 𝐴𝐶,𝑟𝑒𝑓 ∼ 𝑁

(

𝜇(𝑘)
𝐻𝑉 𝐴𝐶,𝑟𝑒𝑓 , 𝜎

2
𝐻𝑉 𝐴𝐶,𝑟𝑒𝑓

)

, then the resulting storage ca-
pacity in down-flex and up-flex will also follow a Gaussian distribution
as per Eqs. (20) and (21), respectively.

𝐶𝐷𝐹 ∼ 𝑁(
𝑡𝐷𝑅
𝐾

𝐾
∑

𝑘=1
𝜇𝐻𝑉 𝐴𝐶,𝑟𝑒𝑓

(𝑘) − 𝜇𝐻𝑉 𝐴𝐶, mod (𝑘),

𝑡𝐷𝑅
𝐾

2 𝐾
∑

𝑘=1
𝜎2𝐻𝑉 𝐴𝐶,𝑟𝑒𝑓

(𝑘) + 𝜎2𝐻𝑉 𝐴𝐶, mod
(𝑘))

(20)

𝐶𝑈𝐹 ∼ 𝑁(
𝑡𝐷𝑅
𝐾

𝐾
∑

𝑘=1
𝜇(𝑘)
𝐻𝑉 𝐴𝐶, mod − 𝜇𝐻𝑉 𝐴𝐶,𝑟𝑒𝑓 (𝑘),

𝑡𝐷𝑅
𝐾

2 𝐾
∑

𝑘=1
𝜎2𝐻𝑉 𝐴𝐶, mod + 𝜎2𝐻𝑉 𝐴𝐶,𝑟𝑒𝑓 )

(21)

where 𝑘 denotes the corresponding timestep. Assuming that the indoor
temperature prediction follows a Gaussian distribution such that 𝑇 ∼
𝑁

(

𝜇(𝑘)
𝑧 , 𝜎2(𝑘)𝑧

)

, the temperature deviation during a DR action will also
follow a Gaussian distribution as per Eq. (22).

𝛥𝑇 ∼ 𝑁
(

|

|

|

|

𝜇(𝑘𝑖)𝑧 − 𝜇
(

𝑘𝑗
)

𝑧
|

|

|

|

, 𝜎2(𝑘𝑖)𝑧 + 𝜎
2
(

𝑘𝑗
)

𝑧

)

(22)

where 𝑘𝑖 and 𝑘𝑗 denote the timesteps for which the quantity
|

|

|

|

𝜇(𝑘𝑖)𝑧 −𝜇
(

𝑘𝑗
)

𝑧

is maximised. The battery flexibility potential is quantified by assuming
a DR action with a duration of 𝑡𝐷𝑅 that corresponds to 𝐾 timesteps.
Considering that the building load (𝑃𝑏) equals the sum of the HVAC
load (𝑃𝐻𝑉 𝐴𝐶 ) and the non-controllable loads. Eq. (18) can be rewritten
as:

𝐶𝐷𝐹 = max

(

𝑡𝐷𝑅
𝐾

𝐾
∑

𝑘=1
𝑃𝐻𝑉 𝐴𝐶 (𝑘) +

𝑡𝐷𝑅
𝐾

𝐾
∑

𝑘=1
𝑃 (𝑘)
𝑛𝑐 −

𝑡𝐷𝑅
𝐾

𝐾
∑

𝑘=1
𝑃𝑅𝐸𝑆

(𝑘), 0

)

(23)

The HVAC system load, the non-controllable loads, and the onsite
electricity generation follow Gaussian distributions such that 𝑃 (𝑘)

𝐻𝑉 𝐴𝐶 ∼
𝑁

(

𝜇(𝑘)
𝐻𝑉 𝐴𝐶 , 𝜎

2
𝐻𝑉 𝐴𝐶 (𝑘)

)

, 𝑃 (𝑘)
𝑛𝑐 ∼ 𝑁

(

𝜇(𝑘)
𝑛𝑐 , 𝜎

2(𝑘)
𝑛𝑐

)

, 𝑃 (𝑘)
𝑅𝐸𝑆 ∼ 𝑁

(

𝜇(𝑘)
𝑅𝐸𝑆 ,

𝜎2𝑅𝐸𝑆 (𝑘)
)

, respectively. Eq. (24) provides the storage capacity that
corresponds to the distribution of the resulting building net load 𝐶𝑛𝑒𝑡.
The positive values of 𝐶𝑛𝑒𝑡 correspond to the battery storage capacity,
whereas the pertinent negative values correspond to the excess energy
amount from renewables during the 𝐾 step period. In upward flex-
ibility, the battery storage capacity is determined by the associated
maximum charging power, and it is therefore constant. In this context,
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uncertainty analysis is not applicable to up-flex actions.

𝐶𝑛𝑒𝑡 ∼ 𝑁(
𝑡𝐷𝑅
𝐾

𝐾
∑

𝑘=1
𝜇𝐻𝑉 𝐴𝐶

(𝑘) + 𝜇(𝑘)
𝑛𝑐 − 𝜇𝑅𝐸𝑆 (𝑘),

𝑡𝐷𝑅
𝐾

2 𝐾
∑

𝑘=1
𝜎2𝐻𝑉 𝐴𝐶 (𝑘) + 𝜎2(𝑘)𝑛𝑐 + 𝜎2𝑅𝐸𝑆 (𝑘))

(24)

3. Case study

The proposed methodology is exemplified by considering an existing
all-electric house located in eastern Ireland [66]. In this section, the
main energy conversion systems of the virtual testbed along with the
adopted occupancy profiles are described. Moreover, this section in-
cludes the Bayesian learning model implementation and configuration
process.

3.1. Building description and energy conversion components

To evaluate the flexibility of the various energy conversion systems
involved, a synthetic database is created from a physics-based model
of a residential building developed by using EnergyPlus V.9.1 [67] and
calibrated based on onsite measurements. Calibrated white-box models
can provide adequate performance data and facilitate the development
of ML models without considering issues associated with the size and
the quality of sensor-based data collected from buildings [68]. Further
to this, the utilisation of synthetic data can facilitate the performance
evaluation of existing ML algorithms under varying conditions and
case studies [69]. The case study dwelling and the associated mod-
elled geometry are illustrated in Fig. 1 [66]. The thermal envelope,
the ground source heat pump, and the PV system were calibrated to
meet the ASHRAE criteria [63]. The following subsections include the
descriptions of the building physics, the HVAC system, the PV plant,
and the stationary battery.

3.1.1. Building description and thermal properties
The considered test-bed is a single-storey detached house, demon-

strates a significant passive thermal energy storage capacity as a result
of its construction (i.e., two-leaf concrete wall with cavity insulation),
and represents approximately 40% of the Irish building stock [66].
The building is comprised of twelve rooms and an uninhabited attic
space at roof level (Fig. 2). The building exhibits increased thickness
of insulation materials in its opaque elements compared to the contem-
porary standards. The roof does not include insulation and is covered
with slate, while the ceiling is covered with acoustic tiles to ensure
both acoustic and thermal insulation. A 200 mm layer of fibreglass
insulation with thermal conductivity of 0.04 W/m K is located on top
of the acoustic tiles and ensures high thermal resistance. The overall
window to wall ratio is 15%, with a 22% and 10% ratio on the south
and north facades, respectively. The total surface area of the exterior
wall (excluding fenestration) is 187 m2, while the slate roof surface area
is 279 m2. The U-values of the roof, building floor, walls, and windows
are 0.21, 0.21, 0.21, and 1.7 W∕m2 K, respectively. The thermal
envelope was calibrated during a period of occupant absence [64].
The NMBE and the CV-RMSE exhibited average values of 4.41% and
3.28%, respectively, thus, lying within acceptable limits as per the
hourly ASHRAE standards.

3.1.2. HVAC system
The building space heating system is a ground source heat pump

(GSHP) and has a rated thermal output of 12 kW. As illustrated in
Fig. 3, the GSHP is coupled with a hot water storage tank of 0.8
m3 to provide thermal energy storage. The GSHP was calibrated by
considering data from the heating season and resulted in average
CV-RMSE and NMBE values of 3.78% and −0.61%, respectively [66].
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Fig. 2. Representation of the building with the ground floor thermal zones and
orientation [66].

3.1.3. PV system
The electrical installation comprises of a south-facing PV system

with a nominal power of 6 kW. The PV plant is located 30 metres from
the house and is connected to the grid through a single-phase inverter
with an efficiency of 95%. The associated model was calibrated based
on data for the months February through September and achieved
average CV-RMSE and NMBE values of 12.5%, and 3.6%, respectively,
which meet the ASHRAE criteria [66].

3.1.4. Stationary battery
The virtual testbed does not include an electrical energy storage

system, nevertheless, a stationary battery with a capacity of 12 kWh,
an efficiency of 90%, and a maximum power of 8 kW was considered
in the analysis for completeness.

3.2. Occupancy profiles

In this study, two occupancy profiles are considered that utilise
daily average occupancy profiles based on a Time Use Survey [70]. The
adopted occupancy profiles use two indicative clusters resulting from
the categorisation of residential weekday diaries and represent 23%
and 34% of the survey sample [71]. Both occupancy profiles considered
are based on weekday and weekend schedules. The weekday schedule
of the first occupancy profile (OC1) considers three types of occupant
activity (i.e., active, non-active, and absent); specifically, OC1 is charac-
terised by an absence from the dwelling resulting from work attendance
(between 08:20 h and 18:10 h). The second occupancy profile (OC2)
includes active and non-active household states. The weekend occupant
activity is the same for both occupancy profiles. During occupant ac-
tivity periods, two thermostatic setpoints are adopted (i.e., 20/21 ◦C),
whereas during periods of occupant absence or inactivity, a setback
of 16 ◦C is utilised. The thermostatic setpoints considered for both
occupancy profiles are outlined in Table 4.

3.3. Model setting

One heating season (extending from 01 September to 30 April) is
considered in order to generate the synthetic database from the virtual
testbed. The selected simulation time-step is 15 min, thus, the case
study is based on 23,232 data points. Further, the developed dataset
is split into the development and the evaluation set with a ratio of
50%/50% [72]. The optimal number of training days for each target
variable as well as the hyperparameter optimisation are determined
based on the development set, whereas the evaluation set is utilised
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Fig. 3. Heat system design and sensor metering [66].
Table 4
Thermostatic setpoints for OC1 and OC2.

Weekdays Weekend

OC1 OC2 OC1 and OC2

Time slots Therm.
setpoint

Time slots Therm.
Setpoint

Time slots Therm.
Setpoint

23:10–06:40 16 07:10–23:20 21 05:40–01:10 2106:40–08:20 20

08:20–18:10 16 23:20–07:10 16 1:10–05:40 1618:10–23:10 21
to assess the performance of the various ML models with respect
to the predictive accuracy considering cross-validation. To assess the
flexibility potential of the various energy system included in the virtual
testbed, daily random DR events are applied in the evaluation set.
The Bayesian deep learning neural networks are developed by using
Python 3.7, the Tensorflow 2.8.0 open-source framework [53], and
the scikit-learn library [73] on an INTEL Core i7-7500U processor
@2.90 GHz system with 16 GB RAM and an Intel HD Graphics 620
running Windows 10 operating system.

3.4. Energy flexibility mapping

The energy flexibility potential of the virtual testbed is evaluated
by calculating the daily energy flexibility mapping based on the se-
lection of one day from each occupancy profile as baseline cases. The
latter are selected so that the predictive performance of the BCNN (in
terms of RMSE/CV-RMSE, MBE/NMBE, PICP, PIMW/PINMW) for each
baseline case (considering all target variables and prediction horizons)
is comparable to that of the BCNN models for the evaluation set. The
flexibility mappings are created based on consecutive and independent
DR actions that are applied, over a 24-hour period, for each energy
system considered. The starting times of each DR action are based on
an on-the-hour basis, i.e., 00:00 h, 01:00 h, etc. It is assumed that
all applied DR actions are independent, so that each individual DR
action is not affected by prior DR actions. It is, thus, considered that
there is a single baseline consumption curve for each case study; this
can be practically achieved by assuming that the period between DR
actions is long enough (so that every next DR action is not affected
by the potential rebounds resulting from the previous DR actions). The
developed flexibility profiles can be utilised to select the most suitable
DR strategies considering not only the requested energy amount to be
shifted but also the predictability and the uncertainty associated with
each DR action.
9

4. Results

This section describes the assessment of the developed Bayesian
deep learning neural networks for various target variables and pre-
diction horizons considered. The BCNN-based approach is capable of
evaluating both the deterministic model accuracy (by using the predic-
tion mean) and the probabilistic model accuracy (by using the model
uncertainty). Moreover, the flexibility potential of the various building
energy conversion systems is evaluated by utilising the developed BDL
framework, and it is benchmarked against the physics-based model.
Table 5 summarises the structure of th simulation results of this study.

4.1. Predictive performance evaluation

In this section, the predictive performance of the day-ahead and the
hour-ahead BCNN is assessed for each target variable (zone temper-
ature, heat pump load, non-controllable loads, PV system electricity
generation) by using the evaluation set (Section 3.3). Table 6 sum-
marises the number of hidden layers, the number of hidden neurons
in each layer, the dropout rate the batch size, the number of epochs,
and the sliding window size (the number of days) for each target
variable and prediction horizon considered. Tables 7 and 8 summarise
the RMSE/CV-RMSE, the MBE/NMBE, the PIMW/PINMW, and the PICP
for each target variable, for day-ahead and hour-ahead predictions,
respectively. Figs. 4 and 5 give a graphic overview of the metrics
presented in Tables 7 and 8. Specifically, in order to evaluate the effect
of each type of uncertainty on each target variable, the PIMW/PINMW,
and the PICP are calculated by considering the epistemic, the aleatoric,
and the total uncertainties.

Considering the model deterministic accuracy (CV-RMSE/RMSE and
NMBE /MBE), hour-ahead prediction models outperform the pertinent
day-ahead models for all target variables considered. Furthermore,

the CV-RMSE and the NMBE values can be observed to lie within
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Fig. 4. (a) RMSE/CV-RMSE, (b) MBE/NMBE, (c) PICP, (d) PIMW/PINMW for each target variable (zone temperature, heat pump load, non-controllable loads, PV system electricity
generation), day-ahead prediction models.

Fig. 5. (a) RMSE/CV-RMSE, (b) MBE/NMBE, (c) PICP, (d) PIMW/PINMW for each target variable (zone temperature, heat pump load, non-controllable loads, PV system electricity
generation), hour-ahead prediction models.
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Table 5
Structure of simulation results.

Step
Methodo-
logy

Section

Results
Section Description

1 2.5 4.1

Assess the predictive performance of the BCNN for
each target variable and prediction horizon considered

Deterministic metrics Probabilistic metrics
RMSE/

CV-RMSE Eq. (10)/Eq. (8) PICP Eq. (13)

MBE/
NMBE Eq. (11)/Eq. (9) PIMW/

PINMW Eq. (14)/Eq. (15)

2 3.2 4.2.1
Select an indicative day for each occupancy profile
considered and assess the associated predictive
performance

3 3.4 –
Impose hourly independent down-flex and up-flex
actions for all energy systems considered
Commencement times: 00:00,01:00,. . . 23:00

4 2.6.1 4.2.2

Evaluate the flexibility potential and the associated
predictability by using deterministic flexibility indicators:

Heat pump Electrical
energy storage

Down-flex Up-flex Down-flex
Storage
Capacity Eq. (16) Eq. (18) Eq. (17)

5 2.6.2 4.2.3

Evaluate the flexibility potential and the associated
predictability by using probabilistic indicators:

Heat pump Electrical
energy storage

Down-flex Up-flex Down-flex
Storage
Capacity Eq. (20) Eq. (21) Eq. (24)

Temperature
deviation Eq. (22) –
Table 6
BCNN model hyperparameters.

Zone temp. Heat pump load Non-contr.loads PV system electr. gener.

Day
ahead

Hour
ahead

Day
ahead

Hour
ahead

Day
ahead

Hour
ahead

Day
ahead

Hour
ahead

Hidden
layers

2 2 3 2 2 3 3 2

Hidden
neurons

16 40 48 48 48 30 80 32

Dropout
rate

0.015 0.01 0.095 0.04 0.01 0.04 0.025 0.035

Batch size 26 18 12 16 14 12 26 10

Epochs 50 50 70 80 50 100 55 110

Window
size

60 18 75 18 65 8 55 12
t
p
a
t
f
s
b
b
1
T
p
s

4

u
s

acceptable limits as per ASHRAE criteria [63]. Moreover, 𝑃𝐼𝐶𝑃𝑎𝑙 and
𝐼𝑀𝑊𝑎𝑙∕𝑃𝐼𝑁𝑀𝑊𝑎𝑙 are significantly close to 𝑃𝐼𝐶𝑃𝑡𝑜𝑡 and 𝑃𝐼𝑀𝑊𝑡𝑜𝑡∕
𝐼𝑁𝑀𝑊𝑡𝑜𝑡, respectively, for all target variables and predictioNM-
En horizons considered. This means that aleatoric uncertainty is the
redominant type of uncertainty for all cases considered. Moreover,
egarding the deterministic metrics (CV-RMSE/RMSE and NMBE/MBE),
our-ahead prediction models outperform the pertinent day-ahead
odels for the HVAC system related variables (heat pump load and

one temperature) and the PV system electricity generation. On the
ther hand, the prediction performance of the hour-ahead and the
ay-ahead models for the non-controllable loads is similar by consid-
ring both deterministic and probabilistic metrics. The same applies to
𝐼𝑀𝑊𝑡𝑜𝑡∕𝑃𝐼𝑁𝑀𝑊𝑡𝑜𝑡 for the day-ahead models which is significantly
igher than that of the hour-ahead models, especially for the HVAC
ystem-related variables. As regards the zone temperature, the RMSE
nd the 𝑃𝐼𝑀𝑊𝑡𝑜𝑡 exhibited by the hour-ahead model are approxi-
ately 50% lower than that of the pertinent day-ahead models. Given

hat the 𝑃𝐼𝑀𝑊𝑡𝑜𝑡∕𝑃𝐼𝑁𝑀𝑊𝑡𝑜𝑡 is a measure of the standard deviation,
t can be concluded that hour-ahead models are characterised by less
11

ncertainty compared to the corresponding day-ahead models. From (
he above it can be concluded that forecast models using shorter
rediction horizons not only exhibit higher accuracy but they are
lso accompanied by reduced uncertainty. It should be noted, though,
hat the degree to which shorter prediction horizons provide superior
orecasts depends on the target variable considered. Finally, Table 9
ummarises the average execution times for each target variable for
oth day-ahead and hour-ahead predictions. The execution times range
etween 26.17 s to 51.75 s for day-ahead predictions, and 13.96 s to
9.23 s for hour-ahead predictions depending on the target variable.
he execution time difference, especially in the case of day-ahead
redictions, is a result of the different number of input variables
elected for each target variable.

.2. Energy flexibility assessment

In this section, the predictive performance of the BCNN is eval-
ated by selecting two different baseline cases from the evaluation
et (Section 3.4), based on the two occupancy profiles considered

Table 4). Specifically, Section 4.2.1 evaluates building load demand by
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Fig. 6. Predicted (day-ahead (dashed), hour-ahead (dotted)) and actual (continuous) values: (a) Thermostatic setpoint and zone temperature, OC1, (b) heat pump load (red),
non-controllable loads (blue), PV electricity generation (yellow), OC1, (c) thermostatic setpoint and zone temperature, OC2, (d) heat pump load (red), non-controllable loads (blue),
PV electricity generation (yellow), OC2.
Table 7
Prediction performance of all target variables by RMSE (◦C), MBE (◦C), PIMW (◦C) (zone temperature), CV-RMSE
(%), NMBE (%), PINMW (%) (heat pump load, non-controllable loads, PV system electricity generation), and PICP
(%) (zone temperature, heat pump load, non-controllable loads, PV system electricity generation) — day-ahead BCNN.

Zone
temp. (◦C)

Heat pump
load (%)

Non-contr.
loads (%)

PV elec.
gener. (%)

𝑅𝑀𝑆𝐸∕
𝐶𝑉 − 𝑅𝑀𝑆𝐸

0.4202 18.15 8.45 26.54

𝑀𝐵𝐸∕𝑁𝑀𝐵𝐸 0.0535 −1.57 0.89 1.86

𝑃𝐼𝐶𝑃𝑡𝑜𝑡 93.99 95.83 90.72 91.18

𝑃𝐼𝐶𝑃𝑒𝑝 74.49 67.72 60.86 44.09

𝑃𝐼𝐶𝑃𝑎𝑙 90.39 91.23 87.7 89.14

𝑃𝐼𝑀𝑊𝑡𝑜𝑡/
𝑃𝐼𝑁𝑀𝑊𝑡𝑜𝑡

1.4408 26.84 13.2 4.46

𝑃𝐼𝑀𝑊𝑒𝑝/
𝑃𝐼𝑁𝑀𝑊𝑒𝑝

0.855 12.74 4.97 2.48

𝑃𝐼𝑀𝑊𝑎𝑙/
𝑃𝐼𝑁𝑀𝑊𝑎𝑙

1.0399 22.38 11.64 3.43
Table 8
Prediction performance of all target variables by RMSE (◦C), MBE (◦C), PIMW (◦C) (zone temperature), CV-RMSE (%),
NMBE (%), PINMW (%) (heat pump load, non-controllable loads, PV system electricity generation), and PICP (%)
(zone temperature, heat pump load, non-controllable loads, PV system electricity generation) — hour-ahead BCNN.

Zone
temp. (◦C)

Heat pump
load (%)

Non-contr.
loads (%)

PV elec.
gener. (%)

𝑅𝑀𝑆𝐸/
𝐶𝑉 − 𝑅𝑀𝑆𝐸

0.1883 10.39 8.24 22.94

𝑀𝐵𝐸∕𝑁𝑀𝐵𝐸 0.0346 1.19 0.17 0.05

𝑃𝐼𝐶𝑃𝑡𝑜𝑡 95.74 96.31 91.68 92.14

𝑃𝐼𝐶𝑃𝑒𝑝 80.9 75.26 57.8 56.16

𝑃𝐼𝐶𝑃𝑎𝑙 89.4 91.84 88.87 89.13

𝑃𝐼𝑀𝑊𝑡𝑜𝑡/
𝑃𝐼𝑁𝑀𝑊𝑡𝑜𝑡

0.725 17.3 12.45 3.68

𝑃𝐼𝑀𝑊𝑒𝑝/
𝑃𝐼𝑁𝑀𝑊𝑒𝑝

0.4728 10.91 3.93 1.38

𝑃𝐼𝑀𝑊𝑎𝑙/
𝑃𝐼𝑁𝑀𝑊𝑎𝑙

0.5058 12.52 11.26 3.28
considering the reference building demand (no DR actions considered),
whereas Sections 4.2.2 and 4.2.3 assess the building flexibility potential
12
as well as the predictability of the various flexibility attributes (stor-
age capacity, temperature deviations). Specifically, the daily flexibility
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Fig. 7. Predicted (BCNN), 95% prediction intervals, and actual (white-box) values: Zone temperature: (a) OC1, (b) OC2, Heat pump load: (c) OC1, (d) OC2, Non-controllable
loads: (e) OC1, (f) OC2, PV electricity generation: (g) OC1, (h) OC2.
Fig. 8. BCNN predicted heat pump storage capacity (𝐶𝐷𝐹 ) (hourly down-flex DR actions): (a) OC1, (b) OC2.
mappings developed in Section 4.2.2 assess the energy flexibility pre-
dictability deterministically (based on the prediction mean), whereas
Section 4.2.3 evaluates building flexibility by also considering the
associated uncertainty.
13
4.2.1. Baseline cases

Fig. 6 assesses the predictive performance of the BCNN model in
a deterministic fashion by measuring the error of the predictive means
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Fig. 9. BCNN predicted temperature deviations (hourly down-flex DR actions): (a) OC1, (b) OC2.
Fig. 10. BCNN predicted battery storage capacity (𝐶𝐷𝐹 ) (hourly down-flex DR actions): (a) OC1, (b) OC2.
Table 9
Average execution time (sec) for each target variable, day-ahead and
hour-ahead prediction models (Intel® i7-7500 CPU 2.7 GHz, 8 GB RAM).

Day-ahead
pred. models

Hour-ahead
pred. models

Zone temp. 26.17 13.97
Heat pump load 51.75 19.23
Non-contr. loads 33.65 13.96
PV elec. gener. 26.19 19.31

to estimate the white-box model simulation results for each target vari-
able. Specifically, Figs. 6a and 6c illustrate the zone thermostat setpoint
(black) as well as the zone temperature for the first (OC1) and the
second occupancy profile (OC2), respectively. Figs. 6b and 6d depict
the actual (continuous line), the day-ahead predictions (dashed line),
and the hour-ahead predictions (dotted line) of the heat pump power
14
(red), the non-controllable loads (blue) and the self-generation (yellow)
for OC1 and OC2, respectively. The zone temperature is overestimated
by both day-ahead and hour-ahead prediction models when the actual
zone temperature is lower than the thermostatic setpoint for both oc-
cupancy profiles and prediction horizons considered. This is potentially
because the BCNN cannot capture the dynamic response of the building
envelope and/or it is influenced by the increased importance of the
thermostat setpoint that is the main driver of HVAC system related
variables. On the other hand, both day-ahead and hour-ahead BCNNs
models are likely to overestimate or underestimate the heat pump load
depending on the occupancy profile considered.

Fig. 7 shows the pertinent probabilistic forecasts for all occupancy
profiles and prediction horizons evaluated by considering the pre-
diction intervals that correspond to a confidence level of 95%. It
is noteworthy that the prediction errors and the prediction interval
for each target variable change over the day. For example, during
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Fig. 11. Actual (white-box) and predicted values (BCNN), hourly down-flex DR actions: (a) heat pump storage capacity — OC1, (b) heat pump storage capacity — OC2, (c)
temperature deviation — OC1, (d) temperature deviation — OC1, (e) battery storage capacity — OC1, (f) battery storage capacity — OC2.
Fig. 12. BCNN predicted heat pump storage capacity (𝐶𝑈𝐹 ) (hourly up-flex DR actions): (a) OC1, (b) OC2.
periods of temperature setbacks, the heat pump is switched off and
the associated load is zero. In this case, the heat pump load pre-
dictions are considerably accurate and corresponding uncertainty is
reduced, whilst the zone temperature is consistently overestimated and
is accompanied by increased uncertainty. During periods of increased
non-controllable load levels (08:00–00:00), the developed ML models
exhibit lower accuracy and higher uncertainty for all occupancy profiles
and prediction horizons considered. Moreover, the BCNN developed
for the PV system electricity generation exhibit increased prediction
errors and uncertainty during periods of high power output. Finally,
hour-ahead models not only provide more accurate predictions for the
various target variables considered but also the associated prediction
interval is considerably narrower.

4.2.2. Deterministic energy flexibility assessment
In this section, the flexibility potential of the heat pump and the bat-

tery is analysed in a deterministic manner by considering the prediction
mean for each target variable and prediction horizon. The flexibility
15
potential of the energy conversion systems considered is evaluated for
both down-flex and up-flex actions for the two baseline cases consid-
ered by using the white-box model as ground truth (actual values) and
the BCNN for day-ahead and hour-ahead forecasts. Figs. 8 to 14 assume
24 independent DR actions with a one-hour duration considering that
only a single DR action occurs each day.

The heat pump storage capacity (𝐶𝐷𝐹 ) (Eq. (16)), resulting from
hourly down-flex actions of the thermostatic setpoint, is depicted in
Fig. 8a (OC1) and 8b (OC2). Fig. 9a (OC1) and 9b (OC2) show the
zone temperature deviations resulting from the aforementioned DR ac-
tions. The calculation of the temperature reductions aims to investigate
whether the activation of the heat pump flexibility results in tempera-
ture drifts that lie within acceptable limits as per ASHRAE standards
(Table 3). In addition, Fig. 10a (OC1) and 10b (OC2) illustrate the
storage capacity (𝐶𝐷𝐹 ) (Eq. (18)) arising from the activation of the sta-
tionary battery flexibility. Fig. 11 shows the actual (ground truth) and
the predicted values (BCNN) along with the coefficient of determination
(𝑅2) for the heat pump storage capacity (Fig. 11a-OC1, Fig. 11b-OC2),
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Fig. 13. BCNN predicted temperature deviations (hourly up-flex DR actions): (a) OC1, (b) OC2.
Fig. 14. Actual (white-box) and predicted values (BCNN), hourly up-flex DR actions: (a) heat pump storage capacity — OC1, (b) heat pump storage capacity — OC2, (c) temperature
deviation — OC1.
the associated temperature deviations (Fig. 11c-OC1, Fig. 11d-OC2),
and the battery storage capacity (Fig. 11e-OC1, Fig. 11f-OC2).

During periods of occupant inactivity or absence, the heat pump
is switched off (due to the temperature setback) and it exhibits zero
storage capacity. The storage capacity is overestimated (OC1) or under-
estimated (OC2) by both day-ahead and hour-ahead prediction models.
This is due to the overestimation (OC1) or the underestimation (OC2) of
the heat pump load by the pertinent prediction models. Both day-ahead
and hour-ahead BCNN models show very good predictive performance
for both occupancy profiles, attaining coefficients of determination
between 0.934 and 0.992. It is noteworthy that the storage capacity can
be more accurately predicted for hour-ahead predictions and the second
occupancy profile. All temperature deviations arising from down-flex
actions lie within acceptable limits as per ASHRAE standards [65], how-
ever, their predictability varies depending on the prediction horizon
and the occupancy profile. Specifically, the hour-ahead predictions are
consistently more accurate compared to the day-ahead prediction mod-
els. Specifically, the day-ahead predictions consistently overestimate
16
the temperature reductions during DR actions exhibiting unacceptable
coefficients of determination, especially for the second occupancy pro-
file. This indicates that longer prediction horizons are likely to be
inadequate to estimate thermal comfort deviations arising from the ac-
tivation of the passive TES. Given that the battery is discharged to cover
the building load, the associated storage capacity depends on the net
building load. Thus, during periods of high onsite electricity generation,
the battery storage capacity (𝐶𝐷𝐹 ) (Eq. (18)) is reduced. On the other
hand, during periods of high thermostatic setpoints (20 ◦C–21 ◦C), the
storage capacity of the battery increases due to the higher heat pump
power consumption. The battery storage capacity can be accurately
predicted by the prediction models for hour-ahead predictions and the
second occupancy profile.

The heat pump storage capacity (𝐶𝑈𝐹 ) (Eq. (17)), resulting from
hourly up-flex actions, is depicted in Fig. 12a (OC1) and Fig. 12b (OC2).
Fig. 13a (OC1) and Fig. 13b (OC2) show the temperature deviations
resulting from the aforementioned DR actions. The battery storage
capacity along with the temperature deviations in up-flex increase
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Fig. 15. Hourly uncertainty map of the heat pump storage capacity (hourly down-flex DR actions): (a) OC1, (b) OC2.
during periods of occupant absence or inactivity because of the tem-
perature setback utilised. The hour-ahead prediction models provide
more accurate forecasts for both occupancy profiles, while the storage
capacity can be more accurately predicted for the first occupancy pro-
file. Day-ahead predictions for the temperature deviations exhibit poor
performance, whereas the corresponding hour-ahead prediction models
provide considerably more accurate forecasts. As in down-flex actions,
the BCNN models developed for the zone temperature show inferior
performance when the actual value is different from the temperature
setpoint. Therefore, a potential reason that the temperature deviations
are poorly predicted is because the BCNN cannot capture the transient
response of the zone temperature.

4.2.3. Probabilistic energy flexibility assessment
In this section, the flexibility potential of the various energy con-

version systems considered is assessed in a probabilistic fashion by
considering the associated prediction intervals for the two baseline
cases (Section 4.2.1). The energy flexibility potential of the heat pump
is assessed by considering both down-flex and up-flex actions, whereas
the battery flexibility is calculated only for downward DR actions, as
the pertinent DR potential in up-flex is constant. The energy flexibility
potential of the heat pump and the battery is assessed by considering
both down-flex and up-flex actions by utilising the BCNN approach; the
latter is referenced against the white-box physics-based model for day-
ahead and hour-ahead predictions. As in the deterministic flexibility
evaluation, Figs. 15 to 19 assume 24 independent DR actions with a
one-hour duration, considering that only a single DR action occurs each
17
day. Specifically, they show: (i) the actual value, (ii) the 95% predic-
tion interval, and (iii) the prediction mean, of each energy flexibility
characteristic for the day-ahead and hour-ahead for the forecasting
models.

Considering downward flexibility actions, the storage capacity
(Fig. 15) resulting from the activation of the heat pump flexibility is
consistently overestimated (OC1) or underestimated (OC2) for both
day-ahead and hour-ahead prediction models; nevertheless, the pre-
diction intervals associated with hour-ahead predictions are narrower
for both occupancy profiles. In addition, the prediction interval of
each DR action depends on the associated time of occurrence. This
is because the heat pump load is accompanied by different levels of
uncertainty for each prediction step. Moreover, the average width of
the prediction intervals for the day-ahead model is 0.77 kWh (OC1)
and 0.8 kWh (OC2), whereas the pertinent average width for the hour-
ahead prediction models is 0.52 kWh (OC1) and 0.56 kWh (OC2). This
means that the average prediction interval for day-ahead predictions
is 38.2% and 41.5% higher than that of the hour-ahead prediction
intervals for OC1 and OC2, respectively. It is noteworthy that the pre-
diction intervals for the hour-ahead prediction models are considerably
narrower for both occupancy profiles. Considering the temperature
deviations, the prediction intervals vary depending on the occupancy
profile. For example, the average prediction interval for the day-ahead
model is 4.18 ◦C (OC1) and 5.02 ◦C (OC2), whereas the pertinent
average width for the hour-ahead prediction models is 1.98 ◦C (OC1)
and 1.55 ◦C (OC2). Therefore, the average prediction interval for
day-ahead predictions is 110.1% and 223.6% higher than that of the
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Fig. 16. Hourly uncertainty map of the temperature deviations (hourly down-flex DR actions): (a) OC1, (b) OC2.
hour-ahead prediction intervals for OC1 and OC2, respectively. The
battery storage capacity can be assessed by developing the building
net load prediction intervals. The positive values of the building net
load correspond to the battery storage capacity, whereas the negative
values indicate periods of zero storage capacity. Fig. 17 shows that the
battery storage capacity is overestimated for OC1 and underestimated
for OC2, whereas hour-ahead prediction models exhibit better accuracy
compared to day-ahead models. For example, the average prediction
interval is 0.44 kWh (OC1) and 0.62 kWh (OC2) for the day-ahead
predictions and 0.29 kWh (OC1) and 0.43 kWh (OC2) for the hour-
ahead predictions. This means that the average prediction interval for
day-ahead predictions is 48.6% and 43.5% higher than that of the
hour-ahead prediction intervals for OC1 and OC2, respectively.

Fig. 18 illustrates the heat pump storage capacity resulting from
up-flex actions. The prediction intervals for hour-ahead predictions
are narrower for both occupancy profiles. Specifically, the average
prediction interval for the day-ahead model is 1.05 kWh (OC1) and
1.03 kWh (OC2), whereas the pertinent average width for the hour-
ahead prediction models is 0.63 kWh (OC1) and 0.78 kWh (OC2).
Consequently, the average prediction interval for day-ahead predictions
is 66.3% and 32.7% higher than that of the hour-ahead prediction
intervals for OC1 and OC2, respectively. It can be observed that the
storage capacity resulting from down-flex actions (Fig. 15) can be more
accurately predicted compared to the storage capacity arising from up-
flex actions (Fig. 18). Further to this, the average prediction intervals
for up-flex actions is considerably larger compared to the associated
18
prediction intervals for down-flex actions. This is because the heat
pump downward flexibility can be exploited by considering on–off
signals, whereas the associated upward flexibility can only be harnessed
by modulating the zone thermostat.

Fig. 19 shows the temperature deviations resulting from upward
thermostatic modulations. Although hour-ahead prediction models ex-
hibit a reasonable performance, day-ahead models consistently fail to
capture them; this is also depicted in the relationship between the
average prediction intervals for the day-ahead and the hour-ahead
prediction models. For example, the average prediction interval for
the day-ahead model is 3.42 ◦C (OC1) and 2.57 ◦C (OC2), whereas
the pertinent average prediction interval for the hour-ahead prediction
models is 1.95 ◦C (OC1) and 1.42 ◦C (OC2). This means that the
average prediction interval for day-ahead predictions is 75.4% and
77.5% higher than that of the hour-ahead prediction intervals for OC1
and OC2, respectively. Consequently, the largest percentage difference
between hour-ahead and day-ahead predictions is observed for the
temperature deviation predictions for both downward and upward
flexibility. This result is in agreement with the significant performance
difference (in terms of RMSE and 𝑃𝐼𝑀𝑊𝑡𝑜𝑡) between the hour-ahead
and day-ahead zone temperature prediction models (Tables 5 and 6).

5. Discussion

Previous research on building energy flexibility assessment method-
ologies has mainly focused on deterministic approaches without con-
sidering uncertainties. As a result, current flexibility indicators involve
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Fig. 17. Hourly uncertainty map of the battery storage capacity (hourly down-flex DR actions): (a) OC1, (b) OC2.
deterministic mathematical formulations that cannot account for confi-
dence levels. There is a significant gap in evaluating building flexibility
potential with confidence intervals [49]. To address this gap, a prob-
abilistic energy flexibility assessment framework based on Bayesian
feedforward convolutional neural networks has been developed to con-
sider aleatoric and epistemic uncertainties in residential buildings.
Bayesian deep learning can enable bottom-up assessments of building
energy use without multiple input scenarios, but has not been used in
the context of building flexibility evaluation. The proposed framework
decouples building energy flexibility evaluation from case-specific DR
strategies and control signals and assesses it at an individual energy
system level by using suitable probabilistic indicators. Uncertainty
quantification in the context of building energy flexibility analysis al-
lows for a more accurate assessment of the building potential to provide
energy flexibility services. The latter are characterised by potential
risks and uncertainties associated with the energy shifting potential
of individual DR actions and the resulting occupant thermal comfort
deviations.

Simulation results show that aleatoric uncertainty is considerably
higher than epistemic uncertainty for all target variables and prediction
horizons considered. In contrast to storage capacity, the temperature
deviations arising from both downward and upward DR actions are
poorly estimated by day-ahead predictions and they are accompanied
by particularly wide average prediction intervals (2.57 ◦C to 4.18 ◦C),
depending on the DR activation method and the occupancy profile.
Conversely, hour-ahead predictions not only exhibit better determin-
istic accuracy but also they are characterised by considerably less
uncertainty for both occupancy profiles considered.
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Moreover, the heat pump flexibility potential and the resulting
temperature deviations are characterised by increased uncertainty com-
pared to the battery flexibility. One possible reason for this is that the
thermal inertia associated with the HVAC system (i.e., pipes, radiators,
tank walls, heat pump components, ground loop, etc.) are not explicitly
captured by the EnergyPlus model, thus leading to greater uncertainty.
In addition, the machine learning models used, do not fully capture
the complexity of the dependent variables related to the HVAC system,
such as the heat pump load and the zone temperature. These models
rely on historical data, weather predictions, and statistical properties
from previous prediction periods, but do not consider other potentially
important factors such as supply water temperatures and mass flow
rates in the evaporator and condenser, the heat pump compressor
characteristics, and the setpoint temperature of the water tank. The
aforementioned discrepancies arise from the inability of EnergyPlus to
accurately capture the transient response of HVAC system equipment,
as well as other system behaviour, thereby amplifying the overall
uncertainty. Future work will consider the utilisation of white-box
models, such as Modelica, which are better suited for transient analysis,
to address this limitation and enhance the reliability of the findings.

The weather variables utilised in this study are based on the Energy-
Plus Weather File (EPW) Data Dictionary [74] and thus no uncertainty
is attributed to this data. However, simulation results show a weak
correlation between the weather variables (e.g., outdoor temperature,
solar radiation, humidity, wind speed) and the HVAC system-related
variables (heat pump load, zone temperature), and thus energy flexibil-
ity, due to the building high thermal inertia. Consequently, the weather
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Fig. 18. Hourly uncertainty map of the heat pump storage capacity (hourly up-flex DR actions): (a) OC1, (b) OC2.
variables are not considered as inputs for the developed Bayesian
convolutional neural networks, thus not contributing to model uncer-
tainty estimation. To evaluate weather influence on uncertainty, future
research will examine buildings with different thermal inertia using
short-term weather forecasts.

The synthetic database utilised to build and assess the Bayesian
convolutional neural network, as well as to evaluate the energy flex-
ibility of the various energy conversion systems, is generated by using
a calibrated physics-based model and average daily occupancy profiles
resulting from categorising residential weekday diaries and represent
56% of the survey sample [71]. However, the selected occupancy
profiles are indicative and aim to exemplify the performance of the
proposed flexibility evaluation framework for various power consump-
tion patterns and assess its effectiveness in capturing the uncertainties
related to the energy shifting capability of the various building energy
systems and the resulting zone temperature deviations. This method-
ology is applicable to individual energy systems, buildings, or groups
of buildings to assess the predictability and the uncertainty associated
with building energy flexibility. However, uncertainty analysis at differ-
ent levels of aggregation is not part of this study and will be addressed
in future research. To further validate the performance of the developed
prediction models, future research could examine the impact of occu-
pant behaviour on uncertainty estimates using stochastic occupancy
models. It is important to note that this is early-stage research, and
the proposed framework has not yet been implemented in a real-life
setting.
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6. Conclusions

In this paper, a probabilistic energy flexibility assessment frame-
work has been developed to evaluate the operational energy flexibility
of residential buildings considering both aleatoric and epistemic uncer-
tainties associated with building energy use. To this end, periodically
updated day-ahead and hour-ahead Bayesian feedforward convolu-
tional neural networks based on Monte Carlo dropout sampling are
developed to quantify the uncertainties related to building energy con-
sumption and onsite electricity generation. The developed data-driven
models can capture new patterns in data by utilising a sliding window
method and by selecting the most recent occupancy patterns. The
ensembles of estimates developed by utilising the Monte Carlo dropout
sampling can be not only utilised to quantify uncertainty, but they
also exhibit increased robustness compared to the constituent mod-
els. Subsequently, the probabilistic flexibility quantification framework
presented can estimate the energy shifting capability of the energy sys-
tems considered (passive TES and electrical energy storage) as well as
any zone temperature deviations arising from activating this flexibility.
The proposed framework can be used to assess the flexibility of various
thermal and electrical systems not only on an integrated common
basis, but also by considering the different uncertainties characterising
building energy consumption and onsite electricity generation. More-
over, it can be extended for any thermostatically controlled load and
battery-based system. The probabilistic data-driven flexibility evalua-
tion framework developed can allow electricity aggregators to evaluate
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Fig. 19. Hourly uncertainty map of the temperature deviations (hourly up-flex DR actions): (a) OC1, (b) OC2.
or optimise building portfolios within prediction intervals and assess
the flexibility potential of various combination measures in a scalable
and user-tailored manner. Building flexibility evaluation in a context of
uncertainty can provide confidence bounds for decision making, thus
facilitating optimal bidding in electricity markets.

Simulation results suggest that shorter prediction horizons are more
suitable to forecast any thermal comfort deviations resulting from the
activation of the passive thermal energy storage. Moreover, the storage
capacity resulting from harnessing the heat pump downward flexibility
for both day-ahead and hour-ahead prediction models shows very good
performance for both occupancy profiles, attaining coefficients of deter-
mination between 0.93 and 0.99. Finally, building flexibility potential
and the associated predictability depend on weather conditions and/or
occupant behaviour.
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Table A.1
Overview of Bayesian deep-learning methodologies.

Reference Case study ML model Uncertainty
quantification

Prediction
horizon

[25] Various building
energy performance
outputs

Bayesian neural network
and Gaussian process

Only epistemic Annual

[26] residential air
conditioning system

Bayesian convolutional
neural network

Aleatoric 6 hour-ahead

[27] Building electricity
consumption

Hybrid network based
on CNN and GRU

Aleatoric 4 hour-ahead

[14] Regional electric load Bayesian mixture
density network

Aleatoric and
epistemic

Day-ahead

[28] Regional electric load Deep residual network Aleatoric and
epistemic

Day-ahead

[29] National electric load Concrete dropouts, deep
ensembles, Bayesian
neural networks, deep
Gaussian processes,
and functional neural
processes

Aleatoric and
epistemic

Hour-ahead and
day-ahead

[12] Net load prediction Bayesian deep
LSTM network

Aleatoric and
epistemic

Day-ahead

[30] Building electricity
consumption

Recurrent neural
network, LSTM,
and GRU

Aleatoric and
epistemic

Day-ahead

[31] Building electricity
consumption

Multitask Bayesian
neural network

Aleatoric and
epistemic

Hour-ahead
Table A.2
Overview of energy flexibility quantification studies focusing on individual residential buildings.

Reference Case study
energy system

Flexibility indicator Model type Deterministic/
Probabilistic

[36] Passive TES Storage capacity and
efficiency

Physics-based Deterministic

[37] Passive TES Storage capacity, energy,
power
deviation, rebound energy

Physics-based Deterministic

[38] Passive TES Flexible energy, rebound
energy,
flexible energy efficiency,
maximum flexible power

Gray-box Deterministic

[39] Active TES Storage capacity, storage
efficiency, power shifting
capability, flexibility factor

Physics-based Deterministic

[40] Passive and active
TES, batteries

Forced and delayed
flexibility factor

Physics-based Deterministic

[41] Passive and
active TES

Storage capacity, storage
efficiency

Data-driven Deterministic

[44] Wet appliances,
EV

Net energy consumption,
net delivered energy

Data-driven Deterministic

[43] Passive TES Flexibility factor, supply
cover factor, load cover
factor

Data-driven Deterministic

[38] Passive and
active TES

Achievable energy
flexibility

Data-driven Deterministic

[45] Passive and active
TES, PV

PV self-consumption,
PV self-sufficiency,
heat pump solar
contribution

Physics-based Deterministic

[46] Passive and
active TES

Flexibility index Gray-box Deterministic

[6] Passive TES Power reduction
percentage

Gray box Probabilistic

[49] Passive TES Storage capacity,
storage efficiency

Gray-box Probabilistic

[48] Passive TES Average shiftable
power

Data-driven Probabilistic
22
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Appendix B
Nomenclature

Symbol Definition
𝑇𝑜𝑢𝑡 outdoor temperature (◦C)
𝐼𝑡𝑜𝑡 total solar irradiance (W∕m2)
𝑅𝐻 relative humidity (%)
𝑊𝑆 wind speed (m/s)
𝑊 𝑇 workday type (binary)
𝐷𝑜𝑊 day of week
𝑀𝑜𝐷 minute of day
𝑇𝑧 zone temperature (◦C)
𝑇𝑠𝑝 zone thermostatic setpoint (◦C)
𝑃ℎ𝑝 heat pump (hp) load (W)
𝑃𝑛𝑐 non-controllable (NC) load (W)
𝑃𝑝𝑣 PV system electricity generation (W)
𝑃ℎ𝑝,𝑂∕𝑂 hp on/off operation (binary)
𝑃ℎ𝑝,𝑎𝑣 average hp load (W)
𝑃ℎ𝑝,𝑚𝑎𝑥 maximum hp load (W)
𝑃ℎ𝑝,𝑚𝑖𝑛 minimum hp load (W)
𝑅ℎ𝑝,𝑎𝑣∕𝑚𝑎𝑥 Ratio 1: 𝑃ℎ𝑝_𝑎𝑣∕𝑃ℎ𝑝_𝑚𝑎𝑥 (adim)
𝑅ℎ𝑝,𝑚𝑖𝑛∕𝑎𝑣 Ratio 2: 𝑃ℎ𝑝_𝑚𝑖𝑛∕𝑃ℎ𝑝_𝑎𝑣 (adim)
𝑇𝑧,𝑎𝑣 average zone temperature (◦C)
𝑇𝑧,𝑚𝑎𝑥 maximum zone temperature (◦C)
𝑇𝑧,𝑚𝑖𝑛 minimum zone temperature (◦C)
𝑅𝑧,𝑎𝑣∕𝑚𝑎𝑥 Ratio 3: 𝑇𝑧_𝑎𝑣∕𝑇𝑧𝑚𝑎𝑥 (adim)
𝑅𝑧,𝑚𝑖𝑛∕𝑎𝑣 Ratio 4: 𝑇𝑧_𝑚𝑖𝑛∕𝑇𝑧_𝑎𝑣 (adim)
𝑃𝑛𝑐,𝑎𝑣 average NC load
𝑃𝑛𝑐,𝑚𝑎𝑥 maximum NC load
𝑃𝑛𝑐,𝑚𝑖𝑛 minimum NC load
𝑅𝑛𝑐,𝑎𝑣∕𝑚𝑎𝑥 Ratio 5: 𝑇𝑧_𝑎𝑣∕𝑇𝑧_𝑚𝑎𝑥 (adim)
𝑅𝑛𝑐,𝑚𝑖𝑛∕𝑎𝑣 Ratio 6: 𝑇𝑧_𝑚𝑖𝑛∕𝑇𝑧_𝑎𝑣 (adim)
𝑡𝐷𝑅 Duration of DR Event (hours)
𝜏𝑖𝑑 Total time of increased demand (hours)
𝑆𝐶𝐷𝑅 Self-consumption during a DR action

(adim)
𝑃𝑚𝑜𝑑 Modulated building load (W)
𝑃𝑟𝑒𝑓 Reference building load (W)
𝑃𝑅𝐸𝑆 Onsite electricity generation (W)
𝐶𝐷𝑅 Available storage capacity (kWh)
𝐶𝐷𝐹 Available storage capacity in down-flex

(kWh)
𝐶𝑈𝐹 Available storage capacity in up-flex

(kWh)
𝜂𝐷𝐹 Storage Efficiency in down-flex (adim)
𝜂𝑈𝐹 Storage Efficiency in up-flex (adim)
𝑃𝑏 Building Load (W)
𝜂𝑑 Battery discharging efficiency (adim)
𝜂𝑐 Battery charging efficiency (adim)
𝑃𝐼𝐶𝑃𝑒𝑝 PICP related to epistemic uncertainty
𝑃𝐼𝐶𝑃𝑎𝑙 PICP related to aleatoric uncertainty
𝑃𝐼𝐶𝑃𝑡𝑜𝑡 PICP related total uncertainty
𝑃𝐼𝑀𝑊𝑒𝑝∕𝑃𝐼𝑁𝑀𝑊𝑒𝑝 PIMW/PINMW related to epistemic

uncertainty
𝑃𝐼𝑀𝑊𝑎𝑙∕𝑃𝐼𝑁𝑀𝑊𝑎𝑙 PIMW/PINMW related to aleatoric

uncertainty
𝑃𝐼𝑀𝑊𝑡𝑜𝑡∕𝑃𝐼𝑁𝑀𝑊𝑡𝑜𝑡 PIMW/PINMW related to total

uncertainty
𝑡𝑐 Rebound commencement time (hours)

Abbreviation Definition
RES Renewable Energy Sources
DR Demand Response
HP Heat Pump
23
HVAC Heat, Ventilation, and Air Conditioning
TES Thermal Energy Storage
ACF Autocorrelation Function
CV Cross-Validation
MBE Mean Bias Error
NMBE Normalised Mean Bias Error
RMSE Root Mean Error
CV-RMSE Cumulative Variation Root Mean Error
PICP Prediction interval coverage probability
PIMW Prediction interval mean width
PINMW Prediction interval normalized mean width
GSHP Ground Source Hear Pump
ML Machine Learning
BDL Bayesian deep learning
BCNN Bayesian Convolutional Neural Network
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