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Abstract

The importance of object-location memory for ouremmaay survival is now well
accepted. This behaviour relies on spatial reptaen and memory within the brain.
With these representations, we are able to constinat has been described as a
“cognitive map” (Tolman, 1948) that allows us taca@tely direct ourselves within our
environment, be it throughout a city or within ail@ing, in an automobile or on foot.
However, how these representations interact renpangy understood. In particular, the
temporal dynamics involved in the recruitment ofl aetrieval from different spatial
representations has received little attention. wike, the use of spatial information for
object-location binding is another largely unexpbtbarea.

As virtual reality begins to gain a solid foothald psychology laboratories, we
describe a novel and flexible small-scale testpattial memory which we coined ‘The
Spatial Grid Task’. With variants of this array kawe investigated human spatial
memory in an attempt to test the relationship betwelements of the cognitive map and
between spatial and object memory. This investgathas involved a number of
experiments studying the efficacy of different imf@tion-types on performance and
analysis of performance from shifted-viewpointsaadl as an examination of the neural
correlates of spatial memory.

We report behavioural and electrophysiologicalfeddnces in ego- and
allocentric strategies and provide the first terapanarkers identifying the divergence
between representations. Amplitude differences paretal P300 component are found
to emerge after 300ms with evidence that earlystedional processes precede location
categorisation processes. These differences weralfto be consistent after controlling
for task difficulty, mental rotation, scene recdgm and other ecological confounds. In



addition to interactions within the cognitive maye assessed how, when and where in
the brain spatial information is integrated withjemd information. Our investigations
used implicit and explicit measures, both of whisdvealed a locational bias in
information-processing. Electrophysiological difaces suggest that spatial evaluation
can exhibit an early (and implicit) influence onjexdi recognition. Explicitly, the primacy
of spatial processing was accompanied by earliekipg frontal P2 components and
centro-parietal P300s when participants were etalydocations compared to objects.
The results are discussed alongside models of laeinvation; these models suggest
structures that are dissociable along the ventr@dldorsal streams as well as highlighting
areas of convergence. The parahippocampal gyrtileed¥ITL is posited to play a crucial
role in spatial coding while more dorsal regionsl @ne posterior cingulate cortex are
suggested to underlie integration and translation.

This thesis details experiments which are amorgsffitst to use EEG to probe
spatial memory in such detail as to expose elebyrsiplogical differences between
representations. As well as showing viewpoint-eglatlifferences, the work suggests
areas that are engaged for translation betweeregeptations and provides temporal
markers for their involvement. It also gives anighs into the processing speeds along
the visual streams suggesting a contextual domeamobject-location (and episodic)
memory. Finally, this thesis provides clear elgafigsiological markers of spatial
memory which can be used in further research withmals and in the assessment of

brain damage.
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Chapter |
Introduction



1.1 Overview: Human memory

How do we learn and remember? How do we storenmétion in our brains and where is
this ‘information’ stored? The concept of memong ltaptivated human interest to such
an extent that we've come up with more metapharstfthan for any other mental
phenomenon. Characterising memory can be tracell tmadlato who distinguished
between two aspects of memory: the power to ret#ormation, and the power of
recollection. These are defined, in modern termsgracoding and retrieval respectively.
Since then distinctions have been made between-t@ror vs. long-term memory (e.g.
Baddeley, 1966; Atkinson & Schiffrin, 1968); deetve vs. procedural memory (e.g.
Anderson, 1976; Tulving & Schacter, 1990; Squteal, 1992); episodic vs. semantic
memory (e.g. Tulving, 1972; Jacoby & Dallas, 198hyl explicit vs. implicit memory
(Tulving & Schacter, 1990). Descriptions of memanyd the types of encoding, storage
and retrieval involved led to the formulation of mpamemory theories over the last
century. Most of these theories have suggestedhportant role for the medial temporal
lobe structure — the hippocampus — in memory foionat

A dissemination of the semantic memory theoridsest reserved for a discussion
on language, thus a review of theories of episod@nory and more specific spatial
memory theories will be discussed. Marr's (19%itple memory theoryas influenced
most computational models of memory which proffex hippocampus with an automatic
‘snap-shot’ role in memory formation (Muir, 1996adikelet al., 2000), many of which
point to the auto-associative features of the mecirCA3 network (McNaughton &

Nadel, 1990; Burgesst al., 1994; McClelland and O'Reilly, 1995; Rolls and Ves,

! Area CA3 is one of the fouornu Ammonisub-regions of the hippocampus proper. Area CA8 (a
CA1) consist of densely packed pyramidal cells. @8&ives input from the entorhinal cortex via axon
the perforant pathway and transmits to other Cld§iwia the Schaffer collaterals. It is also theni@ation
point for many hippocampal connections, hence gte/ork here is known as recurrent.
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1998; Kali and Dayan, 2000). Both thato-association theorAAT) of Rolls & Treves
(1998) and the earliezonfigural association theor{CAT) proposed by Sutherland &
Rudy (1989) posited that the hippocampus was imapoffor the binding of information
during memory formation. These theories differ abibie degree of involvement of the
hippocampus with CAT positing a permanent roletf@ hippocampus in the memory
process i.e. encoding, storage, and retrieval. t€hgorary role proposed by Rolls &
Treves (1998) is more consistent with other theofe.g. McClelland and O’Reilly,
1995; Rolls, 1996; Baddeley, 2000). These modélshare features with the standard
model of memory known aslassic consolidation theor{CCT) (Squireet al, 1984,
1992) which sees the neocortex as the permanensitey of memory. While the other
theories might view the hippocampus as the insit@irage point, the temporary role
attributed by CCT allows the hippocampal repredemao be just detailed enough to
unconsciously re-activate and strengthen the meimnnotlye neocortex. The idea that the
hippocampus stores ‘sufficient’ information for i@etion of the neocortical trace is a
shared concept of thepresentational flexibility theory (RFOf Eichenbaum & Cohen
(2001). Nadel & Moscovitch’s (1997nultiple trace theory(MTT) was compiled to
address evidence (mostly from amnesic patients)nsigghe CCT viewpoint of
consolidated neocortical memory storage. Here gdugmpal-neocortical ensemble
constitutes the memory trace and multiple traced@med through re-activation leading
to a greater number of associations for older, memete memories.

In reviewing the aforementioned theories of higpopal involvement in episodic
memory, Good (2002), noted a common organisingcjpia i.e. that the hippocampus

contributes to the binding together of memories évents and their spatiotemporal



context. Shared components of the theories incladeippocampal storage role, a
transition from hippocampus to neocortex and a alwfestion of memory in the cortex.

At the most basic level, all the theories agreema point - we remember because the
connections between our brains' neurons change.

It was believed that neurgoroductionwas involved in memory formation (i.e.
that there was an increase in the number of newithanemory) until Ribot (1882) and
later Cajal (1894) suggested a mechanism for fagmmemories that involved
strengthening the connections between neurons. H&BB9, p. 63) supported this
suggestion saying\When one cell repeatedly assists in firing anothtbe axon of the
first cell develops synaptic knobs (or enlargesrthethey already exist) in contact with
the soma of the second celHebbian theory (commonly paraphrased as ‘cells fira
together, wire together’) concerns how neurons mgnnect themselves to become
engrams. Since the initial ‘search for the engr@8@mon, 1921; Lashley, 1929; Hebb,
1949), conceptions of the memory trace have chamgead the cognitive and systems
domain to the chemical and molecular. An exampleaomodern neuroscientific

description of short-term to long-term memory fotio@ is illustrated in Figure 1.1.

iy 3 s y f;":‘ Modification of
Soeid s — !‘Hﬂun —_— T.R}'“ " \F;"{ o Protein __  svnapsesand
calmodulin Kinase A ok e : svnthesis receptors

Figure 1.1 A molecular account of the late stages of long-terrteptiation. Second messengers,
such as Calciufii act on protein kinases, such as PKA which in aptivates the transcription
factor CREB. This then binds to DNA leading to piotsynthesis and synaptic changes.



Long-term potentiation (LTP) along with long-terneptession (LTD), are widely
considered the major cellular mechanisms that liedearning and memory (Cooke and
Bliss, 2006). More specifically, LTP is the rapidigduced and relatively enduring
increase in synaptic strength following an eledtggiological event such as high-
frequency stimulation. LTD is the opposing processch results in synaptic weakening.
The model in Figure 1.1 illustrates the late stagfelsTP but is just one of many, and as
our knowledge of the effects of neurotransmittergymes, genes and proteins increases,
these models will undoubtedly become more accu(sée Lomo (2003) for a review of
LTP). As elaborating on the molecular mechanismsnemory is beyond the remit of
this overview, a discussion of one specific aspganemory, namely spatial memory,

will follow.



1.2 Spatial Memory and the Cognitive Map

A number of general memory theories have a spabaiponent and there are some
others which hypothesise about spatial memory 8palty. As mentioned in the
overview above, CAT (Sutherland & Rudy, 1989) shasemilarities with AAT (Rolls
and Treves, 1998). AAT, however, specifies a roletlie hippocampus in spatial as well
as non-spatial memory, suggesting it acts to bpatial contexts to the semantic and
episodic elements of events. Both theories assudegiee of associative learning within
the hippocampus, as did Marr (1971). The assoeapproach is one of two prominent
theoretical perspectives guiding current researciplace learning and spatial memory.
As one moves through an environment, associationduailt between stimuli, such as
objects in the environment, and responses, suamasng towards an object; spatial
learning follows conventions of classical and instental conditioning (Kelly & Gibson,
2007). In contrast, the cognitive map theory, psgabby O’Keefe and Nadel (1978),
argues that a topographical representation of oasigronment is constructed in the
hippocampus and that these spatial representadltmvs for flexible navigation to a goal
location from familiar or novel positions with edu@pacity. The ‘cognitive map’ has
been used to describe the mental representatiosizact, whereby one’s location within
an environment is updated through the relative @asons of distal cues in addition to,
yet distinct from, any proximal information availab The concept of such a map
provides an alternative to a rigid viewpoint st@aystem, for example Cartwright and
Collett’s (1983) ‘snapshot’ model of spatial memomhich would need to be constantly
and accurately updated to compensate for the digojpovements. Purely sensory forms
of representation and navigation (Restle, 1957)levbe inefficient due to this constant
re-calculation of position and heading as welltas dtorage of unnecessary information

10



(Hartley et al, 2003). A theory relating the cognitive map tdsedic memory was
proposed by Burgess and colleagues (2001a) whese hthpocampus holds the
spatiotemporal context of episodic memory (see d&swgess, 2002; Burgess and
O’Keefe, 2002; Hartley and Burgess, 2002). Thi fiolr the hippocampus is similar to
that proposed by Redish (1999) and tiiggpocampal reinstantiation theory (HRT).

The cognitive mapping theory has been widely aszkps a means for long-term
spatial representation and memory mainly due tountderlying premise: coding of
location and goal direction occurs in a universahmner, irrespective of a person’s body-
centred orientation, therefore yielding a less reldunt and more flexible representation.
This satisfies many problems such as memory capaditour and novel route
behaviour, competency in novel environments anfopeance after viewpoint-change
(Hartleyet al, 2003). Although the basic premise of a cogaitivap is shared by most
researchers, the qualities, capacity, anatomy adren of such a map are topics of
debate, and the interaction of representationsinvithe brain is poorly understood
(Rocheet al, 2005). The main issue for those taking an aasiwei approach to spatial
memory is not the concept of a cognitive npep se but the mechanism through which
place learning occurs. In fact, the idea of mentaps dates back to the earliest research
on human spatial memory at the start of the twénwentury when Trowbridge (1913)
investigated the use of “imaginary maps” by humiansrientation tasks. It was Tolman
who coined the term “cognitive map” to describeeinbl mental representations of
physical space that animals and humans use tottieid way, especially to find novel
shortcuts, when navigating in real-world situatighelman, 1948). Since then, this term
has been used widely in the literature and hasred@a number of groups to explore the

concept behind it.
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Location is inherently relative. It has to be detinwith respect to something, and
the something is a spatial reference system. Irchmggy, many spatial reference
systems have been proposed. There have been tiisisibdetween intrinsic reference
systems and deictic, object and scene-centeredesser centered, absolute vs. relative,
orientation-independent versus orientation-depend8averal of these terms can be
grouped as characteristics of allocentric repredemis: intrinsic, object/scene-centered,
absolute, and orientation-independent. In thisresfee system, location is represented
independently of the orientation of the observat elative to objects or features within
the environment. Other terms can be grouped ascfeaistics of an egocentric system:
deictic, viewer-centered, relative, and orientatiimpendent. Here location is represented
in terms of the observer's location or orientationspace at the time in which it is
learned. Thesegocentricand allocentric representations are the two main reference
systems believed to underlie human spatial memodythe cognitive map (O’Keefe &
Nadel, 1978; Klatzky, 1998; Maguied al., 1999). Their properties will be described in
detail below along with a possible thifdnctional reference system which receives its
information from haptic sources, movement througheavironment and knowledge of
body position. Before this however, a descriptibthe types of information available in
the environment is given. This is the informatioa garner as we negotiate a map, view a

scene or traverse a route.
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1.2.1 Spatial knowledge

Spatial knowledge is acquired through the use ddtexjies which are implemented
selectively depending on the information availalithin the environment. A distinction
has been made between information sources, defisedute and survey(Siegel and
White, 1975; Perrig and Kintsch, 1985; Tversky, 1.9®lellet et al, 2000; Shelton and
Gabrieli, 2002, Rochet al.,2005). Route-based knowledge is perhaps the magabie
source of spatial information used by humans (MabEen, 1992). It is characterized as
knowledge of spatial layout from the perspectiveaajround-level observer navigating
the environment (Shelton & McNamara, 2001; Shefoabrielli, 2002). Roche and
colleagues (2005) define this knowledge as any rin&bion pertaining to the
environment that is acquired as a result of physiasigation through the environment.
This includes information from all the senses, widgstibular and proprioceptive inputs
contributing topath integration(Tversky, 2000). The term path integration (Pfere to
the updating of position on the basis of velocigmporal and acceleration information
(Gibson, 1950; Loomis et al., 1999; Etienne, 1992telstaedt and Mittelstaedt, 2001).
Although PI is based on route information, the ninét representation underlying it is
very different from what is referred to as routeowedge (Loomiset al, 1999) and it
has been categorised as a parallel process togtheertric strategy by Rochet al.
(2005).

Survey knowledge is characterized by an externapeetive, such as an aerial or
map-like view, allowing direct access to the gloggdtial layout. In addition to learning
a spatial layout through navigation and direct eigmee which can involve some or all
of our senses, we can learn from secondary soofdéaformation. Humans have evolved

mechanisms to represent spatial information symblyi with maps, diagrams and
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verbal descriptions (Gattis, 2001; Gauvain, 2001jasGow, Narayanan, &
Chandrasekaran, 1995; Plumert, Ewert, & Spear, ;198%lor & Tversky, 1992; Uttal,
2000). It has been shown that cognitive maps coctstd from these indirect, symbolic
sources differ from those derived from direct, gational experience in some ways (e.g.,
Thorndyke & Hayes-Roth, 1982; Streettral., 1985) and yet are similar in other ways
(e.g., Tayloret al.,1999).

These distinctive knowledge sources are procebgedichotomous egocentric
(i.e., ego-centered; body-centered) and allocerf&iso referred to as exocentric, exo-
centered, or environment- centered) spatial stiede(©’Keefe and Nadel, 1978). An
egocentric strategy refers to the discriminatioraa$patial locus with reference to the
body midline, vertical visual meridian, or relatigelf-movement whereas an allocentric
strategy involves object-to-object relational presgieg, a much greater memory
component, and use of a wider range of both peedeand non-visible cues (Hartley,
Trinkler, & Burgess, 2004; Burgess, Spiers, & Phigou, 2004; Rochet al, 2005).
Travel requires humans to activate both egoceatrtt allocentric processes to facilitate
spatial knowledge acquisition: person-to-objectatiehs that dynamically alter as
movement takes place (egocentric referencing) anchoae stable object-to-object
allocentric strategy that anchors their cognitivapn{Sholl, 1996). The result of the
convergence of route-based and survey-based infammgathered via egocentric and
allocentric strategies (and PI) is a composite alerg@presentation of the environment

containing both types of knowledge, i.e. the cdgeitap.
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1.2.2 Mental representations

Gallistel (1990) suggested that allocentric (in taems, geocentric) maps of a spatial
environment are constructed from two lower-levelgesses. One is the construction of
an egocentric representation, which he assumesstdtifrom early perceptual processes.
The second is PI, the process by which velocitaameleration signals are integrated to
keep track of a navigator's position in allocentoordinates. Knowing their allocentric
position in space and having the egocentric coatdsto other objects, navigators can
build a map that allows the object-to-object relias to be represented allocentrically.
Klatzky (1998) makes some core assumptions abeutdpresentations in the cognitive
map, suggesting that allocentric and egocentricesgmtations convey the layout of
points in space by means of an internal equivaléat coordinate system (which may be
distorted or incomplete). The locational informatiqprovided by an allocentric
representation is referenced to space externddei@erceiver; the information provided
by an egocentric representation is referencedd@érceiver (ego) with a definable axis
of orientation. Specifically, the allocentric repeatation conveys the positions of points
in the internal equivalent of Cartesian or Polaordinates (Klatzky, 1998). The
egocentric representation makes use of a speclat poordinate system in which the
perceiver is at the origin and the reference axibeir axis of orientation; it conveys the
location of a point by egocentric distance anddfecentric bearing. Rocle al. (2005)
published a model of neurocognitive mapping whiabntained independent but
interacting representational systems. They desdhbecharacteristics of such a model
from the anatomical (see section 1.4.1) to the itvgnlevel. Figure 1.2 is a reproduction

of their model at the systems and processing level.
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Figure 1.2 Flow diagram of the neurocognitive map showingphecessing pathways that lead to mental
representational development. Reproduced from Rethk (2005)

Their proposal - that there is a spatial represemasystem that consists of multiple
parallel processes (pertaining to visual and motiafiormation) resulting in an integrated
model - bears similarities to certain influentiabdels within the animal literature,
particularly O’Keefe and Nadel's locale and taxapresentations (1978), Jacobs and
Schenk’s bearing, sketch and integrated maps (2833)Whishaw’s (1998) conception

of path integration. The idea that an allocentepresentation is constructed through
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increased egocentric experience is consistent @altistel (1990) but the role of Pl in
the neurocognitive map is formalised by the conoepbf a separate but interacting
functional representation rather than a direct roleallocentric representation. The
validity for a separate functional representatias been verified in previous real-world
experiments which tested the functional contributitom proprioception and vestibular
input (e.g. Berthozt al., 1995; Israelet al., 1997; Loomiset al., 1993; Rieseet al.,
1989). Both parietal and temporal areas are posiedontribute to spatial location
processing, engaging both an egocentric and allocérame of reference, respectively
(with the functional reference playing a supportiatg). All types of reference contribute
to object-location memory, although in a summaryhef literature, Postmet al (2004)
state that an emphasis is placed on the allocaefrresentation.

Spatial memory is schematic (Montel&d al., 2004) — shapes become more
symmetric and regular over time, remembered asgbeiore like familiar or typical
shapes. Turns and angles are remembered as baiighter or more like right angles, an
orthogonality bias that holds for both survey- aodte-knowledge (Sadalla & Montello,
1989; Tversky, 1981). Spatial memory is most dgubhsed on multiple learning
sources (Tversky, 1993) and therefore requiresngeyiation of representations in the
cognitive map but just how these multiple sources iategrated is a critical issue
(Montello et al, 2004). The next section will introduce the cgotcef translation as a
mechanism of interaction between representationishwtould reconcile differences in

multiple source information.
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1.2.3 Combining information for way-finding and etij-location

The presence of multiple representations raisesgjulestion of how they interact (Roche
et al., 2005). Waller and Hodgson (2006)anipulated angular change for participants
who were required to view and point to object lamad. An increase in pointing error

variation occurred after 13But not after 90or less, indicating a switch from one system

to the other, rather than a compromise. Burgesd3g2@owever notes that:

Whereas egocentric systems can be used alonegtivergric nature of perception and
imagery require that input to and output from alotric systems are mediated by
transient egocentric representations. Converselyctioa-oriented egocentric

representations must be derived from enduring alhtaec representations following long

or complicated self-motioriBurgess, 2006, p. 555)

This suggests a cooperative relationship with aplied process of translation between
the systems (e.g. between environmentally defir@thrand south and body-referenced
left and right). Rochet al. (2005) describe in detail the parallel paths adaemtric and
allocentric processing, specify a role for funcabmformation and propose experimental
manipulations to test relationships between thgseess but actual interaction between
representations (i.e. the egocentric -> allocentanslations suggested by Burgess, 2006)
are unfortunately absent from their descriptiontisTprocess of translation, as a
mechanism for interaction between representatigrtsghlighted in the model of spatial
encoding and retrieval shown in Figure 1.3. Thigleldy Burgeset al. (2001) suggests

this mediating role is subserved by posterior pari@eas in mental representation.
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Figure 1.3 The functional architecture of another model cdtsgd memory specifying a role for translational
processes between representations and suggestiwgon within the brain where these translatiatsur
(highlighted box). Adapted from Burgess, Beckemgkind O’Keefe (2001). LTM, long-term memory; post.
posterior; rep., representation

The concept of translations between representatiassin recent years received
growing interest in studies of spatial updating diSlkand Nolin, 1997; Wang and
Brockmole, 2003; Motet al., 2004; Waller and Hodgson, 2006; Cheng, 2005; Bgte
al., 2007) Egocentric movement- related spatial updait believed to maintain the
percept of a stable world from moment to momentreliance over long distances on
such egocentric representations is shown to resuitreased error (Etienret al., 1996;
Waller et al.,2003; Wang and Brockmole, 2003). Burgess (2006pes the opinions of
many researchers by suggesting that over time pecph negotiate large-scale
environments with high accuracy through the coms$iva of an enduring allocentric
representation (from temporary egocentric represiems). This highlights a time-
sensitivity in how we combine information throudje tego/allocentric relationship.

A number of methods have been employed in ordéetter understand how we
integrate and use spatial information. The nexttigecreviews techniques used
throughout the spatial research literature and rtepiindings from a wide range of
studies which inform us of the processes underlgpatial memory and help answer the

guestion, ‘How do we find our way and remember &tbings are?’.
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1.3 Spatial Research: Paradigms and Methodologies

1.3.1 Clinical and lesion studies

Although most contemporary theories of memory atdbpt memory is most likely
distributed throughout the cortex (see the overvidluman memory), there remains a
debate over the structures involved in the initi@mory formation and those involved in
retrieval; Early studies of brain pathology and neeydisorders revealed the importance
of the hippocampus in the process of consolidatiborsakoff syndrome (Korsakoff,
1887-1891; Gudden, 1896), caused by alcoholismnutation and the consequential
thiamine deficiency, leads to anterograde amnasgéatd hippocampal decay. Bekhterev
(1900) was the first to attribute this memory fuoctto the hippocampus but its
importance in memory was not fully realised unétipnt HM.

HM suffered from intractable epilepsy and, afteveralgrand malfits following
his 16th birthday, he was referred to Hartford Hiaddor treatment. In 1953 (11 years
later) he underwent a surgical resection of hisialddmporal lobes and as a result he
suffered from severe anterograde amnesia: althbisgbhort-term memory was intact, he
could not commit new events to long-term memoryweeer, his ability to form long-
term procedural memories was still intact (ScovéléMilner, 1957). This dissociation
between short-term and long-term memory and ddolarand non-declarative memory
were not the only discoveries about memory andbtiaén thanks to HM. Corkin and
colleagues (2002) present a review of the studesed out on HM and the major
findings are shown in the timeline in Figure 1l.4efRoduced with permission from
Corkin et al.,2002). But what specifically has the study of Hdt us about the role of
the hippocampus in spatial memory?
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Examining spatial memory performance in patientwnedial temporal lesions,
Ploneret al. (1999, 2000) downplay the role of the hippocamijouspatial memory and
highlight a parahippocampal involvement. Spatiahmgy function in extrahippocampal
MTL sub-regions has previously been suggested (S&niMilner, 1989; Raing Milner,
1994). HM was in fact able to draw the layout of ggartment which his family had
moved into after his operation, meaning he had govesl topographical memory
(McClelland et al., 1995). This knowledge is in marked contrast to BEMtriking
inability to incorporate other new information intdeclarative memory. Other
hippocampally-damaged patients (Teng & Squire, 1#8&enbaum et al., 2000) have
shown an inability to form new topographical meraerafter the onset of amnesia. It was
posited that through his repeated exposure to dlsen(over years) and his locomotion
between the rooms, HM built an allocentric représgon of his house enabling his
topographic recall (Corkiret al., 2002). However, his lesioned MTL caused severe
impairments on other spatial tasks which includsaiing the correct sequence of turns
in a visual (Milner, 1965) and a tactile (Corki®6b) stylus maze.

It has been suggested that HM could learn and stpegraphical information
due to the sparing of certain brain structures: elgrthe medial parietal lobule, posterior
cingulate gyrus, occipitotemporal areas and therespaposterior 2cm of his
parahippocampal gyrus (Corkiet al., 2002). These areas along with the right
hippocampus have been identified elsewhere for tioég in topographical learning and
memory (Habil®& Sirigu, 1987; McNaughtomet al., 1994; Aguirreet al, 1996; Maguire
et al, 1996; Maguire, 1997; Maguiet al, 1997; Epstein & Kanwishé&®©98; Maguireet
al., 1998 Epsteiret al, 1999; Barrashket al., 2000). In a review of lesion studies by

Maguire (2001), the posterior cingulate (also nefeérto as the retrosplenial cortex in rats)
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was concluded to be a crucial structure for topplgical memory and human navigation.
Another human lesion study reported the right pamdtampus as a necessary structure
for spatial memory (Bohbogt al., 1998). The connectivity of the parahippocampal,
posterior parietal and retrosplenial cortices hesnbdemonstrated (at least in monkeys)
by Suzuki and Amaral (1994), evidence this regiould be a part of a spatial circuit.

The case of ‘Jon’ is another example of a hippgeaiy-damaged patient who
has been studied by various researchers assehlsiefféct of hippocampal pathology on
spatial memory (Bird, Vargha-Khadem & Burgess, 20@artleyet al, 2007; Kinget
al.,, 2002, Kinget al, 2004, Kumararet al., 2007). Jon has bilateral hippocampal
pathology due to perinatal anoxia, resulting in whas been termed developmental
amnesia (Gadiant al, 2000; see also Baddeley al, 2001; Maguireet al., 2001, and
Vargha-Khadenet al, 2003). The study by King and colleagues (2082)fiparticular
interest for spatial research. Jon was found toehgnossly impaired object-location
recognition for shifted viewpoints in a virtual i&aenvironment. The authors suggested
that the shifted-view condition required a viewgoindependent representation or an
equivalent mechanism for translating or rotatingwpoints in memory and based on
Jon’s performance they concluded that the hippocamsupports viewpoint
independence in spatial memory by providing a meisha for viewpoint manipulation.
Possible difficulty confounds between the same- simfted-viewpoints was accounted
for by King et al. (2004), where all views were made equally difficlA similar
impairment was reported by Burgesisal (2006) for patient CF, believed to be in the
early stages of Alzheimer’s disease (AD) and shgwapographical disorientation. The
authors observed a dissociation between her spemdsl and recognition memory for

unknown buildings, landmarks and scenes and harslgvimpaired navigational ability

23



in a virtual reality task. In addition, they obsedvan impairment in her allocentric
processing as her object-location memory was shveftected when tested from a
shifted viewpoint compared to when tested from $hene viewpoint as presentation
(similar to Kinget al.,2002). Burgesst al. (2006) suggest that the deficit in allocentric
memory for object-location results in patient CHiavigational impairment. They

speculate that damage to the hippocampus or en#dricortex, consistent with AD

(Braak & Braak, 1991), may underlie the patientigoairment, though no such damage
was evident on the MRI scans. Therefore, it maytha shifted-viewpoint tests are

sensitive indicators of early stage neurodegermratilagging cases even before the
pathological signs present themselves.

Hartley et al. (2007) examined the hippocampal contribution tocggtion and
short-term memory for topographical and non-spatifdrmation in scenes. They tested
patients with focal hippocampal lesions, namely dod patients KC3, VC, RH and MH.
All five patients showed impaired topographical noeyn and spared non-spatial
processing in both memory and perception. Topogdcaplperception was profoundly
impaired in the patient MH whose damage was mor&enswe including the
parahippocampal cortex. These results again suppertole of the hippocampus (and
parahippocampus) in allocentric topographical psetey and mental representation.

Finally, in a recently published study on spatiebrhing and memory in
schizophrenia patients, Weniger and Irle (2008)dugetual reality environments to
assess allocentric (virtual park) and egocentrict@ maze) memory. Compared to
controls, the schizophrenia patients were only iBaggntly impaired at learning and
navigating the park. They suggest that the undeglyleclarative hippocampal memory

system, affected in schizophrenia, is responstn@ffocentric impairments.
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1.3.2 Human navigation studies

In addition to the migratory and wayfinding behawian animals (not talked about here),
navigational research in humans has contributedabd information to our overall
understanding of spatial processing and memoryfei@ihces and similarities have
emerged in the strategies we use to navigate caupar other species, the strategies
available to us due to our use of language, symiadistractions and technology, and
those unavailable to us due to our biological makée.qg., perceiving the polarization of
sunlight in the atmosphere). Navigation is describs coordinated and goal-directed
movement through an environment and is comprisawofbehaviours, locomotion and
wayfinding (Montello, 2005). Locomotion here reféosthe actual movement through the
environment and it can be observed in many formsn fthe various methods of self
propulsion to the use of motorized aides. This mslaspinned by non-declarative or
procedural knowledge. Wayfinding is the more insérg behaviour in terms of spatial
cognition in that it encapsulates the goal-direcédeiment of navigation. This is the
behaviour which relies on declarative knowledga@rest internally in the brain or
externally in maps. These knowledge systems intevéh various cognitive processes,
which in turn interact with the various forms otaming sensory information to produce
outgoing motor commands and locomotion to the ddgyoal.

Some of these ‘cognitive processes’ have beertifghfor humans and have
been discussed in detail earlier in this chapteelation to cognitive maps (section 1.2).
Like animals, but in a far lesser capacity than somie have the ability to use path
integration or dead reckoning, an ability incorgedainto our putative functional
representation of the environment. Locomotion tgloan environment also feeds into
our egocentric and allocentric representations witximal and distal cues informing us
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of our position. Familiarity with a space and satlidandmarks also improve our
navigational abilities (Siegel & White, 1975; Acodd & Evans, 1980; Kirasic, 1989;
Ark et al.,, 1998; Rocheet al., 2005). Researchers from numerous fields (e.qg.,
psychology, neuroscience, geography, cartograpayg lapproached the study of human
navigation in a variety of ways (e.g., real-worlddavirtual reality navigation, blind
navigation, map reading and distance estimate }agkis a variety of goals. The studies
outlined here all share the goal of understandmgghrain areas and activity underlying
navigation.

The medial temporal lobe structures have beenigaeld in navigation, and there
has been a special focus on the hippocampus sulgkcation of the Cognitive Map
Theory proposed by O’Keefe and Nadel (1978). Naiogain virtual environments has
offered an insight into the role of the hippocampugh studies suggesting the left HF
has a more verbal role in navigation while the tighF computes a vector that
continuously points to the goal direction (Burgé&s€’Keefe, 1996, Maguireet al.,
1998). Virtual environments have also been usestudy passive navigation (e.g. Harris
et al.,, 2000; Gaunetet al., 2001). Gaunet and colleagues (2001) examined aspati
memory of a virtual city using active, passive amapshot exploration methods. They
found that the reproduction of the path shape w&stad by the exploration method,
with greater total distance and angle reproductoror scores following snapshot
exploration than active and passive exploratiom&yTsuggested that the disadvantage of
snapshot information was the difficulty of mentallydating the route between shots.

Blind navigation studies allow the investigation péth integration and the
functional representation without the primary inputhe egocentric strategy (i.e. vision).

Information about step length, derived from propeiptive or motor efferents, as well as
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from vestibular signals can contribute to the updpof the mental representation of the
subject’s location in space and allow for path gnétion (Mittelstaedt & Glasauer, 1991;
Glasauert al, 1994). A study by Israel and colleagues (19%&dua clever method of
passive transport to investigate non-visual lindéstance memory (used for path
integration). Blindfolded participants used a jagistcontrolled robot to move themselves
along linear trajectories. They were asked to répece specific, previously-experienced
distances in the dark. Subjects were able to atmyraeproduce stimulus distances,
durations, peak velocities and velocity profilesccArate distance estimation was
attributed to the integration of the otolith sigifalstructure in the vestibular labyrinth of
the inner ear). The results of this study showed Hestibular and somatosensory cues
provided during passive transport contribute tdicst@and dynamic representations of a
travelled path.

Neurological measures of real-world navigation dificult to achieve and
usually involve before and after the fact comparssavith some form of recall or
rehearsal task (e.g., Burgedsal.,2002; Ghaenet al.,1997; Maguireet al., 1996, 1997).
Increases in hippocampal activity have been regowiben subjects learned how to
navigate through a real town. A study involving don taxi drivers with sophisticated
knowledge of the city showed increased activatmfrthie right hippocampus (Maguied
al., 1997). Similar to the animal research showing bdgapmpal volume differences in
food storing species, navigation-related structwt@nge has been found in humans,
namely taxi drivers (Maguiret al., 2000). The ‘London Taxi-driver study’ showed that
the posterior hippocampi of taxi drivers were dligantly larger relative to those of
control subjects. This finding is in accordance hwithe idea that the posterior

hippocampus stores a spatial representation of eim@ronment and can expand
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regionally to accommodate elaboration of this repm¢ation in people with a high
dependence on navigational skills. A PET study Imaé&net al. (1997) using a Mental
Simulation of Routes task corroborated these figslirEngaging in mental navigation
along a learned, real-world route activated thitrigiddle hippocampal areas, as well as
the posterior hippocampal areas bilaterally.

However, Teng and Squire (1999) found unimpairedtiap and topographic
memory in patient EP who had extensive dantagkis medial and anterior temporal
lobes concluding that the mediamporal lobes were not the repository of remotdiap
memories. Recent findings also offer an alternatieée for the hippocampus in
navigation, maintaining its involvement in the pees but reducing its importance.
Maguireet al. (2006) tested the navigation ability of a Londaritdriver (TT) who had
sustained bilateral hippocampal damage. They foinad the hippocampus was not
required for general orientatiom the city either in first person or survey perdpes, or
for topographical knowledge of landmarks and tregatial relationshipsr even for
active navigation along some routes. They concluthed it was necessary only for
‘facilitating’ navigation in places learned longagparticularlywhere complex large-
scale spaces are concerned, and successfigation requires access to detailed spatial
representations. Many researchers have postulatedeasensitive, facilitating role for
the hippocampus in memory formation (Squire & Abar1995; Squiret al, 2001;
Bayleyet al, 2003, 2005; Mavieét al, 2004; Rochet al., 2005) but continue to argue
over the details of such involvement (see the aearof memory theories in section 1).

In contrast to hippocampally-subserved allocentpmcessing, egocentric
encoding of space has been shown to recruit ad+patietal network along the dorsal

stream (Committeret al, 2004; Galatet al, 2000; Wilson, Woldorff, & Mangun, 2005).
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The posterior parietal lobe (Andersen, 1997) andalasstriatum (Wiener, 1993; Devah
al., 1996; Potegal, 1982) have been implicated as Iplesglements of a navigation
system, providing complementary egocentric reprtesiems. The role of the parietal
lobes in egocentric processing was recently exgldrg Seubertet al (2008), who
implicated their importance (over the frontal elenseof the system) in route negotiation.
Experiments investigating route-following and resg® learning in way-finding
have highlighted the involvement of different bratiuctures outside of the temporal
lobes (Cook & Kesner, 1988; Kesredral, 1993; Ghaenet al, 1997). One such study by
Hartleyet al (2003) usedMRI to measure brain activity in participants asytlexplored
in or followed a well-learned route through a vatttown. They showed that wayfinding
and route following involve different forms of regsentation with correspondingly
distinct neural bases. Route-following was repote@ngage the insula, caudate body,
and lateral parietal/somatosensory cortex, prenmadex and SMA with no involvement
of the medial temporal lobes. The caudate is fatieobasal ganglia which is known for
its role in habit learning (Knowltoet al, 1996; Packard & Knowlton, 2002). Poldrastk
al. (2001) provided evidence for a competitive or rifgeng interaction between the
caudate nucleus and the hippocampus for wayfindingan attempt to assess this
interaction, Voermangt al (2004) measured caudate and hippocampal activiity
fMRI in patients with Huntington's disease (whichtrdaentally affects caudate
functioning) and normal controls. A non-competitiaéeraction between the two systems
was observed in the controls, an interaction whicld be commandeered by the
hippocampus to compensate for caudate damage impdlients with Huntington’s

disease.
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1.3.3 Spatial arrays and table-top tasks

Small-scale spatial studies have the advantagestatimnary participant which simplifies
administration (to large populations) as with paged-pencil tasks (e.g., the Mental
Rotations test: Vandenberg & Kuse, 1978; and the@l.ocation Memory test: Eals &
Silverman, 1994; Silverman & Eals, 1992) and morecently the use of
neurophysiological and neuroimaging measures. Tsiegskes have moved from tests of
mental rotation and visuo-spatial awareness inelinig to the exploration of viewpoint
and movement changes in spatial memory and repedsen as well as landmark
salience and geometric cues for object-recognitidrey have facilitated investigations
into egocentric and allocentric processing diffeesnand enabled the study of mental
representation with and without the influence ofstimular information from the
functional representation.

Wang and Simons (1999) showed that participantsogeition memory for a
table top array of objects was better after theg hmeoved around the table to a new
viewpoint than after an equivalent rotation of ttabletop. This was interpreted as
evidence for an egocentric automatic updating @m®ckiven by the active motion of the
viewer. However, a replication of this result uspgrely visual virtual reality (Christou
& Bulthoff, 1999) indicates that the important \abie is movement of viewpoint relative
to a participant’s cognitive model of the world @t than actual movement and the
concordant vestibular/proprioceptive feedback ovemeent of the objects relative to the
subject. Wang and Spelke (2000) further explored hocations of objects in the
environment may be represented. Participants studeations of objects placed outside
the test chamber. Then from inside the chamber wWexe required to specify where the
now hidden objects might be (either when they warented or disorientation after
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rotation). Absolute (i.e. heading) and relative.(configurational) accuracy of responses
was measured. Disorientation increased both heahdgconfigurational errors whereas
the presence of a light cue throughout the stushdywwed the opposite effect. They
concluded that object locations, including distan@nd directions, are represented
egocentrically and are updated on a continual bésisng movement. This conclusion
supports a previous finding that participants’ mesge latencies vary linearly with the
angular difference between studied and novel viewscenes (Diwadkar & McNamara,
1997).

However it was proposed by Sholl (1987) that obgecays could be encoded in
an orientation-free manner. Support for this cofmn@s recent studies which have found
that humans can represent objects on a table tap #r an allocentric manner. Burgess,
Spiers and Paleologou (2004) asked subjects tossasmey changes in position of
common objects within an array on a table aftemdpg a period of time in the dark
during which the objects, the table, the subjectl/ar an externally placed fluorescent
card could have been moved. Results suggested ithaddition to an egocentric
representation, object locations can be represemfative to visual landmarks placed
outside the array of interest (i.e. via allocentapresentation). Other studies have shown
that the location of objects might also be storetepresentations oriented with respect to
landmarks or intrinsic axes in the external enviment (Mou & McNamara, 2002;
McNamaraet al., 2003), again providing evidence for an allocentapresentation of
object location but suggesting an orientation-depece. Burgess (2006) reviewed
recent experiments on pointing errors (Waller & gsoh, 2006) and reorientation (Mou

et al., 2006), and concluded that the effects attributedrt egocentric system by Wang
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and Spelke (2000) could more readily be explaingdabtwo-system model which
included both ego- and allocentric representations.

Egocentric/allocentric dissociations have been istudn a litany of ‘shifted-
viewpoint’ (or ‘viewpoint-dependant’) studies usistjmulus arrays (Johnsrua al.,
1999; Kinget al, 2002, 2004; Burgess al., 2006). There is agreement amongst these
studies that allocentric processing underlies perémce on shifted-viewpoints rather
than the use of simple mental rotation as prop@seRiwadkar and McNamara (1997).
However there is still no consensus on the roléhefhippocampus in these tasks. The
studies by Kinget al. (2002, 2004) were replicated using hippocampadigrdged
patients and controls, and it was reported that amgntoad adversely affected the
hippocampal patients’ performance across all vieagsp suggesting that damage to the
hippocampus does not selectively impair viewpomatependent spatial memory (Shrager
et al, 2007). The conclusions of Shrager and colleag#esn to be based solely on
accuracy data. Alternative strategies may have l@wployed by the hippocampally
damaged patients that levelled out their accuramesials from shifted viewpoints. And
they may have taken longer on these trials to aptiem correct recognition. This,
regrettably, is undeterminable as reaction timesat reported.

Another group of studies have employed virtual rsapeassess performances in
small-scale local space. These have included tkeeofisvirtual Morris Water Mazes
(VMWM - e.g. Astur, Ortiz, & Sutherland, 1998; Hdton, Driscoll & Sutherland, 2002;
Hamilton & Sutherland, 1999) as well as Virtual R&d\rm Mazes (VRAM - e.g. Astur,
Tropp, Sava, Constable & Markus, 2004; Lestyal, 2005). An important study by
Hamilton et al. (2002) attempted to replicate a study conductgdSbtherlandet al.

(1987) on rats, instead using the human virtuakwataze task. The aim was to assess
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the characteristics of human mental representati®agicipants were trained in one half
of a virtual pool to find a hidden goal. They eitlad access to the other half with a full
range of distal cues available to them or wereiotstl to the goal half (region 1) during
training. Participants were then tested to findddén goal in the other half of the pool
(region 2). Accurate transfer, from region 1 toioeg2, in locating the hidden goal was
found to be dependent on prior exposure to thaldestes in region 2 while training in
region 1. This result contradicts an earlier studfich supported the idea of
topographical representations in VMWM (Jacebsl.,1997) and disputes the automatic
formation and modification of the cognitive map @®posed by O’Keefe and Nadel
(1978). The results were instead explained by aoaative effect similar to that
proposed by CAT (Rudy & Sutherland, 1995; Sutheflafa Rudy, 1989), where
“accurate place navigation depends upon the eshabént of associations between views
of distal stimuli and the execution of specificjéaories to the goal” (Hamiltoet al,
2002, p. 169). A comparative review of human virtaad animal maze studies shows
preliminary support for an associative learningriol spatial memory (Kelly & Gibson,
2007) but the authors stress that the evidencetigeat strong enough to refute cognitive
mapping theory.

One point, however, is clear from this synopsissofall-scale spatial studies:
orientation-dependence in spatial representatioraires a hotly-debated issue. Based on
five studies, Sholl and Nolin (1997), suggest thaéntation-free performance is only
evidenced under a certain set of conditions indgd horizontal viewing angle during
encoding, a room-sized test space, and "on-pastihite There is indeed a growing body
of evidence, mainly from Timothy McNamara’s laborgt(e.g. Diwadkar & McNamara,

1997; Shelton & McNamara, 1997; Shelton & McNam&@01la, b; McNamara, Rump
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& Werner, 2003) against the idea of the orientafree representations proposed by
Sholl (1987). Our cognitive map seems to take atdgmn of a variety of different
reference frames (e.g., egocentric, intrinsic ownvirenmental) to determine this
orientation-dependence, but this evidence only iespthe imposition of a ‘preferred’
viewpoint/orientation onto a more general allocentepresentation. There is general
agreement about the enduring allocentric repreeng incorporating numerous

experienced viewpoints to allow flexible and adepspatial behaviours.
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1.3.4 Electrophysiological studies

Electrophysiological research on spatial navigatan provide insight into the neural
basis of way-finding within an environment. Mangearchers have used this recording
method to study brain oscillations relating to sdatnemory and navigation. Specific
oscillatory rates, such as the thet lpand (4 - 8 Hz range; Caplat al., 2003), are
elicited during certain cognitive functions. Thesausually associated with successful
memory encoding, but it is also involved in navigat A clinical study using intracranial
electrodes tested the navigational ability of ggglepatients on virtual T-mazes (Kahana
et al.,1999). The authors found increased theta actasgociated with maze complexity
during test rather than study phases, suggestimgeain spatial memory retrieval. A
similar study by Caplagt al. (2001) also found theta activity related to mazeplexity,
and in addition found that lower and higher ostithas, delta and gamma (respectively),
were related to memory processes such as encoddagetrieval. In a follow-up study,
Caplanet al. (2003) also looked at theta rhythms during spatafigation using a virtual
town paradigm where the epileptic patients perfatrag virtual taxi drivers. They found
a particularly strong increase in theta specificalliring periods of integration between
sensory information (such as optic flow during moeat) and motor planning (such as
finding a target location). The authors suggest tpamma { 20 - 30 Hz) activity
underlies the memory related processing of sensboymation and betaB(13 - 20 Hz)
underlies motor planning, while theta coordinatessé oscillations.

Numerous studies using scalp electrodes have aismieed the role of theta
activity in spatial cognition. Nishiyama and Yamafgu(2001) found theta activity in
two distinct areas, the frontal region and the teraparietal region, in subjects
navigating a virtual maze. They propose that thista activity is indicative of the
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functional connections between the hippocampudyqrl cortex, and parietal cortex
that may be involved in human spatial cognitiétso using scalp EEG and T-mazes
(similar to Kahanaet al, 1999), Bischof and Boulanger (2003) found thetantrease
when new spatial information is acquired. The gjterof the evidence linking theta to
spatial processing has led Buzsaki (2005) to referthis frequency band as the
‘navigation rhythm’. The contribution of theta déaiions is reviewed by Kahana (2006).

Alpha (@ 8 - 12 Hz) and theta phase locking occurs dulgstame epoch as the
P1 and N1 waves (Klimesadt al, 2004), and therefore these oscillations havegela
effect on P1 and N1 amplitude. These components hagn associated with early visual
recognition, and are evoked by stimuli presentedlifferent parts of the visual field
(Townsend, Harris & Courchesne, 1996). A promirlateé positive component (LPC) is
normally seen after the appearance of the earlyalisesponse peaks (Makedg al.,
1999). In event-related potential (ERP) studies,RB00 is considered an example of an
LPC denoting attentional activity (Suttet al., 1965; Donchin & Coles, 1988; Duncan-
Johnson & Donchin, 1977). Donchin and Coles (19&8)e proposed a context-updating
model in which stimuli that are more rare and tedkvant than other stimuli will
produce a larger P300 component in the ERP waveddmlectrode locations on the right
parieto-occipital portion of the scalp. This oldineffect has been reported by many
EEG studies using event-related potentials andbas linked to recognition memory in
general (reviewed in [Johnson Jr., 1995; Rugg, 1¥Edman & Johnson Jr., 2000;
Mecklinger, 2000; Rugg & Allan, 2000]).

Mecklinger (1998) demonstrated functionally disabte object and spatial visual
working memory systems associated with spatioteallyordistinct event-related

potential old/new effects (see also Mecklinger &iMsausen, 1998). This dissociation

36



is manifested in parietal-occipital P300 differemder spatial possessing as opposed to
differences observed in early frontal negativitlN@©0) as well as P300 for object and
verbal stimuli. Mecklinger (1998) suggested that frontal maximal N400 evoked by
new objects is possibly associated with their irdegn into an already present
conceptual-semantic context. In contrast, the R8G@&sociated with the accessibility of
memory representations during recognition judgemefitther studies have reported
topographic ERP differences in working memory dejeen on information type (Bosch
et al.,2001; Langet al.,1987; Mecklinger & Pfeifer, 1996; Ruchket al.,1992; Rugget

al., 1987).

Single cell recording has also been used to stpdijad processing. Ekstroet al
(2003) found support for the role of the hippocampuallocentric representation using
single unit recording and also discovered humafs c@mewhat analogous to ‘place’
cells found in rodents (O’Keefe & Dostrovsky, 197Ckells that responded at specific
spatial locations were found primarily in the hippmpus while cells that responded to
views of landmarks were found in the parahippocdmggion (Ekstromet al, 2003).
The authors suggest that the parahippocampal regpbacts local view information,
regarding landmarks for example, and then outpatshé hippocampus which uses
spatial and visual information to form a view-inéepent representation of space.

In summary, electrophysiological studies have égldefine the brain regions
involved in spatial memory and navigation as wedl @lucidating the temporal
functioning of these regions. They have aided themvelopment from the cell to the
systems level with the identification of spatiathediated components (Boseh al.,
2001; Langet al., 1987; Mecklinger, 1998; Mecklinger & Meinshauseh998;

Mecklinger & Pfeifer, 1996; Ruchkiet al.,1992; Rugget al.,1987). Consistent with the
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other human and animal studies reviewed in thi®dahiction, the medial temporal lobe
structures as well as parietal areas are againidatetl in spatial cognition. Medial
temporal, parietal and frontal regions are posttedunction together to enable route-
following, construction of novel routes, planningdadecision-making, and integration of
sensorimotor information for egocentric-based diwtantric-based navigation (Kahana
et al., 1999; Caplaret al, 2001; Caplaret al., 2003; Nishiyama & Yamaguchi, 2001;
Bischof and Boulanger, 2003). Electrophysiologwimsinvaluable method for exploring
the properties of human “cognitive maps”, and & nmcture of brain dynamics has

emerged from the research to date (Kahana, 2006)
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1.4 Neuroanatomical bases of mental representation

1.4.1 Summary of the Neuroanatomical findings

The unenviable task of summarising the findingsptial experiments going back three
decades into discrete anatomical substrates and pghaposed contributions is best
attempted in a table and diagram format. The cestidentified in Figure 1.5 below have
all been implicated in spatial processing and mgnamd Table 1.1 lists some of these

structures, their roles and the studies reportieg involvement.

Cingulate cortex
Posterior
Parietal Cortex

Frontal Precuneus
cortex
Poste rior
cingulate
¢s cortex

Parahippoc ampal
gyrus

Inferior

Hippocampus temporal gyrus

Figure 1.5lllustration of a sagittal slice of human braingosing the ventro-medial surface of the cortex
with brain areas purported to be involved in sphtreemory marked by arrows.

39



Table 1.1Summary of structures implicated in spatial menpmpcesses citing the studies that suggested ithaitvement

Process / Role
Egocentric representation Allocentric representation Navigation
Lobe Structure Route Ego- Object- | Topographical View Spatial | Translation Route Way-
knowledge | processing location map manipulation | context following finding
Frontal PreF 6, 28, 31 6, 28, 31 31,32 6, 28, 31 32
Temporal ITG/FUS 25, 28 28 28 28 25
1,2,3,8,10, 16, 17, 1,2,3,10,17, 1,2,37,8,12,22
HF 6 6 10,16 19, 23, 30, 32, 33 7.8,24 19 6.7 26, 28, 30%, 31, 32
Medial
Temporal PHG & 9’1150' Y1 4,5,10,15,23,32 4,5,9,10,11 9 5, 9,128, 32
Sub/PreSub 13,14, 18 13,14, 18 14
Parietal PPC/SPL 23,28, 31 26 25
IPL 23,31 12,26
PreC 6, 31 29 6,31 29
SMA 26
Occipital OoTC 31 26 31
Other PCG 6 20, 23 6, 20 20
INS 6 6, 26
CAU 26, 27 21,27
PreF — Prefrontal cortex 23. O'Keefe & Nadel (1978) 12. Maguire et al. (1998) 1. Cprkin et al. (2002)
ITG — Inferior temporal cortex 24. McNaughton et al. (1994) 13. Taube (1998) 2. King etal. (2002)
FUS — Fusiform gyrus 25. Maguire et al. (1996) 14. Burgess et al. (1999) 3. Shelton & Gabrieli (2002)
HF — Hippocampal formation 26. Owen et al. (1996) 15. Johnsrude et al. (1999) 4. Hartley et al. (2003)
PHG — Parahippocampal gyrus 27. Warrington (1996) 16. Nunn et al. (1999) 5. Voermans et al. (2004)
Sub — Subiculum 28. Ghaem et al. (1997) 17. Redish (1999) 6. Roche et al. (2005)
PPC — Posterior parietal cortex 29. Rolls et al. (1997) 18. Robertson et al. (1999) 7. Frings et al. (2006)
SPL — Superior parietal lobule 30. Vargha_Khadem et al. (1997) 19. Burge‘_SS et al. (2001) 8. Magu|re et al. (2006)
31. Aguirre et al. (1998) 20. Maguire (2001) 9. Zaehle et al. (2007)

IPL — Inferior parietal lobule

PreC — Precuneus

SMA — Supplementary motor area
OTC - Occipito-temporal cortex
PCG - Posterior cingulate gyrus
INS — Insula

CAU - Caudate

32. Bohbot et al. (1998)

33. Epstein & Kanwisher (1998) 22.
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21. Poldrach et al. (2001)
Spiers et al. (2001)

10. Antonova et al. (2008)
11. Weniger & Irle (2008)

*Maguire et al. (2006) concluded HF involvement dependent
on environmental complexity. This study in fact gested
the HF is not necessary for gross topographicalpmngpor

general wayfinding



For the purpose of conciseness and clarity, amtpasterior and left/right distinctions
were not made when listing the relevant brain $stmes. Many of the studies listed are,
in fact, more precise with their reported findingfortunately the precision with which
researchers identify brain activations is not stharetheir description of the processes
being tested. In tabularising the various spatralkcesses, a difficulty arose regarding
nomenclature. The lack of clear definitions andinigsions between ego- and allocentric
processes and representations and between prodessésed during navigation and
those employed while stationary means that anyevewundertaken faces problems
integrating findings. For this reason the ‘procdssadings in Table 1.1 are broad and ill-
defined. Rocheet al. (2005) proposed a clarification of the terms bgvding clearer
distinctions between strategies and representatidre anatomical model they proposed
is shown in Figure 1.6.

Combining this model with the summarised data absuggests that the
processing of egocentric spatial relations is ntedidy medial superior-posterior areas
and a possible fronto-parietal network, whereascalttric spatial coding requires the
additional involvement of medial temporal regiondthwheavy reliance on the
hippocampal formation. As mentioned earlier, thedelmf Roche and colleagues (2005)
does not address any translational processes hetregpeesentations. Table 1.1 also
highlights the lack of investigation into the irdetion of spatial representations. Burgess
et al. (1999) was the only study reviewed which explcitated a role for translation,
implicating the subiculum’s potential involvemeiiaehleet al (2007) suggest that a
hierarchically organized processing system existahich egocentric spatial coding
requires only a subsystem of the processing resesuo€ the allocentric condition. A

further clarification on representational interaatis in high demand.
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Figure 1.6 The anatomical model of neurocognitive mappingppeed by Roche et al. (2005) outlining the
processing routes to distinct but overlapping mergpresentations and the brain structures involired
encoding and retrieval of spatial information. Reguced with permission.
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1.5 Obijectives of thesis

A review of the literature reveals a consensus Bboany areas related to spatial
cognition but many questions are still left unan®ae questions relating to the temporal
sequence of activity underlying spatial abilitiegjestions relating to the process of
translation between representations; questionstirglato the issue of viewpoint
dependence in spatial representations; and questiteting to object-location binding in
the brain. The aim of this thesis is to explore tedavioural and neural correlates of
human spatial representation and memory using téyisity electroencephalography
with a view to addressing these issues. To this thredobjectives are five-fold.

Firstly, in order to assess participants’ spatiahmry we aim to develop a simple
and flexible measure which can be used to testcblged/or location memory from
numerous viewpoints, with the ability to distinduisgocentric and allocentric processes.
Spatial cognition in spaces of different size, oals, relies on qualitatively different
information. Therefore it is appropriate to ask Wiee assessment on a small-scale test
will capture a more general spatial ability or wieeta disparate set of abilities underlies
performance on spatial tasks of varying scale. Hggand colleagues (2006) have
conducted experiments in an attempt to answemgtnestion in particular and the general
guestion of scale and spatial processing has bddressed extensively by Montello
(Montello, 1993, 1998, 2001, 2005; Montello & Fresohuh, 1995; Montello &
Golledge, 1999). Although Hegarg al (2006) highlight the importance of kinesthetics
and vestibular feedback for large-scale spatiahttmm, they report considerable shared
variance between spatial abilities for large an@lsenvironments (r=0.61) which was

also found in an earlier study (Richardseial., 1999). With this knowledge visual
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media and virtual reality can be introduced as f& sand viable alternative in the
laboratory.

Our second objective is to use this array alorgg&iEG to assess the temporal
activation of engaged structures and identify ameaslved in translations between ego-
and allocentric representations. To my knowledgas tiwill be the first
electrophysiological investigation into how mulépltepresentations interact. Following
on from this, as a third objective we aim to stwkplicit and implicit spatial memory
both behaviourally and electrophysiologically. Thype of examination should highlight
the influence of spatial memory on object recognitiand inform us as to the
automaticity and prevalence of this involvement.teAfthis interaction has been
tentatively highlighted, our fourth objective witle to examine more thoroughly the
processes, similar and divergent, underlying spatid object memory.

Finally, a general discussion will attempt to brihg individual chapter findings
together in a model of temporal activation encomjmas the brain areas involved in
spatial representation and memory. The individdepter introductions will explicitly
state the hypotheses being tested for the relatedrienents. It is hoped that this thesis
will build on the current knowledge concerning sganemory using a novel and easy to
administer task that can also be adapted to suwitdudirections in spatial research. With
the addition of electroencephalography, the tempaspects of the complex processes
involved in spatial memory can be investigated. Selectrophysiological indices will
not only inform us with regard to interactions beém spatial processes, but provide a
baseline of activity in normal participants thatyntee used in both research and clinical

settings to identify neurological deficits in theasial domain.
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2.1 EEG Background & Theory

2.1.1 Electrophysiology

Electrophysiology is the study of the electricabgerties of biological cells and tissues
involving measurements of voltage change (eledtpogential) or electrical current flow
on a wide variety of scales (Freeman, 1975; Ingb&lunez, 1990; Scott, 1995; Nunez,
1995, 2000). Depending on the scientific questiord ascale of interest, these
measurements are taken either from inside or autsie body. For studying changes in
electrical activity of the brain, measurement ssakenge from neuronal studies using
micro-fibre depth electrodes to measure eitheraintr extra-cellular potentials, to
electrocorticography (ECoG) studies measuring tiyrdcom the surface of an exposed
brain, to scalp measurements using electrode afedgstroencephalography - EEG). The
problem with these different scales lies in resayvithe relationship between the
potentials they measure. Intracranial recordingside much smaller scale measures of
neocortical dynamics, with scale depending on eddet size. The smaller the scale the
lower the expected correlation with scalp datacesimt micro-scales a mixture of
coherent and incoherent sources generates thedesgcpotentials, whereas EEG data are
due mostly to similarly oriented coherent sourcesroseveral centimetres of cortex
(Mangun & Hillyard, 1995).

Nunez and Srinivasan (2006) provide a good socicébgnetaphor for the issue
of spatial scale in electrophysiology. Data cokeicfrom large metropolitan areas will
typically differ from data collected at the cityeighbourhood, family and person levels.
The information obtained is both qualitatively aneantitatively different and the same is
true for electrical potentials measured at theotexiscales. So rather than striving for
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reductionism, information at all spatial scalesatuable and can complement each scale,
depending on the research question. In fact, wlekihg at higher-level processes,
intracranial recordings may be uncorrelated or Weaborrelated with cognition and
behaviour due to scale-dependent dynamics (Nun&zigivasan, 2006). ECoG is also
highly invasive and therefore reserved for anintatlies or pre-surgical evaluations in
humans with various brain pathologies. For reseauaiposes, the non-invasive scalp-
recording technique of electroencephalography (EEM®ws safe and relatively quick

investigations within the general human population.

2.1.2 Electroencephalography

EEG is the measurement of electrical activity poemtlby the brain as recorded from
electrodes placed on the scalp (Rugg & Coles, 1B8iBdman & Johnson, 2000). Scalp
EEG measures the summated activity of post-synaptients. An action potential in a
pre-synaptic axon causes the release of neurotidesmnto the synapse. The
neurotransmitter diffuses across the synaptic chef binds to receptors in a post-
synaptic membrane. The activity of many types oéptors results in a flow of ions into
or out of the post-synaptic neuron. This results compensatory currents in the
extracellular space. It is these extracellular ents which are responsible for the
generation of EEG voltages. While it is the postagtic potentials that generate the EEG
signal, it is not possible to determine intracelfuactivity within dendrites or neurons
using scalp EEG. Surface EEG is the summationeo§yimchronous activity of thousands
of neurons that have similar spatial orientati@dlial to the scalp (Otten & Rugg, 2005).
Currents that are tangential to the scalp are iotied up by the EEG. The EEG therefore
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benefits from the parallel, radial arrangement mita dendrites in the cortex. Because
voltage fields fall quickly with distance (Smyth#950), activity from deep sources is
more difficult to detect than currents near thellsklhe majority of the EEG signal
therefore comes from the pyramidal layer of cellghie cortex.

One way to analyse this electrical activity is tdcalate event-related potentials
(ERPs) for the occurrence of specific events. ArPER calculated by averaging many
epochs of EEG signal that are time-locked to theuomence of an event in the
experiment, usually the appearance of a stimulugygR& Allan, 2000; Handy, 2005).
The visualisation of the resulting averaged vaisdsnown as an ERP waveform and is
plotted as voltage, (in microvoltg)V), over time, (in milliseconds; /ms). The waveform
gives a detailed temporal account of neural agtinduced by the presentation of a
particular stimulus. ERPs are calculated by avegqgiver many events so that the
random noise of the background EEG (being uncdeelaith the event of interest) will
be averaged out, while the aspects of ERP wavef¢caied components or peaks) that
are common among the individual epochs of EEG s$ignla become more profound
(Handy, 2005). ERP topography is a neuroimaginghriegie which calculates
intermediary values for the spatial points lyingvien electrodes on the basis on the
value of the neighbouring recording sites. Thisahieved through mathematical
techniques of interpolation and the result is digptl as a coloured isopot map of the
head in which areas of positive fluctuations appeaed and negative activity appear in
blue, darkening as a function of amplitude. ERPogwpphy allows for easy visual
inspection of the scalp data and identificatiorsibés of interest for further comparative

analyses.
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2.1.3 Principles of EEG

The human head is a volume conductor, albeit a tgne. As such, current travelling
through the brain must adhere to the basic physlaals of conduction and
electromagnetism; therefore the potentials recor@dddthe scalp level can be
deconvoluted to the dura level and the underlyimgex — provided accurate estimates of
the conductive/resistive properties of the medialved are available. The potentials
which combine to give the EEG waveforms spreadhiad dimensions from their source
in a multi-polar fashion (Nunez & Srinivasan, 20086he reduction of this multi-polar
expansion and the retention of the dipolar fiel@.(igreatest current density along a
straight line connecting the positive pole to tlegative pole) is a simplification which
allows the essence of electric brain potentialse@nderstood in terms of current sources
and sinks — see Figure 2.1. These sources and sorke from the excitatory post-
synaptic potentials (EPSPs) and the inhibitory sgsiaptic potentials (IPSPs) measured
in EEG. EEG measures meso-scale changes in elgumtential from dipole layers,
which are areas in the pyramidal layer of the comdich have large populations of

Excitatory

neurons firing in synchrony. NS\ Ul [ ——— synaptic

input

- Lines of current flow

Figure 2.1.1llustration of current sinks DIPOLE

and sources involved in an EPSP. The

extracellular field lines flow from the -

axonal sources to the current sinks at ¢ o4y (soma ] -
apical dendrite sites causing a (-) dipole.
IPSPs would cause a local source at the
dendrite membranes and the reverse
polarities would be seen (+). Of course
dipoles arise from layers of synchronous
cortical activity and not just a single __‘_ on
neuron. ‘ '
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Although realistically, the brain is non-linear aadisotropic, meaning current travels in
all directions differently, the extracellular potetts measured by EEG travel (mostly)
parallel to the radially aligned apical dendritaghe pyramidal layer of the cortex. This
provides a degree of linearity and isotropy whietiuces the complexity of the equations
necessary to understand how electric fields belratiee brain. The human head is also
inhomogenous consisting of different tissues amndd$l which will attenuate electric
fields in different ways. This problem can also dmplified into distinct homogenous
materials which current must pass through to redettrode sites e.g. brain, CSF, skull,
scalp. Knowledge of the conductivity coefficientk tbe different homogenous parts
again informs conduction modelling equations. Vatuoonductor models of EEG rely
on Poisson’s equation. This equation is used teestiieforward problemfor volume
conductors. The forward problem involves known sesrand an unknown (to be
calculated) scalp distribution. In EEG, solving tif@ward problem involves the
calculation of the superficial potential distribari (i.e. the scalp distribution) for any
possible configuration of the sources. The scadgribution can be calculated by solving
the Maxwell equations within the model. This isledltheforward solution The ‘model’
here relates to the simplified conception of thachas a volume conductor with layers of
homogenous media and their corresponding condticteoefficients and volumes.
Working backwards from recorded scalp distributiemsunknown source locations (as
we do in EEG) presents a more complicated problEm. localisation of the sources is
called theinverse problemin which everything except the source paramagknown.

The next section will explain this problem and hiobpertains to EEG research.
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2.1.4 The Inverse Problem and Limitations

As mentioned, the human head is a volume condukt@gine a salt water tank with a
current source and sink like that shown in Figu2z ®nce the conductivitys] and the
volume (ml) of water are known along with the leacatand the charge of the sources,
the surface pattern of potential (with respect t@farence) could easily be ascertained
without direct measurement. Finding the surfacéritigion is accomplished using the

forward solution described in the previous section.

Recording
Surface ﬂ r/ K «— electrodes

Field lines

Tank

Figure 2.2.The forward problem in a volume conductor can Heesbwith knowledge of the medium
and the sources. The inverse problem arises whergee collected data at the surface and are trying
to locate the sources. No unigue solution is avddand knowledge of the medium’s conductivity will
only give more informed estimates.

EEG measures the resultant scalp topography tiféeinteraction and supposition of
underlying current sources. The inverse problenEHG is to find the locations and
strengths of the current sources on the right-Isaael of Poisson’s equation from discrete
samples of the potential; Ywith respect to some reference) on the surfadbef/olume
conductor. In order to locate these sources iteisessary to distinguish each from the
other and untangle their interactions. This is dofoately impossible. A problem arises
straight away because the number of sources isawrknlt is similar to asking which
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numbers add up to 100. The answer could be (950f G)6 + 20 + 44 + 11 + 9) or even
(200 — 100). There 8o unique solution to the inverse problerhis is emphasised by its
exploitation in cryptography with the use of inveigerators. For source localization in
EEG, accurate solutions to the forward problemvalior the construction of head
models which can be compared to recorded datattesienates of source location. Prior
theory or hypotheses can inform these models, bhadconductivities of the relevant
materials and boundary information give more adeusalutions to the forward problem.
By comparing the measured values of the electpcaéntials with the values of the
forward solution, the dipole sources are iterativ@loved into such a position that the
measured data fit the forward solution data optyn@ékemppainen & Peters, 1991).
Studies using implanted dipoles in mathematical @hgsical models have found
accurate estimates of source localization, (Cadtead., 1990; Leahyet al., 1998) using,
for example, the Brain Electrical Source AnalysBESA) algorithm with temporal
smoothing (Nunezet al., 1994). However no elaborate mathematics can trump
fundamental physical limitations (Nunez & Srinivas2006) and these solutions remain,

at best, oversimplified estimates of source locatio
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2.1.5 Advantages and disadvantages for Research

Using ERPs in research offers a number of advastem¢he neuropsychologist. These
include (1) their high temporal resolution allowsetobserver to view them at the
millisecond level. (2) Their ability to record vafie fluctuations that correlate behavioral
conditions with underlying brain activity (withotlie need for an overt reaction from an
experimental participant) is a convenience not jpley by behavioral testing. (3) They
permit the comparison of patterns of neural agtiat different locations on the scalp,
giving insight into the possibility of functionallgistinct processes at different locations
(Rugg, 1995). The first point mentioned is the tgsaadvantage and is most obvious
when comparing the temporal resolution of EEG/ERR)(andfMRI or other brain
imaging techniques (secs; Leeal. 1995; Robsoret al. 1998). Brain dynamics can be
observed in real-time with EEG. For example, thevaton timecourse of the ventral
visual stream has been outlined by Donigteal. (2000) with regard to object-recognition
and perceptual closure.

The relatively low cost of running an EEG laborgts another advantage of the
technique. Set-up can start from as little as €80 @hereas magnetoencephalography
(MEG) can cost ten times as much. Magnetic Resanantaging (MRI) costs
approximately €1,000,000 per Tesla. On comparisath Whe next most affordable
technique, high-resolution EEG is just as accufidtenez & Srinivasan, 2006), although
MEG and EEG are preferentially sensitive to différeubsets of sources — tangential and
radial respectively. Table 2.1, adapted from Re¢2603), summarises the two
techniqgues. EEG measures near field potentialsi@nchmune to magnetic induction
effects (which only interact at far fields). At thew frequencies of brain dynamics
electric and magnetic fields are uncoupled (Nune&ri&ivasan, 2006).
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Table 2.1. Conrparison of electroencephalography and magnetoeraleghaphy

Variable EEG MEG
Time Domain Milliseconds Milliseconds
Physical sources of Scalp; Bone; CSF; electrodéNon-physiological magnetic
artifact contact and electric fields
Records directly Electrical potentials Magnetic fields
Orientation of recorded Radial (and tangentlal with Tangential
sources surface Laplacian)
Cost ++ ++++++
Established clinical Yes No

standards

ERP experiments have a few smaller advantages loa#n imaging techniques with
regard to design and set-up. Participants may expsr claustrophobia inside the bore of
the magnets involved in MRI. Head movements care ltatastrophic consequences in a
functional imaging experiment and are much mordyeakentified and compensated for
by filtering and trial rejection techniques in ERfadies. Magnetic susceptibility is also a
problem in MRI experiments. When two tissues wittiedent magnetic susceptibilities
are juxtaposed, it causes local distortions in mthagnetic field. There are natural
interfaces between air and tissue in the oral anésaln orifices.
This results in artifacts in the MR image, mostlioss of signal, but also a distortion of
the image. This particular problem does not afffEG signals. Finally, in designing
experiments it is easier to incorporate an evelated paradigm into an ERP experiment
as jitter needs to be added fMRI studies which have more typically used blocked
designs. The ‘event-related’ approach allows foasmeements of individual trials, or

even sub-components of trials (Donaldson & Buckegp).
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The main disadvantages in using EEG have beenssied in the previous section
outlining the inverse problem and difficulties witbpatial resolution and source
localization. However, another disadvantage whighnot be overlooked is the inability
of this technique to establish causation. The kingrof brain potentials along with
behavioural measures merely gives a correlatiooedbunt of cognition and behaviour.
This is a disadvantage inherent in all brain imggamd recording methodologies. To
establish causation, comparisons would have to dderetween participants with brain
lesions (or structural abnormalities) and ‘norngarticipants. Alternatively, transcranial
magnetic stimulation (TMS) could be used to adnémisemporary lesions and help to

establish causation.
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2.2 Application of EEG, Stimulus Construction and Task

Presentation

2.2.1 ERP Recording & Set-up

For all ERP experiments reported in this thesis, EiEG activity was recorded with tin
electrodes (BrainVision©) mounted in an elastic éagtened with a chest strap (Easy-
Cap©). EEG data were collected from 128 scalp giegure 2.3), using the extended
version of the International 10-20 system for elmbe placement (American

Electrophysiological Association, 1999).

Figure 2.3. The International 10-20
system for electrode placement The
black electrode positions designate the
10%-system. The white ones are placed
on the intersection of the lines of equal
distances between those electrodes,
which lie opposite to each other in the
parallelogram. Reproduced from
www.easycap.de

We used a reference electrode located betweeragiemand the tip of the nose. Vertical
and horizontal eye movements were recorded usigirebculography (EOG). VEOG
was recorded from electrodes located above andvbdle left eye, and HEOG from

electrodes positioned at the outer canthus of egenFigure 2.4). Blinks were averaged
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off-line and a blink reduction algorithm was apdli® the data. This algorithm involved
automatic artifact correction employing variatiaighe Berg and Scherg (1991), and llle

et al. (2002) strategies. The correction process considtaur steps:

1. Define the topography for each type of artifact

2. Determine the brain signal topographies underlyiregdisplayed EEG segment

3. Reconstruct the artifact signal at each scalp rdetwith a spatial filter taking
into account artifact as well as brain signal salosp

4. Subtract the reconstructed artifact signal fromahginal EEG segment

HEOG

Reference

Figure 2.4. A participant with electrode cap illustrating tipgacement of the reference and ocular electro
Inset: Rear-view of electrode set-up showing thgglconnected to the amplifier.
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The impedance level was kept to below @0k all cases. Electro-conductive gel
(Abralyte) was used to reduce impedance. The ampliised was supplied by
Brainvision©. EEG activity was amplified using anldlapass of 0.16-100Hz and a gain of
1000. The conversion rate was 2000 Hz per chamuktree range was 150mV.

After the electrophysiological preparation partasips were seated 50cm from the
LCD? computer screen on their own in a darkened, ébedly shielded and sound-
attenuated testing cubicle (150cm x 180cm) witheasdo a mouse for responses. For
each task, a study block preceded a test blockuktgns were presented on screen prior
to these blocks. Recordings were notch filteredio# at 50Hz. EEG data were digitized
at a sampling rate of 500Hz, and were averagedheffising BESA®© software. Any
epochs where the maximum amplitude exceeded/50ere rejected. Stimulus-locked
average ERPswere obtained by averaging the EEG using stimphesentation as the
trigger. Stimulus presentations were marked orEfB& recording by transistor-transistor
logic (TTL) or voltage triggers. This was done byans of a parallel port connection
between the E-Prime computer and the EEG comp@pecific time-locked ERPs
calculated for each experiment are described inréievant experimental chapters.
Averages were obtained for each condition and Grdiedn Averages (GMAS) were
used for analyses. Most often only ‘correct resgonrials were used in the analyses.
For measurements of waveform topography (i.e. maxinpeak amplitude, mean peak
amplitude area under the curve, peak latency) tasion electrode was used for

reference.

Z Liquid Crystal Display (LCD) screens cause littieerference to the EEG signal compared to older
Cathode Ray Tube (CRT) monitors. Voltages of sdwarare used for scan deflection on CRT screens
causing significant interference in signals (Barkteal.,1998)

% The terms “stimulus-locked” is used here to désceveraging binned by stimulus. Averages based on
stimulus triggers are referred to as Stimulus Teigd Averages (STA)
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2.2.2 The Spatial Grid Task

As this thesis is concerned with spatial represemand memory we needed to develop
an easy to administer test which had an objectiven fof scoring and could be used in
conjunction with EEG recording. A computerised t®as considered the best option but
large-scale navigable VR environments were immebiauled out as we could not re-
create the proprioceptive and vestibular inputsgmein real-world scenarios. A small-
scale table-top task assessing object-location memvas deemed appropriate to allow
investigations into mental representation withdwg heed to account for the absence of
functional information.

Many previous neuropsychological studies have ysededures in which the
participant views three-dimensional arrays of otgeor locations from different
directions, or has to navigate through complexiapahvironments (see: Burgessal.,
2002; Morris & Parslow, 2003). An early exampleaotomputerised array task is the
human analogue of the Olton Maze test (Olton, Be&kelandelmann, 1979), developed
by Feigenbaum, Polkey and Morris (1996) — FiguBa2In their ‘rotate task’, arrays of
locations were presented on a computer screen, thigharrays rotated in between
responding to particular locations. The authorsagtba specific impairment in location
memory for right temporal lobe patients. AbrahaRiskering, Polkey and Morris (1997)
used a similar task using a circular layout of $roahtainers, placed on a central table
(Figure 2.5b). Rather than relying on rotation loé tspatial array to induce allocentric
representation, the participants had to walk aradnedable in between placement of the
objects and memory testing, relying on room cuegetember specific locations. This
was enforced to avoid the potential problem thatghrticipant could ‘mentally rotate’
the array and therefore remember the locationsgusgocentric memory. Nonetheless,
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similar temporal lobe damage was again found tcaimperformance. In two studies by
Holdstock, Mayes, Cezayirli, Aggleton and Robeftf899, 2000), where hippocampally
damaged patients had to remember locations on @agidoard, signified by light
emitting diodes (Figure 2.5c), impairments were yoribund in the allocentric
experimental condition. In this condition, the pati had to walk around the display
board in between inspection of locations and sulesetrecall, making use of room cues
to identify the position. The egocentric memory aition involved having to recall the
location, but from the same inspection conditioring{ Burgess, Hartley, Vargha-
Khadem and O’Keefe (2002) explored allocentric mgmno patient Jon who had early
focal hippocampal damage (see Introduction seclidhl). In their ‘courtyard task’
participants were placed on the outside of an aaral/had to view objects placed within
it (Figure 2.5d). Subsequently they had to view ¢bartyard and decide which objects
had been displaced. Substantial impairments wexe sden the patient performed this
task from novel viewpoints. These findings contrémise of Holdstoclet al. (1999,
2000) suggesting that participant movement aroundreay is not necessary to explore
allocentric representations. Additionally and cailg, Jon was not found to be impaired
on mental rotation tasks, suggesting that a diffepeocess/strategy is employed during
shifted-array tests.

While keeping these studies in mind, the Spatiatl Gask was designed based
primarily on the spatial array of Johnsrude al. (1999) consisting of an array with
landmarks into which objects could be placed afiousr locations (see also Milner,
Johnsrude, & Crane, 1997; Owen, Milner, Petridegv&ns, 1996). Figure 2.6 shows the

Johnsrude array with examples of their task inaludsubjects were scanned using
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Figure 2.5.Example of previous array tasiythe rotate task - arrays rotadl in between responding
particular locations (Feigenbaum, Polkey, & Morrik996)b) the container task measured object i
location memory (Abrahams, Pickering, Polkey & Merd997)c) graphical interpretation of the LE
board used by Holdstock et al (1999, 2000) basetheir descriptiongl) the courtyard task for ego-
/allocentric memory used by King et al. (2002)

positron emission tomography (PET) while performifogced-choice recognition of

object location in four conditions, using eithee thriginal landmarks (white squares) or
two of the other objects as cues. There were twedfiarray conditions where the
absolute location of the objects was unchanged ftloentime of encoding, and two

shifted-array conditions, where the location of tiigects was shifted but the spatial
relationship between objects and landmarks wastaiagd. Comparing these conditions
to a control task (which had the same perceptudlnaotor demands as the recognition

tasks without the mnemonic component), they obseaativation in the right, but not
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left, inferior temporal gyrus when both shiftedearrconditions were compared to their
respective cue-matched fixed-array conditions. vation of the right parahippocampal
gyrus was found for conditions with landmarks asscun conclusion, Johnsrude and

colleagues suggested that right infero-temporatezois involved in extracting the

invariant relational features of a visual scene.

d)

Stimulus 8 . Stimulus 8
Stimulus 1 Stimulus 1

Figure 2.6.The spatial aray of Johnsrude et al. (1999) with representatiimdi seen in each of tt
conditions. (a) The complete stimulasxdmark array. Note that participants never saw #ntire array
as presented here; (b) Study block: encoding ofdpmetions; (c) Retrieval of fixedrray locations
using landmark cues; (d) Retrieval of shifi@day locations using landmark cues; (e) Retriegé
fixed-array locations using object cues; (f) Retdkof shiftedarray locations using object cues; (
Visuomotor control.
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The use of fixed- and shifted-array landmarks piedi an interesting way for testing
spatial representation. However, although this t@#bws for investigations of object-
location and relational memory, the use of tramshst to test allocentric representation
may not be as appropriate as rotational viewpohdnge (Rieser, 1989; Presson &
Montello, 1994; Mayet al., 1996). An egocentric strategy can be used forstagional
shifts as these are easier to reconcile (sinceoegoted bearings remain constant)
compared to perspective changes due to rotatioatdky, 1998). Tests like this (and
table-top tasks in general) have also been créitipr their singular aerial viewpoint and
guestionable ecological validity (see Maguwetel, 1999).

We aimed to address some of these concerns ine@apment of the Spatial
Grid Task by introducing a number of differencegisimmportantly, a change from a 2D
black and white aerial view (which retains theicisims levelled at table-top tasks) to a
3D colour oblique view with the less obtuse envinemtal geometry no longer dictated
by the screen edges. For the Spatial Grid Taskothjects and environments were
constructed using Google SketcHYpwhich allowed for three-dimensional rendering in
full colour. SketchUp is a powerful, intuitive 3Daakelling tool for conceptual design,
documentation and presentation (Figure 2.7). Séveasures allow designers to easily
navigate through and around their designs and mkgthem in various ways, unlike

4 Untitled - Google Gketchlp (beta) g
File Edt Vew Camera Draw Tools Window Google Heip

Deadvle- X200
BrOCY®

XLODHE HZQARAR
=

=Iofx]

Figure 2.7.Example of the design
process in SketchUp with selected
toolset and 3D coloured axes for
measurement and depth relations.

o
—

Draq cursor to zoom. Lip s in, downiis out. Shift to change Field of Field of View & 7
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3D CAD programs. It is marketed as an easy-to-umeceptual tool with a simple
interface. All stimuli were constructed in Sketchlp downloaded from the 3D
Warehouse. A well known feature in the SketchUp asenmunity, the 3D Warehouse is
a resource depot for components and models. Stivark used to create a virtual object
array which could be navigated around, changing/paents and object locations. Screen
capture was used to get freeze-frame bitmaps (.vhph could then be re-scaled and
presented to participants for study and evaluation.

After the array was constructed additional changese introduced; the
translations in viewpoint used by Johnsradeal. (1999) were replaced by rotations in
viewpoint (¢, 9¢°, 180, 270) for experiments in which viewpoint was maniputhtee.
Chapter 3, Chapter 4, Chapter 5 and Chapter 6 (iEmeet 2). Because the environment
was rotated in these experiments during a proportibretrieval trials, the grid was
changed from a 5x7 array to a 4x4 grid with equafhaced squares (16 segments) so
environmental geometry/dimensions could not be wsedetrieval cues after rotation.
This square array can be seen in Figure 2.8 aldagm example of object placement in
the grid and a shifted-viewpoint trial. Thé tudy view permitted egocentric spatial
encoding and retrieval, while the rotated viewswaéd for the assessment of allocentric
representation, mental rotation and allocentriofegtric translations. Participants
performed the experiments described in Chaptexpdiment 1) and Chapter 7 entirely
from the stationary Oviewpoint as no viewpoint manipulations were méole these
studies, whereas the experiment in Chapter 5 imebMiewpoint manipulations in both

the study and test phases.
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Figure 2.8. The Spatial Grid Task with an example of objecttion (i)
and a shifted-viewpoint trial from the left i.e.°@i@yht rotation.
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Two landmark objects were always present in therenment in all experiments. These
were a lamp-post and a fountain. Landmarks werd ts@llow an allocentric (object-
centred) reference frame as well as the egocergftzence (grid; see Johnsrueleal.,
1999). All objects were presented in one of thdréd segments in the grid. All were of
comparable size, not exceeding®I&f visual angle and were chosen for having no
canonical viewpoint for successful recognition.n@tii were presented using E-Prifhe

(Psychology Software Tools Ltd., USA)

2.3 Data collection & analyses

2.3.1 Behavioural Data

Typically, participants would perform the task itesating cubicle, being presented with a
study block of trials before proceeding to a tdstk. The study block was similar for all
experimental chapters — participants were requioedew the grid (with the landmarks
present) and learn either object-locations, theeabjthemselves or both. Participants
were then required to respond to object presemmtiduring the test block. In all
experiments participants were required to resposidgua mouse, with left and right
button clicks assigned different response valugseni@ing on the experiment being
conducted. Mean accuracy and reaction times wecerded for participants across
conditions and subsequently analysed using théststat package SPSS. Psychology
Software Tools Ltd published the Stimulus Respddeseice Timing Values for E-Prime

at http://www.pstnet.comTable 2.2 shows the average and standard deviaggults for

the timing test paradigms used by PST to determhavece latency on a 3.0 GHz machine

running Windows XP. This gives the expected millmed accuracy of E-Prime for
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recording responses (via mouse) and marking prasems on the participants’ EEG
(Parallel Port). SeeSection 2.2.1(p. 58) for more details on E-PrimdEEG

synchronisation.

Table 2.2.Average and standard deviation results (msec) f@rime timing

Experiment Station Machine. Response Device Expecte d Data Total
Keyboard (USB Dell) Average | 13.98
StdDev | 0.74
Mouse (USB Microsoft Intellimouse Infrared) Average | 17.60
StdDev | 2.52
Parallel Port Average | 0.16
StdDev | 0.37

2.3.2 ERP analysis

Topographic voltage maps of selected ERP result® wenerated using the source
analysis software BESA®. A referential montage wasd with the naison as reference.
Component structure was defined inapriori manner with no prior knowledge of the
pattern of effects the data may present. BESA® wgasl to conduct selected waveform
analyses after early visual inspection of the daddl. ERP measures were subjected to
repeated-measures ANOVAs. Since violations of gpite are inherent in repeated-

measures analyses, all effects with 2 or more @sgoé freedom in the numerator were
corrected for by using Greenhouse-Geisser F-valBeasferroni-corrected t-tests were
employed to examine paired comparisons and elweidsults from the ANOVAs. Only

scalp sites selected after a visual analysis ofddita were included in the inferential

statistics. These sites corresponded to areaswimal difference between conditions.
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2.3.3 Brain Electrical Source Analysis

BESA®© employs a least squares fitting algorithmerowhich the user has interactive
control. Source localization proceeds by a searithinvthe head model for a location
where the sources can explain a maximal amountoénce (Scherg & Picton, 1991).
We conducted whole-epoch modeling as well as iddiad component modeling using a
data-driven step-wise approach and sequentialditrategies where possible. Single or
symmetric dipoles were added to each model ungl sblution presented became
implausible. Implausibility was determined by dganigration out of brain space.
Source waveforms were also plotted in BESA® to sssatent component differences
across conditions with model fit calculated usirgsidual variance measurements.
Transverse MRI slices (e.g. Figure 2.9), also gmedrin BESA©, are included in
chapter results. The modelling process yields XY&aifach co-ordinates which were
imported into Talairach Daemon software (Talair&chournoux, 1988) to determine the
nearest cortical structures and Brodmann’s Area)(Bfowever, the modelled dipoles
represent an oversimplification of the activitythre areas and should be considered as
representative of centres of gravity of the obsgnraetivity rather than pinpoint

localizations of exact generators (Molhoéal, 2004; Sehatpouet al.,2006)

Figure 2.9.BESA generated transverse MRI
slice displaying dipole location and
orientation within brain space.
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2.3.4 Temporal Spectral Evolution

Temporal Spectral Evolution (TSE) is a type of tifrequency mapping which can be
carried out using BESA®. Unlike the spectral anasysbased on Fast Fourier
Transformations (FFTs), a TSE analysis can shovatitan across the frequency spectra
over time (Vazquezt al, 2001), hence the use of the word ‘evolution’. Aarly
description of the technique is provided by Salmelnd Hari (1994). For its use in
source coherence, TSE maps are computed at theestawel. Source waveforms are
transformed into time-frequency space to calculaeamplitude and phase of each brain
activity as a function of frequency and latency €elastetteet al.,2004). The change of
power of each source with respect to the basedirmeraged over trials and displayed as
a function of frequency and latency in event-raelat@e-)synchronization plots
(ERD/ERS; Pfurtscheller & Lopes da Silva, 1999)lligstrate the increase or decrease of
activity in the time-frequency domain for each mitetebrain region separately (Figure

2.10).
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Figure 2.10.BESA generated TSE maps for each source comparoigd and/or induced activity in the
time-frequency domain against baseline levels (Rexteases, Blue=decreases) for 11 dipoles

69



2.3.5 Summary of Methods

This chapter provides background information on tise of EEG (advantages and
limitations) as well as detailing the constructiminand the rationale behind the Spatial
Grid Task, versions of which are used in all expernits of this thesis. In addition to this,
the general methodology employed throughout thesithis outlined with descriptions of

the methods used for data collection, filtering adlysis. | make reference to this
chapter in general as well as specific sectionghigf chapter in the methods sections of
the individual experimental chapters. However, sostedies will detail additional

methods of analysis, used for specific comparigbas have not been outlined here. A
simplified timeline is displayed below (Fig. 2.1tb) illustrate the stimuli, responses and

TTL triggers involved in a typical trial.

o Grid with Object-
Fixation | andmarks ~ location
Appears

on screen Epoch for ERP
(Sets S2 to Oms —
stimulus-locked)

msec I Y >

0 750 2250 ,
Trial ends

Triggers
to EEG

S1 S2 R1

Figure 2.11.Timeline showing the millisecond progression afia tn terms of stimulus presentations and
responses and the triggers related to these eveéritgers time-stamp the EEG at particular poirdsatiow
the subsequent generation of stimulus-locked ERRbi§ example ERPs are stimulus-locked to triggay).
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Chapter Il

Electrophysiological indices of
egocentric and allocentric
representation
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3.1 Abstract

Participants were required to study objects in iigeocations within a spatial grid
containing 2 fixed landmarks from a fixed viewpoifbllowing this, participants were
required to respond to object presentations inecbrand incorrect locations from rotated
viewpoints - i.e. § 90 left, 9¢° right or 180, which allowed for manipulation of
participants’ spatial reference, and comparisore@b- and allocentric representation.
Behavioural results indicated that participants evboth faster and more accurate in
identifying locations from the studied viewpointc@uracy was found to be higher for
identifying incorrect locations when new viewpoinigere presented. Presentations
involving new viewpoints resulted in greater paepositivity before objects were
presented for evaluation, compared to presentatodrnbe studied viewpoint. During
object presentation, correctly located objects all as presentations from the studied
viewpoint elicited greater parietal positivity, denstrating an old/new effect.
Furthermore, correct locations, irrespective ofwgeint, elicited unique positive
deflections in the rise of the P3 component. Soumoalysis revealed a complex
distributed network underlying spatial representatiinvolving numerous temporo-
parietal sources, recruiting regions of the cintulgyrus and medial temporal lobe. This
study reveals the temporal characteristics of apatiemory retrieval, examining the

properties of the ERP waveform across representatio
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3.2 Introduction

More than a half century ago, the term “cognitivapthwas first used to describe our
internal mental representations of physical spda#nfan, 1948), although the idea of
mental maps predates even Tolman. The ‘cognitia@’ ndescribed by Tolman and
developed by O’Keefe and Nadel (1978), is usecerdbe the mental representations of
space, whereby one’s location within an environmentipdated through the relative
associations of distal cues in addition to, yetindgs from, any proximal information
available. The cognitive map has been widely aeteps a means for long-term spatial
representation and memory. This is mainly due ® ¢bding of location and goal
direction in a universal manner, irrespective operson’s body-centred orientation,
therefore vyielding a less redundant and more flexibllocentric (survey-based)
representation. Although the basic premise of anitvg map is shared by most
researchers, the qualities, capacity, anatomy adren of such a map are topics of
debate, and the interaction of representationsinvithe brain is poorly understood
(Rocheet al, 2005).

In the last decade there has been a resurgenoctedst into how humans encode,
update, manipulate, and retrieve spatial infornmafrom environments. This interest is
manifest in the volume of publications detailinghbeioural, electrophysiological and
neuroimaging studies. A number of behavioural isstlest spatial memory in the real-
world. To test the functional contribution fromoprioception and vestibular input, real-
world travel is necessary and has received someatath (Berthoz et al., 1995; Israel et
al., 1997; Loomis et al., 1993; Rieser et al., J9&@aditionally, tasks involving table-top
presentations of object arrays have been more pidad in the testing of egocentric and
allocentric contributions to spatial representafj@viewed in Section 1.3.3). These tests
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have been criticized for their singular aerial it and questionable ecological
validity and comparability to actual navigation g€sklaguireet al, 1999). In order to
capture the qualities of real-world navigationtwal reality (VR) simulations are now
the tool of choice (Riva, 1999; Rizat al., 1998; Slater & Wilber, 1997; Witmest al.,
1996; see Slater, 2005 for a review). Objects mteskin spatial arrays can be interesting
to study as opposed to larger, navigable virtuglrenments. They allow for the study of
landmark processing, and object/location processotg at encoding and retrieval. Also,
through rotation, VR ‘array’ tasks allow for maniations of viewpoint, which a number
of (viewpoint-dependent) studies have shown is féective way to test differences in
egocentric/allocentric representations (e.g. Chuist Bulthoff, 1999; Johnsrudet al.,
1999; Kinget al, 2002). The Courtyard task (Kirgg al., 2002) in particular advocates
the use of spatial array tasks in the study of/afjoeentric representation. After learning
the location of objects from a single viewpoint,aannesic participant with focal bilateral
hippocampal pathology showed a substantial impaitnmerecognising ‘correct’ location
objects for shifted viewpoint trials. Interestinggmple mental rotation was spared in the
amnesic patient.

This paradigm, coupled with neuroimaging methodss helped highlight the
neural basis of spatial representation. Studies hdentified the importance of and
reliance on environmental features, especially n@atts, and have implicated the
parahippocampus (Parahippocampal Place Area - EP#ein & Kanwisher, 1998) and
lingual gyrus (Lingual Landmark Area - LLA; Aguirret al., 1998) in scene and
landmark recognition. Although electroencephalogyaphas been used to probe
differences in brain activity for object and/or &ion encoding (Mecklinger, 1996, 1998;

Moscovitchet al, 1995; Tresclet al, 1993; Ungerleider & Haxby, 1994) it has seldom

74



been used as a technique for dissociating egoceautid allocentric reference frames,
compared to the many studies reporfilir| and PET findings (e.g. Filimoet al, 2007;
Holdstock et al, 2000; Kinget al., 2002; Maguireet al, 1997; Parslowet al, 2005;
Rocheet al, 2005; Shelton & Gabrieli, 2002).

With this approach in mind, a ‘Spatial Grid Taskasvdesigned based on the
spatial array of Johnsrudet al. (1999) — see Methods section. Thtsbudy view
permitted egocentric spatial encoding and retriewdhlle the rotated views allowed for
the assessment of allocentric representation, reotizion and allocentric/egocentric
translations. It is predicted that with encodingegfocentric information about spatial
locations, an allocentric reference frame would ey develop secondary to the
egocentric representation. We also attempt, usuggt-related potential (ERP) analysis
and source analysis, to identify waveform compomi@md sites that may be associated
with egocentric and allocentric representation pratessing. Dipole source modelling
will be used to identify potential cortical and soltical generators of the scalp recorded
ERP componentry. Specifically we predict that egtae retrieval should activate parts
of the parietal cortex, bilateral HF and parahigpopal and lingual gyri (Aguirret al.,
1998; Devaret al., 1996; Epstein & Kanwisher, 1998; Maguie¢ al, 1998; Potegal,
1972, 1982; Rochet al.,2005; Stein, 1989; Wiener, 1993). Retrieval framallocentric
representation should activate many of the samenegvith increased activation in a
subset of superior parietal areas (Roeheal., 2005). Vargha-Khadenet al. (1997)
concluded that the use of an allocentric procegalda of arbitrary manipulations of
viewpoint within 3D space appears to be specifjcddpendent on the HF. Ekstranal
(2003) found support for the role of the hippocampuallocentric representation using

single unit recording and also discovered humafs cgmewhat analogous to ‘place’
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cells found in rodents (O’'Keefe & Dostrovsky, 197Cells that responded at specific
spatial locations were found primarily in the hippmpus while cells that responded to
views of landmarks were found in the parahippocdmggion (Ekstromet al, 2003). A
PET study by Oweet al (1996) found that the parahippocampal gyrus livaed when
the recall of object location in a spatial arrayreégjuired, akin to traditional table-top
tasks. Consistent with most studies in the areapatial memory, it is predicted that
waveforms will be lateralized predominantly in thght hemisphere and that the right
anterior parahippocampal gyrus will be involved idgrretrieval in all conditions.
Cortically, we predict the elicitation of parie@mponentry with latencies between 300-
800ms. Finally we predict an increased parietapatad P300 for correct location
presentations, consistent with the old/new findimgsMecklinger (1998), as well as
latency and amplitude differences between rotationith the studied egocentric view

eliciting most positivity.
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3.3 Methods

3.3.1 Participants

Twenty volunteers participated in this experimeged between 21 and 30 (mean 24.5
years). After data screening, two participant’sad@ere removed from ERP analysis due
to excessive EEG/EOG artifacts or head moveme@fsthe remaining 18 participants,
six were female and fifteen were right-handed. 8ciisj were recruitedd hog from the
student population of the National University ofeland (NUI Maynooth). All
participants were in good health and had normatarected-to-normal vision. The
experiment was conducted in accordance with thee@ddEthics of the World Medical
Association and the ethical standards of the APA approved by the NUI Maynooth

University Ethics Board.

3.3.2 Stimuli

The Spatial Grid Task was used for this experimeste General Methods section 2.2.2.
All stimuli were presented using E-Prime on an lilRentium 4 Processor (3.00GHz
CPU) and displayed on an LCD monitor. They condigié 8 different objects. The
particular set of objects presented included adimcket, a post-box, a road-cone, a fire

hydrant, a tree, a tyre and a keg.
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3.3.3 Procedure

Participants were seated in a copper-plated etedlirishielded cubicle (150cm x 180cm)
half a metre from the computer monitor and had s&de a mouse for responses. A

study block preceded a test block. Instructionsaweesented on screen.

STUDY BLOCK

During the study block participants were requiredntemorise the locations of each
object within the environmental grid. The studyda@onsisted of 64 trials (each of the 8
objects presented 8 times). The temporal sequenadral is displayed below in Figure
3.1a. The presentations were pseudo random (ohjents presented randomly in a run
of 8 and this was repeated 8 times) so that nunsgooesentations of the same object did
not coincide. More instructions followed the stualgck, explaining how to respond in

the test block.

TEST BLOCK

Participants were instructed to respond to objectheir correctlocation by clicking the

left mouse button with their index finger and bycking the right mouse button with
their middle finger when objects were presentedaddbcation. For the Test block, the
sequence of a single trial followed the same pattas Figure 3.1 (i.e.
Fixation>Landmarks> Stimulus). For the Test Block, the stimulus preagoh was also
the response interval. The test block began withtrials presented from the same
viewpoint as in the study block (Figure 3.1a). Tailwed participants to adapt to the
response criteria before the rotated trials weesgmted. Each object was presented once
in its correct location and twice in an incorremtdtion.
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b)

d)

Fixation cross -750ms Landmarks- 1500ms llus & landmarks - 2000ms

Figure 3.1 Temporal sequence (columns) of a single triahia éxperiment. Example of (a) study triaP tést block trial
(b) 90 right rotation test trial, (c) 90left rotation test trial, and (d) 180otation test trial.
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There were four possible incorrect locations psewadaomly chosen from the 13
remaining squares (16 squares minus 2 landmarksusmiihe correct location).
Presentations were randomised in the construcfidheotask and this random order was
the same for all participants. The participantseniastructed to respond as speedily as
possible within a 2 second time limit while alsteatpting to respond accurately. After
the initial 24 trials, participants were again riegd to recognise the location of a
particular stimulus that they had previously seethe study block. However they were
instructed that the environment would be rotatedaoproportion of trials. Following
these instructions the test continued through 4B&st(approx. 35mins.) with 3 self-
timed rest breaks (one every 122 trials). The emirent (including the landmarks) was
rotated by 0, 9¢ left, 90 right, or 180 (see Figure 3.1a-d) on each trial. Therefore,
including the initial twenty-four Otrials participants were presented with 128 triats

each rotation (512 trials in total).
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3.4 Results

3.4.1 Behavioural Data

Mean accuracy scores and response times for etatioro(G, 9¢ left, 9C° right, 180)
when objects were in correct and incorrect locatiare illustrated in Figure 3.2a and
3.2b respectively (Accuracy/RT tradeoffs are shawnFigure 3.3). Location had a
significant effect on accuracy [F(1,19) = 9.3810RAX] but not response time [F(1,19) =
2.659, P>0.05]. Participants were more accuratenwbsponding to objects in incorrect
locations than when the objects were in their sidiorrect location, but only when the
viewpoint had been rotated from the studied petspecThe effect of viewpoint was
visible in both accuracy scores [F(3, 57) = 12.68%2,0.001] and response times [F(3,
57) = 17.932, P< 0.001]. Interactions between vig@mwpand location were obtained for
accuracy scores [F(3, 57) = 4.074, P<0.02] butresponse times [F(3, 57) = 1.265,
P>0.05]. Paired-samples t-tests were performed adngp mean accuracy scores for
correct and incorrect locations on each viewpos#e(Figure 3.2a). Higher accuracy
scores were seen, regardless of object locatiorthéod orientation (studied viewpoint)
trials. The fastest response times were also féomthe G orientation.

Finally, a separate set of ANOVAs were carried tmtassess the effect of
viewpoint changes between the novel, rotated testlitions. For correct locations, no
effect of viewpoint on accuracy across was foun{2[F38)=0.715, p>0.05] but a
significant effect was seen for incorrect locatiofi§2, 38)=3.565, p<0.05]. No
significant effects were found for response timesher for correct locations [F(2,

38)=1.832, p>0.05] or incorrect locations [F(2, 38856, p>0.05].
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Mean Total Accuracy for object location across rota tions

B correct location

a) 967

93

*k % B ncorrect location
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87

Mean Accuracy (%) +/- SE
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Viewpoint (Degrees)

b) Mean Reaction Times for object location across rota  tions
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Figure 3.2Histograms of performance resu(g) Accuracy scores an(h) Response times for object presentatior

correct and incorrect locations for the four rotatis Error bars illustrate +/- Standard Error of the mea(* = p<
0.05, ** = p< 0.01, ** = p< 0.001)
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3.4.2 Electrophysiological data

ERP analyses were conducted during different phatdke test presentations. These
were 1) landmark presentations at each viewpoidt2robject presentation (correct and
incorrect locations) again at each viewpoint testealind the array. Midline electrodes
are displayed for anterigrposterior comparisons alongside selected electstis

which illustrate the differences assessed in eaels@

ERPs during Landmark phaseGenerally, the landmarks evoked early parietapied
visual P170 components (red dashed boxes, FigaBdieven more pronounced parietal
maximal P300 components (blue dashed boxes, FYy. Bifferences between landmark
presentations at the four viewpoints emerged irefa@ratency shifts after the P300 peak
(between 400-500ms) — e.g. CPz blue box. The wawvef evoked by Olandmarks were
attenuated during this time interval at parietabreling sites as can be seen by the earlier
drop in positivity at electrodes P3, CPz, and P&igure 3.4. The difference waveform
between ® and rotated conditions (Figure 3.4) reveals arraeyiarietal positivity,
maximal at 400ms, specific to the rotated condgiorhis is represented and localised in
the topographic map in Figure 3.5. This differeats took the form of a frontal right
lateralized more negative slow wave for the rotal@admarks and was evident in
prefrontal waveforms to a lesser extent (not ikated).

These observations were confirmed with statisacellyses. A repeated-measures
ANOVA to test for differences in the P300 compon@&atoss each viewpoint was
performed for mean maximum amplitudes in the tinterval 360ms-500ms. Maximum

amplitudes were calculated from two parietal etstdr sites, CPz and E112. These sites
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Figure 3.4ERP waveforms averaged across participants eliditethe landmark presentations at the four rotatid®f, 9C° rotated right, 96 rotated left and 180 The xaxis represent
stimulus onset and the epoch displayed beginsGtm$ and ends at 1200ms. Electrodes are displageedbon visual analyses and for antenmmsterior comparison of the cortic
gradients. The legend is displayed in the uppdrdefner and the location of electrode sites on shalp is displayed in the lower lelashed boxes are referred to in the text
highlight specific areas of difference and compdsé¢argeted for analysis. 85



were chosen as they showed the greatest differdreteseen viewpoints (based on the
topographic map of Figure 3.5). A significant maifect of viewpoint was found [F(3,
105) = 7.874, p<0.0005]. Paired-samples t-testsni@ooni corrected) showed
significant decreases between max amplitudesf@e@an=2.4750, SE=0.364 — Fig. 3.3
black solid line) and J0right (Mean=3.2894, SE=0.506 — Fig. 3.3 grey daslies),
t(35) = 3.094, p<0.05, for°Cand 90 left (Mean=3.3275, SE=0.457 — Fig. 3.4 black
dashed line), t(35) = 4.833, p<0.05, and betweed? 48d 90 left and t(35) = 3.116,
p<0.05 (solid grey and black dashed line). Noneth& other comparisons yielded

significant differences in maximum peak amplitudethe P400 component.

E112

1.33 W

/\ A

-100 \}éo 0 500 00 /900 1100 \/
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Figure 3.5 Topographic map of the difference between ERP resgoto the rotated landmarks and tfidedmark cue a
400ms after cue onset. The dark red parietal areficates a positiveifference between the two conditions graphed b
difference waveform.

-1.33 pV.

Hemispheric parietal differences were also idesdifiin the early P170
components of the waveforms at P3 (illustrated igufe 3.4), P5, E118 (in the left
parietal cortex) and their contra-lateral P4 (iifaged in Figure 3.4), P6, E121 recording

sites. At P3 the largest P170 component was alititelandmarks rotated to the left i.e. a
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viewpoint from the right of the studied orientatifislack dashed line). The opposite was
seen at P4 where the largest P170 was elicitecbiayions to the right i.e. observation
from the left of the grid (grey dashed line). Tbeest P170 amplitudes at these sites
highlighted a concurrent attenuation of the oppositation, as the highest peak at P3 is
the lowest at P4 and vice versa. The lateralizatibthe early ERPs component evoked
by the landmarks is further illustrated in Figur® 8vith the topographical distribution

maps at 170ms.
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Figure 3.6 Topographic maps of ERRsponses to the landmark cue at each of therfmations 170ms after cue onset, illustrat
the hemispheric dissociation found in the parietitex for left and right S0rotations:

(i) 0°— bilateral parietal positivity(ii) 180° — right lateralised positivityiii) 90° left — left lateralised positivityiv) 90° right — right
lateralised positivityThe topographic maps in (iii) and (iv) were baseddifference waveforms and show activations aduitido the
opposite 90 rotation.
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A repeated-measures ANOVA was conducted to comff@emean maximum
amplitudes between a group of left parietal anttrgparietal electrodes during the P170
component (120ms-220ms). The left hemisphere geougisted of the P3, P5 and E118
identified above and their contra-lateral sites P@,and E121 represented right parietal
activation. A significant interaction effect of hepheric activation*landmark rotation
was found, Wilks’ Lambda = 0.647, F(1, 17) = 9.2840.01, with a large effect size, eta
squared = 0.353. There was no main effect otiostaor hemisphere found suggesting
the inter-hemispheric effect was only elicited @edfic viewpoints. As the landmark
cue terminated at 1500ms, the remainder of thelep@s not analysed for components

elicited by landmarks (based on visual inspectibiine scalp topography).

ERPs during Test phase — objects in correct locatid comparison of the ERP
waveforms for each of the rotated conditions agahes @ studied viewpoint can be seen
for midline and selected electrodes in Figure 3Large parietal positivity can be seen
peaking at ~560ms with P1, P2 and P3 componenterathined in the rise (200-500ms)
— see Fig. 3.7, CPz blue dashed box. Between P&handaximum positive parietal peak
we found a divergence between the ERP waveformd fdegrees and the waveforms for
the rotated conditions (red dashed box, Fig. 3T @ trials elicited greater parietal
positivity from 500-800ms. This difference was niasi around temporo-parietal areas
also, but in the negative domain with a slightlyetadivergence occurring from 600-
800ms (green dashed box, Fig. 3.7). THRerls elicited the greatest negativity at
temporal sites and the difference was most promiaeMP10 indicating a slight right
lateralization. No differences between the rotatedditions were evident from visual

inspection of the ERP waveforms.
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Figure 3.7 ERP waveforms averaged across participants eliditgdhe stimulus presentations at the four rotagioff, 9¢°
rotated right, 90 rotated left and 180 The x-axis represents stimulus onset and thehregsplayed begins alo0ms ant
ends at 1200ms. Electrodes are displayed basedismalvanalyses and for anterior-posterior comparisaf the cortical
gradients. The legend is displayed in the uppérdefner and the location of electrode sites ondhalp is displayed in tt
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A series of repeated-measures ANOVAs revealed fgignt differences in maximum
peak amplitude (500-800ms) between the rotatiorselgicted electrode sites (based on
visual analysis): CPz [F(3, 51) = 5.718, p<0.0@5102 [F(3, 51) = 3.950, p<0.05]; E103
[F(3, 51) = 5.022, p<0.005]; and TP10 [F(3, 51).682, p<0.01]. T-tests revealed that
the differences in the ERP waveforms at these sitisted between thé€ &aveform and
the rotated conditions (Table 3.1). Comparing mpaak amplitudes at°Owith the
combined means from all rotated viewpoints, we tbaignificant differences at each site
analysed in the cluster - CPz: t(17) = 3.653, pSOEL02: t(17) = 3.051, p<0.05; E103:

t(17) = 3.259, p<0.05; and TP10: t(17) = 3.194, 050

Table 3.1P-values from t-tests comparing maximum amplitddesiewpoints in waveforms related to
correct location objects with Bonferroni correctsmim parentheses.

df=17 CPz E102 E103 TP10
0 vs. 90L 0.003** 0.008** 0.011* 0.008**
' (0.018) (0.048) (0.066) (0.048)
0 vs. 90R 0.001** 0.028* 0.003** 0.005**
' (0.006) (0.168) (0.018) (0.03)
0vs. 180 0.031* 0.026* 0.042* 0.043*
' (0.186) (0.156) (0.252) (0.258)
90L vs. 90R 0.761 0.526 0.785 0.631
90L vs. 180 0.691 0.534 0.312 0.680
90R vs. 180 0.384 0.929 0.191 0.253

Significance levels *=p<0.05, **=p<0.01, ***=p<0.0Q without Bonferroni correction

ERPs during Test phase — objects in incorrect iocatA comparison of the ERP
waveforms elicited by incorrect location trials cha seen for midline and selected
electrodes in Figure 3.8. A large P500 comporenidible across all rotations (see Fig.

3.8, CPz/E103 for example). Differences betweenOfhtgials and the rotated conditions
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appeared at parietal sites ~600ms where positiMitytezl by the rotated conditions
began to decline more rapidly than tfewiveform (blue dashed boxes, Fig. 3.8). The
topographic map and corresponding difference wawefo Figure 3.9 show that th€ 0
trials elicited more positivity in parietal cortekhe maximum difference reached almost
1.2V at 800ms. The isopot map shows a slight rigtérédisation. Statistical analyses
were conducted at parietal and temporo-parietas gesting for differences in maximum
peak amplitudes from 600-1000ms. A series of regueateasures ANOVA'’s found
significant differences at the chosen sites, extmpCPz where p>0.05 — E102 [F(3, 51)
= 3.016, p<0.05]; E103 [F(3, 51) = 4.838, p<0.Gijd TP9 [F(3, 51) = 8.014, p<0.05]. A
series of paired-samples t-tests were carried @wssess the differences between the
viewpoints (Table 3.2). The t-test results for thaximum peaks from °Qtrials versus
combined rotated trials at the four selected ebelersites again showed the difference
existed between these viewpoints: E102: t(17) -&.(p<0.05; E103: t(17) = 4.071,

p<0.005; and TP9: t(17) = 5.279, p<0.005; CPz: @5QBonferroni corrected).

Table 3.2P-values from t-tests comparing maximum amplitddesiewpoints in waveforms related to
incorrect location objects with Bonferroni corremtis in parentheses.

df=17 Chz E102 E103 TP9

0 vs. 90L 0.013* 0.013* 0.001*** 0.001%*

' (0.078) (0.078) (0.006) (0.006)

0 vs. 90R 0.221 0.116 0.019* 0.003**

' (0.114) (0.018)

0vs. 180 0.033* 0.007** 0.005** 0.000%**

' (0.198) (0.042) (0.030) (0.001)
90L vs. 90R 0.507 0.483 0.605 0.441
90L vs. 180 0.991 0.971 0.594 0.892
90R vs. 180 0.441 0.452 0.998 0.437

Significance levels *=p<0.05, **=p<0.01, ***=p<0.0Q without Bonferroni correction
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Figure 3.8 ERP waveforms averaged across participants elicited the incorrect locédn stimulus
presentations at the four rotations?, ®C rotated right, 90 rotated left and 180 The xaxis represents stimult
onset and the epoch displayed beginsl@ms and ends at 1200ms. The legend is displayta iupper righ
corner. Shaded areas highlight approx. RTs withléffiieedge indicating ORTs and the right edge RTs for nc
views.
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E103

Figure 3.9 Topographic map of the difference between ERP resgoto Dincorrect presentations and the incorr
rotated conditions at 800ms after stimulus onskts 15 graphed by the difference waveform at etefersite E103.

Test Stimuli - Correct vs. Incorrect locatioVe then decided to compare the ERP
waveforms for the correct location presentationsw® the trials with incorrect stimulus
location. CPz was chosen as this site was uselleirmmalyses of both conditions and
appeared to reflect differences on inspection stilstraction waveform (not illustrated).
The waveforms for each location (and viewpoint) aresented in Figure 3.10. A
topographical difference is evident early on in tiee of each waveform, where the
correct locations elicit an oscillatory pattern exisin the waveforms elicited by incorrect
locations. Both conditions elicit a maximum posgtigeak between 500-600ms. At each
of the rotations, differences in amplitude emerg80#6s contributing to a latency shift
after 800ms. After 800ms the fall in positivity sgeeper for stimuli in correct location
presentations. A series of repeated-measures ANO¥®saled significant differences
for Area Under the Curve (AUC)across all but the earliest of the time intervaldo
significant difference was found for the first timeterval 170-230ms (p>0.05), but
significance was reached for 230-330ms [F(1,17)85,.9 p<0.05]; 330-440ms

[F(1,17)=11.111, p<0.005]; and 580-780ms [F(1,18)4%8, p<0.001. Where significant

4 AUC was chosen for this comparison as measuresafimum amplitude are subject to artefacts for
epochs which contain oscillatory multi-peaking wiavmns.

93



p-values were found a number of t-tests were caeduto assess differences across the
rotations. The most apparent differences were fdondhe O degree trials with AUC at
each time interval reaching significance 230-38Q7) =2.327, p<0.05; 330-440 : t(17) =

3.356, p<0.005; and 580-780: t(17) = 2.781, p<0.05.

CPz Correct location Stimuli
Incorrect location Stimuli
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Figure 3.10ERP waveforms from CPz averaged across participatitied by the correct and incorrect locationnstilus
presentations at the four viewpoints, OC° rotated right, 96 rotated left and 180 The xaxis represents stimulus onset ¢
the epoch displayed begins at -100ms and endsGfimi® The legend is displayed in the upper righteo

Effects of task difficultySince it is maintained that the Spatial Grid Tadlows
investigation of two distinct types of mental reggptation by means of viewpoint change
(Old vs. New), the differences observed in the ERRg simply be due to differences in

task difficulty. As is apparent from behaviouraltalaparticipants took about 100ms
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longer to respond and made more errors when perigrithe task from an altered
viewpoint. From this it follows that rather therflegting dissociations in the retrieval of
spatial locations from different representatiors topographical distributions of the
old/new effects could also be related to task difty. Therefore we decided to conduct a
median split of the 18 subjects, similar to Meclén (1998), based on the performance
difference between®rials and rotated trials. Firstly, we conducteshe@dian split based
on participants’ reaction time differences dhadd rotated viewpoints (i.e. either side of
the median difference of 81.69ms. We then splitpaicipants by accuracy differences.
For this analysis corrected recognition scores (iGR}the hit rates minus the false alarm
rates (Snodgrass & Corwin, 1988) were used as aureaf accuracy. Here, hit rates
were defined as correct responses to correctlyddcstimuli and false alarms were taken
as the errors made in responding to incorrecthatled objects. Two groups were again
formed either side of the median (i.e. 7.95%). lnave produced two groups of
participants, based on both median splits i.e.cagwith large differences in both RT
and CR (Poor Recognition Group) and a group withlsdifferences in these measures
across viewpoints (Good Recognition Group). Pidiats were excluded if they did not
fall into the same group on both performance measuiving an n=7 for both groups.
The ERPs for each group were then analysed separthtie topography of the
waveforms for both of these groups is similar tattlf the Grand Mean Averages
analysed in the study then there is a strong argurtieat it is a task-modulated
recruitment of differing brain regions based on diféering ego-allocentric requirements
of the task. Conversely, if the topographic efeetrose from differences in task
difficulty they should be absent for the subjectg#ghwsmall differences in task

performance (Mecklinger, 1998). For the Good RedagnGroup the corrected
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Figure 3.11A graphical representation of the Good and Pooo@rs with performance scores i.e. accuracy/RT
correlations distributed around centroid points.
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recognition scores were 87.9% and 85.9% for than@ rotated conditions respectively.
The corresponding values for the Poor Recognitionu@ were 83.6% and 59.9%
demonstrating their difficulty performing on thetated views. As revealed by paired-
samples t-tests, the difference was significanttierPoor (p<0.01) but not for the Good
Recognition Group (p>0.05).

Differences in the ERPs for the two groups were dlsund after statistical
analyses using the same epochs as before. Forabe FRecognition Group (Figure
3.12a), an ANOVA revealed a main effect for viewpdiF(3, 93)=15.239, p<0.001]. A
significant main effect for viewpoint was also faufor the Good Recognition Group
[F(3, 93)=4.093, p<0.01] demonstrating that altHotigis group showed no significant
effects of viewpoint-change in their behaviouralagidhe shifted-viewpoints still resulted
in significantly lower amplitudes in their P300 vedorms (Figure 3.12b). A mixed-
factorial between-within ANOVA was conducted to essthe effect of ‘group’ and its
interaction with the viewpoint-change effects. Ressahowed that although there was a
highly significant effect of viewpoint across bognoups [F(1, 62)=38.842, p<0.001],
there was also an interaction effect for viewpagntup [F(1, 62)=4.739, p<0.05]. A
main effect for group (i.e. difficulty) was alsouied [F(1, 62)=6.623, p<0.05]. Difficulty
seemed to result in an overall increase in P30diardes for the group that performed at
the lower level across the rotations i.e. the HRecognition Group. This can be seen in
Figure 3.13. Significant p-values from paired-sagspttests are shown in Figures 3.12 &
3.13. These show that differences in P300 amplitueasted between the€ Qiewpoint
and rotated viewpoints. Independent-samples t-teatsd significantly higher amplitudes
for the Poor Recognition Group (compared to the dsBecognition Group) for the’0

viewpoint [t(62)=3.324, p<0.001].
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Figure 3.12 a)The effect of viewpoint-change on P300 atugks for participants that showed significant b&baral difference:
across viewpoints (POOR RECOGNITION GROUWRP)The effect of viewpoihange on P300 amplitudes for participants 1
showed no significant behavioural differences asraswpoints (GOD RECOGNITION GROUP) The effect was significanbfath

groups.
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Figure 3.13 Mean differences in P300 amplitudes related to viewpdmt both the good and po
recognition groups showing the possible effectask tdifficulty manifesting in increased overall m
amplitudes

3.4.3 Dipole source analysis

Following the analysis of the scalp data, we theaidkd to examine cortical sources of
the ERPs using dipole modelling (see Methods se@i8.3). This was done to identify
possible generators that may underlie some of ifferehces found between viewpoints.
Initial source coordinates were generated for eacidition previously analysed as well
as some subtraction waveforms (see Table 3.3)r&igul4 (a, b & c) shows a selection
of these solutions superimposed over transverse eds for anatomical reference. The
Residual Variance (RV) was < 10% in most cases.ré/ties level of fit was not reached

the models still retained a goodness-of-fit >80%.
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Table 3.3Talairach coordinates of dipoles in source modeld aorresponding Brodmann’s Areas

0

7]

Us

7]

7]

0

Condition Dip. | Talairach | (BA) Nearest Gray Matter
0° Landmark 1 -48 -59 16| BA19 | Left Occipital Lobe, Middle Temporal Gyrus
2 49 -58 8 BA39 | Right Temporal Lobe, Middle Temporal Gyr
3 2 34 41 BAS8 Right Frontal Lobe, Medial Frontal Gyrus
4 5 -32 25 BA23 | Right Posterior Cingulate
5 28 -78 16 BA19 Right Occipital Lobe, Middle Occipital Gyrus
Rotated Landmarks 1| -46 -63 23| BA39 | Left Temporal Lobe, Middle Temporal Gyrus
2 44 -63 21 BA39 Right Temporal Lobe, Middle Temporal Gyrt
3 -10 8 46 BA24 | Left Cingulate Gyrus
" 4 9 -57 13 BA23 | Right Posterior Cingulate
_;5 5 17 -38 21 - Right Caudate
= 6 10 53 6 BA10 Right Frontal Lobe, Medial Frontal Gyrus
_c% Subtraction: Rotated Landmarks minds 0 1 -22 -7 -2 BA32 | Left Anterior Cingulate
— | Landmarks 2 10 -65 39 BA7 Right Parietal Lobe, Precuneus
3 -33 -45 17| BA40 | Left Parietal Lobe, Supramarginal Gyrus
4 18 -56 33 | BA31 | Right Parietal Lobe, Precuneus
5 18 -38 -2 BA30 | Right Parahippocampal Gyrus
6 218 28 2 BA30 Left Parahippocampal Gyrus
Subtraction: Left rotated Landmarks minus 1 -44 -46 20| BALl3 | Left Temporal Lobe, Superior Temporal Gyr
Right rotated Landmarks 2 30 -62 27 | BA39 | Right Temporal Lobe, Middle Temporal Gyry
Subtraction: Right rotated Landmarks minus 1 44 -46 20 | BA13 | Right Temporal Lobe, Sup. Temporal Gyrus
Left rotated Landmarks 2 -30 -62 27| BA39 | Left Temporal Lobe, Middle Temporal Gyrus
| 0° Presentations ik 50 -58 12 | BA39 | Right Temporal Lobe, Middle Temporal Gyrd
= 2 -36 -59 26| BA39 | Left Temporal Lobe, Middle Temporal Gyrus
£ 3 20 -45 36 | BA31 | Right Cingulate Gyrus
n 4 -48 -28 49 BA40 Left Parietal Lobe, Inferior Parietal Lobule
.§ Rotated Presentations 1149 41 28 BA40 | Right Frontal Lobe, Middle Frontal Gyrus
8 2 -24 -66 33 BA7 Left Parietal Lobe, Precuneus
9 3 9 -57 20 BA23 | Right Posterior Cingulate
s 4 25 -16 55 BA6 | Right Frontal Lobe, Precentral Gyrus
g 5 46 -30 46 BA40 Left Parietal Lobe, Inferior Parietal Lobule
8 Subtraction: 1 4 -34 36 BA31 Right Cingulate Gyrus,
0° minus Rotated Presentations (500-800ms) 2 0 -36 18 BA23 | Left Posterior Cingulate
0° Presentations 1| 39 -47 20| BAL7 | Right Temporal Lobe, Sup. Temporal Gyrus
2 -17 =77 37 BA7 Left Parietal Lobe, Precuneus
— 3 23 -39 37 | BA31l | Right Cingulate Gyrus
g 4 1-38 21 BA23 | Right Posterior Cingulate
= 5 48 -17 36 BA4 Right Frontal Lobe, Precentral Gyrus
Uc) Rotated Presentations 1| 43 -57 9 BA39 | Right Temporal Lobe, Middle Temporal Gyrt
-% 2 -9 -26 37 | BA31 | Left Cingulate Gyrus
S 3 4 -88 33 | BAL9 | Right Occipital Lobe, Cuneus
_| 4 52 -22 30 BA2 Right Parietal Lobe, Postcentral Gyrus
g 5 -52 22 30 BA2 Left Parietal Lobe, Postcentral Gyrus
g Subtraction: 1 34 -79 27 BA19 Right Occipital Lobe, Sup. Occipital Gyrus
2. 0° minus Rotated Presentations (400-900ms) 2 -14 -60 53 BA7 Left Parietal Lobe, Precuneus
= 3 17 5 24 - Right Caudate
4 -63 -31 -15| BA20 | Left Temporal Lobe, Inferior Temporal Gyrus
5 56 -33 16 BA42 Right Temporal Lobe, Sup. Temporal Gyrus
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b)

Figure 3.14 Transverse views of source models embedded in ct@pdR| slices created using BESA&): The dipolar
solution obtained for step-wise modelling of thgandeflections in the ERP response to the Rotételgree landmark:
The corresponding source waveforms illustrate thetcourse of these dipoles and show the innodve of parietal an
medial temporal sourceb) The dipole solution for source localization of taadmark P1 {elicited by landmarks rotate
right) c) The dipole solution obtained for O degree corttecation stimulus presentations.

101



3.4.4 Temporal Spectral Evolution (TSE)

In the scalp data we observed distinct oscillatgagterns in the waveforms elicited by
correct location stimuli (Figure 3.10). To furthervestigate this phenomenon and
ascertain whether a spectral difference actualigtedetween processing of correct and
incorrect locations, we employed spectral densitglygsis. The deflections seen in the
rise of the P300 for the electrophysiological res@s to correct location presentations
were modelled most clearly by the right cinguladarse in the model displayed in Figure
3.14c — green source waveform (described in TatB¢ I order to test whether the
observed deflections in the source waveform weeetdwa spectral power increase over a
certain frequency range, the entire data setthefull EEG from all participants) was
subjected to a spectral analysis focusing on th&<£Rlicited by correct location
presentations. Using the source model (Figure 3.Eomontage was created in BESA to
transform the surface data into brain space follyaisaat the source level (see the
Methods Section for more details). A TSE map wammuted showing the time-
frequency characteristics of the event related diitgure 3.15b). These plots show
increases in slow wave activity (relative to bassliin both right and left middle
temporal gyri and more pronounced activity in tight cingulate source.

To assess the significance of these time-frequeanttywations, the case re-
sampling of 1000+ samples (i.e. bootstrapping) uradertaken. Results showed reliable
theta activity exclusively in the cingulate souresignificant at the p<0.05 level (Figure
3.15c). The bootstrapping technique provides robuglence for the involvement of a

cingulate generated theta rhythm in the elicitabbthe P300 related to correct locations.
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Figure 3.15 a) The dipole model and source waveforms used to remist source montage for spectral analysi:
the data seb) The temporal spectral evolution of source activélated to correct location presentation¥ Plots
generated after bootstrapping showing areas ofiiant power increases in the time-frequency deamai
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3.4.5 Summary of electrophysiological results

A number of significant differences were seen ia BERP waveforms related to th& 0
viewpoint compared to the rotated viewpoints. Tadiest differences emerged in a P170
related to the landmark presentation. This compbmeas found to be sensitive to
viewpoint with a hemispheric lateralisation fourmdt 90 rotations (Figures 3.4 and 3.6).
In addition to this component, modulations in a ®80mponent resulted in significant
differences in amplitude between conditions. Thigetence was present in the P300
related to landmarks (Figure 3.4) and objects (fegB.7 and 3.8). For the landmarks,
the rotated viewpoints elicited greater amplitudesth maximal differences found
~400ms at right lateralised centro-parietal siteguife 3.5). Conversely, the P300
related to object presentations showed largerdateg amplitudes for the°Qviewpoint
compared to the rotated viewpoints. These amplitifferences in the P300 were not
found to relate to differences in difficulty betweeiewpoints (Figures 3.12 and 3.13).
Source models were generated to assess possitdeeddes in the structures underlying
these scalp components. Finally, electrophysioklgidferences based on object location
were also found where correct locations elicitedtahoscillations in the P300 with a

modelled cingulate generator (Figures 3.10 and)3.15

104



3.5 Discussion

Performance measures

This study examined the processing components anm@ésponding sources of spatial
memory for egocentric and allocentric representiatid he behavioural data indicate that
participants responded faster and more accuratebbjects presented at (egocentric
orientation), and of the less accurate responsies eftation, the incorrectly located
objects were more readily recognised. The secordiniy here may be an artifact due to
probabilistic aspects of the task; an object cdaddincorrectly located in 13 out of 14
free squares, whereas only in one square out of4heee squares could it be classified
as correct. The lack of a significant differenceaiccuracy on the °Otrials between
correctly and incorrectly located objects suggdisét participants were not responding
with a bias, favouring a response type (correatpirect). The longer response time
during the rotated conditions may be due to stisiukvaluation processes and
transformation of allocentric views to egocentepresentation or vice versa. The result
that participants’ performance on rotated condgiaras similar no matter the degree of
rotation suggests that there was more involved jbah mental rotation, and perhaps
suggests an egocentric / allocentric distinction.

Mental rotation studies have linked degree of rotato accuracy and response
time. Diwadkar and McNamara (1997) found that whehjects were shown a scene of
scattered objects from one viewpoint and givencageition memory test using scenes
from a second viewpoint, their response latenciased linearly with the angular
difference between the views (see also Joetaal., 2001). This linear relationship was
not evident in the present study, thereby arguiggirest the probability that mental
rotation alone is sufficient to execute this tadkien dealing with an environment like
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the one presented in this experiment, which hadvalls or surrounding ‘distal’ room
cues, the left and right rotations seem to proveenaificult than previously reported in
experiments, for example the courtyard experimkmid et al, 2002). Since differences
between the rotated viewpoints did not reach Sigpniice, the data warrant further
comparative studies using enclosed and open emuegnts. It may be the case that
geometric room cues play a confounding role in @®dl environments, enabling
participants to use mental rotation more readily.

Overall, behavioural results agreed with the curreonsensus on viewpoint-
dependence and orientation specificity in spaggaresentation. Recognising views from
orientations that are not trained requires exti@@ssing time and is subject to errors
(Christou & Bulthoff, 1999; Chua & Chun, 2003; Didlkar & McNamara, 1997,
Nakatani, Pollatsek, & Johnson, 2002; Shelton & Muoidra, 1997, 2001; Sholl & Nolin,
1997). Recently Waller (2006) highlighted the imtpoce of viewpoint specificity and
the confounding effect of viewpoint on studies thenipulate orientation. It seems both
orientation and viewpoint translations may occuerafotation of an array, each effecting

cognitive load and response time.

Event-related potentials and sources

In addition to the behavioural differences, we fousignificant differences in the
waveforms related to°Gand rotated viewpoints. These differences weea s both the
Landmark and the Object presentation phases dk#telt is worth noting, that although
anatomical distinctions have previously been magterden spatial representations using

other imaging techniques, the current study prayideve believe, the first
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electrophysiological support for this egocentrioeéntric dissociation along with

valuable temporal information that is not readisagable with other imaging techniques.

Landmarks

The differences observed in the ERPs fbra@id rotated viewpoints during landmark

presentation suggests that even during this ingiesentation that allocentric/egocentric
translations may be taking place. There is a grgwinnsensus that dependence on
allocentric representations increases with the anotichange between presentation and
retrieval (Burgess, 2006). The extra positivitythe P300 elicited by rotated conditions

could be associated with extra excitatory responsgmrietal areas that may be due to
the translations required for allocentric procegsiiihe fact that all three rotations

elicited higher positive amplitudes suggests thatilar cognitive processes were

occurring; perhaps drawing on an allocentric regméstion. Burgess (2006) states that
input to and output from allocentric systems arediated by transient egocentric

representations due to the egocentric nature afepéon and imagery. Therefore the
additional positivity found at parietal sites magpresent three cognitive processes,
allocentric and egocentric, and the translatioriaéen them.

Differential sources underlying the propagationtteg P300 may untangle these
processes. For example, the posterior cingulatesgfgCG) was modelled as a source for
both @ and the rotated landmarks. Although Dean and E1806) implicated the PCG in
the allocentric representation of visual spaceofdiog from depth electrodes in the
macaque), earlier evidence suggests a more magliatle for this structure i.e.
translational processing. Sutherlaat al. (1988), for example, implied that posterior

cingulate areas play an essential role in the useopographicalinformation, by
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transmitting and elaborating information passiegween the hippocampal system and
neocortical association areas. Similarly, Vogt al (1992) posited that the PCG
participates in the transformation of egocentricediferencedisuospatial representations
in parietal cortex into allocentricallyeferenced spatial representations in the
hippocampus and surroundingortex. This suggested role of the PCG in
egocentric/allocentric translations is supportediroghysiologically, as the cingulate
receives direct afferents from the subiculum (Fietlal., 1984; Cavada an@oldman-
Rakic, 1989).

The sources from the allocentric vs. egocentridetdhce waveform for the
landmarks highlight the right precuneus, the ciatrlgyrus and the parahippocampal
gyrus, suggesting a possible role for these reginnallocentric processing. Previous
support for the involvement of the precuneus inadhtric spatial location encoding and
recognition comes from mental rotation studiesngset al., (2006), for example, found
that regions in the precuneus were bilaterally @ased with allocentric encoding and
retrieval of spatial locations in virtual 3D. Suachet al. (2002) also identified the
importance of the precuneus in spatial memory uBIEJ during a mental rotation task,
while Harris & Miniussi (2003) demonstrated usingpetitive transcranial magnetic
stimulation(rTMS), the importance of this area in general,mf@ntal rotation. Disrupting
neural activity in the right parietal lobe inteerwith task performance, but only when
rTMS was delivered 400 to 600 msec after stimuluset Interestingly, as was observed
in the subtraction waveform for the landmarks ie turrent study (Figure 3.5), the
greatest difference between allo- and egocentnitions was found during this time
interval. This would perhaps suggest that spatianipulations within a mental

representation occur with the peaking of a P300pmomant.
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The source in the parahippocampus may reflect alee af the medial temporal
lobes (MTL) in spatial memory and may provide aidaial evidence that
egocentric/allocentric translations occur duringe tlandmark phase. Although the
involvement of the MTL in allocentric representatics well documented (Duvernoy,
2005; Maguireet al., 2000; Nadel, 1991; O'Keefe, 1991; Radsal., 2005), the source
waveforms give a temporal aspect to their involvengEigure 3.12a) showing a possible
intermediary involvement of the parahippocampuswbeh precuneus and parietal
activations, further suggesting translations.

Prior to the P300, the P170 (henceforth referredstd®1) also seems to suggest
that reorienting oneself to the rotated environneodurred during the landmark phase.
As illustrated, before the object appears onscrael®l related to degree of rotation is
elicited by the landmarks. This P1 had a hemisph#issociation, and was followed by a
P300 where, as mentioned, the rotated conditionkesl/significantly greater maximum
amplitudes over parietal sites. It seems that rmognition of orientation in an
environment may occur at a perceptual level, iniipiind somewhat separate from later
cognitive processing. However, depending on th& @éwpoint, visual input was
lateralised to the left or right hemifield (Figuselb & c). Electrophysiologically, basic
hemispheric differentiation in sensory input (visspatial selective attention) is usually
observed over occipital cortex (Mangehal, 1998), so although the dissociation was
observed over parietal sites (Figure 3.6), the fRkctecould have been driven purely by

higher-level processing of the differences in r@tinput.
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Object Presentations

When the Test objects were presented, thedls elicited the greatest positivity, and this
was again most pronounced over parietal sites.sladons may still occur after the
object is presented, but the additional positidtying this period may also be due to
stimulus evaluation processes and visual scengm@@amn. Due to the large number of
trials in the study block, the egocentrit drientation may have elicited a larger parietal
positivity as it was being recognised as a scdms ftossibility will be examined later in
Chapter 5). Indeed, Shelton (1999) suggests trattaspepresentations may consist of
little more than the views experienced during ftragn therefore performance after
rotation requires internal manipulations of a scéaek to the original view. Waller
(2006) found evidence that moving viewpoint withalanging orientation leads to a
decrease in performance on scene recognition/oljeation tasks, suggesting that to
evaluate location, internal manipulations of viewpotake place. The additional
positivity may be merely an electrophysiological rkeat of recognition of a familiar
scene (the studied view). When spatial knowledgacguired and tested through scene
recognition, what is stored may be little more tlgaB-D image of the scene that was
viewed during training (Waller, 2006). If, as sugge above, allocentric/egocentric
translations occurred predominantly during the faatk phase then once the object was
presented, the task may be as basic as matchisaptipie (where Vand ‘correct
location’ trials elicit larger P300’s than rotated‘incorrect location’ trials respectively).
This topographical difference between the wavefodermonstrated an old/new effect for
viewpoint as well as spatial location (Meckling@898). Whatever the reason, source
analysis found that when objects were in theirexrfocation, irrespective of orientation,

a putative source in the inferior parietal lobuBAg0) was activated. Interestingly, in a
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PET study comparing visual long-term memory fortisppdocation and object identity,
Moscovitch et al. (1995) also identified this region’s involvement the retrieval of
spatial location.

The cingulate gyrus (BA31) was also identified e tsource analyses and
accounted most for the positive deflections seeaherERP waveforms. It is possible that
the theta activity exhibited by BA31 (Figure 3.1%py have entrained more neurons
across parietal areas giving rise to the largerOP&Mplitudes seen for correct vs.
incorrect locations (Figure 3.10). This would fittkva study by Klimesclet al. (2001)
who reported that increases in theta seem to laettlto general memory retrieval
processes. Although significant differences betwetneval (hits) and correct rejections
were not found in the theta band for their stullg, authors suggest a role for theta in the
old/new effect (Figure 3.16). Thereby, an incremstheta power is observed following

presentation of studied vs. novel stimuli; whichswiae case in our study.
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Figure 3.16 Cumulative ERD/ERS data from Klimesch et al. shgwé#tative increases in theta power
between encoding and retrieval. This data is repasl from Klimesch (2008) Workshop for Consciousnes
Brain Rhythms and the Action-Perception cycle.
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In an attempt to avoid the criticism that the diéfeces observed in our data,
particularly between Vand rotated viewpoints, was merely due to diffeesnin task
difficulty we re-analysed the data by splitting tbarticipants based on performance and
comparing the grand mean ERPs for both groups. réh@nalysis of the data after
splitting by recognition group (Good and Poor) segjg that an attempt to simply explain
the electrophysiological differences between thalisd and novel viewpoints by task
difficulty would be paradoxical. The mean amplitad# the P300 were seen to increase
based on task difficulty (i.e. in the Poor RecognitGroup — Figure 3.13), whereas mean
amplitudes significantly decreased for both growgsen performing on the novel
viewpoints. This advocates an alternative explanatinvolving an internal process
which modulated the observed differences which wepgse to be a spatial process
involving ego- and allocentric mental representagio

Finally, the prediction on stimulus evaluation @t minus incorrect location)
was supported with an increased parieto-occipi®@lOFfor correct location presentations,
agreeing with Mecklinger's (1998) findings. In tesnof our other predictions, source
analyses did not provide many deep subcorticallégpm medial temporal areas such as
HF. Egocentric retrieval was predicted to activpdeietal cortex which was confirmed
and activations were predominantly right lateralizédlowever the medial temporal
sources were less medial than predicted with dgpwmistead in the middle and superior
temporal gyri. Parahippocampal activation was ofdynd in one dipole model,
modelling the additional positivity seen for thaated landmarks, but the identification
of parahippocampal sources from data recorded ttwmscalp is a remarkable finding
and avows to current opinion about the importaride@medial temporal lobes in spatial

representation. It is noted as a caveat howelvat soburce localization from ERPs is not
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an infallible technique with the disadvantage olvlspatial resolution (See Methods
section 2.1.4).

In summary, our findings suggest that reorientatias demonstrated to occur
with the aid of intra-environmental landmarks, witleft/right rotations being
differentiated rapidly, and accompanied by distelectrophysiological componentry. To
our knowledge, this is the first study to repoeattophysiological differences between
spatial representations. A parietal P1, displaymghemispherical dissociation was
followed by a P300, also sensitive to rotationsmrime studied viewpoint. Dissociations
in cortical activation during the presentation ¢ife tlandmarks manifested ~400ms
suggesting that ego-/allocentric conscription omxibefore object-location evaluations
were made. Correct location objects elicited grepteietal positivity; with the related
P300 exhibiting unique theta power compared to rmewd location waveforms.
Parahippocampal sources along with a number ofcesuin the cingulate and parietal
cortices were found to model a distributed networlderlying spatial representation,
where allocentric and egocentric processes int@nacteciprocal manner.

Although we have ruled out task difficulty as a gibke confound in the present
chapter, other issues concerning scene recogniti@mtal rotation, ecological validity
and the possibility of intrinsic axes that aidfpemance all remain likely criticisms. The

following chapters aim to address these concerns.
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Chapter IV

Extrinsic cues and their effect on
allocentric task performance after

viewpoint-change

I would like to thank Della Rath and Andrea Hugkastheir help in collecting the data
for this chapter
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4.1 Abstract

This Chapter reports an experiment undertaken gb ttee validity of the method of
viewpoint presentation in the Spatial Grid TaskrdHdee investigated the possibility that
the lower levels of performance observed on nosampared to studied viewpoints in
the original experiments were due to the detrimesti@ct of instantaneous transition.
For this experiment, two groups of participantsereed either verbal or visual cues
during the Spatial Grid Task recognition test, ptio rotations of viewpoint around an
object array. These cues informed the participaftshe angular displacement in
viewpoint to expect before they then respondedhbjeat-locations within the array. A
third, control group received no cue informatioresRlts revealed that the method of
presenting shifted viewpoints without a participganbbservation of the transitions
between the viewpoints was ecologically valid assigmificant effect of cue type was

found.
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4.2 Introduction

One issue that arose while conducting our Spatiel Gask in Chapter 3 was the use of
instantaneous transitions to novel viewpoints ile presentation of test viewpoints
without the participant witnessing the transitiomalange. This led us to examine the
question of whether this type of ecologically indgbresentation could be detrimental to
performance on the rotated trials. The importarfcpreparatory cues on recognition of
objects from shifted viewpoints was first suggesiedexperiments by Shepard and
Cooper (1982). In 2D mental rotation exercises thmsented subjects with shapes and
then gave them a prior indication of the directiorwhich the shape might be rotated.
Participants were asked to first imagine what thepa would look like from the cued
orientation prior to the presentation of the teghglus. The time taken to perform this
imagined rotation was suggestive of an analoguegss) as suggested in their previous
experiments (Shepard & Metzler, 1971). However,atuthors found that the time taken
to respond to the self-initiated stimulus preseomatvas not view-dependent suggesting
that the time-consuming variable in responses & time taken to work out the
appropriate transformation. If the orientation eliince between the learned view and the
current view is known this could allow for prepangt processing that facilitates view-
independent recognition (Christetial.,2003).

The importance of extrinsic cues in the percepton recognition of spatial
layout has also been documented by Simons & Wa@@8)lwho found that participants
who perform their own movements around a collectodnobjects are less prone to
making mistakes in identification of their spat@yout than when the objects are rotated
by the same amount while the participant standls(sée also Wang & Simons, 1999).
The authors attributed this to an ability to sgbtiapdate one’s mental representation
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according to the knowledge of their own movemerd. @n extrinsic cue). However, a
replication of this result using purely visual vt reality (Christou & Bulthoff, 1999)
suggested that rather than movement cues, meréhesging the viewpoint transition
could, in itself, cue object recognition from thewn viewpoint. To further test the
possibility that knowledge of the extent or direatiof the transformations in viewpoint
can aid subsequent object recognition, Chrigtibal. (2003) conducted four experiments
to assess the effect of view information (e.g.iasic visual cues) on object recognition
from novel viewpoints. Christou and colleagues atemjectured that much of the
difficulty found in recognising novel objects ingmious studies may relate to their
presentation in isolation, without contextual orckground information; their first
experiment therefore assessed whether the envimamdéackground influences
recognition performance. The second addressed speeifically the benefits of the
environment as a fixed frame of reference for dgeg the changes in viewpoint. The
third experiment tested the utility of an abstrast explicit indication of the observer’s
original viewpoint presented simultaneously withe thest objects, and the final
experiment assessed the effect of an explicit veemtpndicator available only prior to
the presentation of the object. Results showed@fsiant reduction in error rates when
the environment was present as a fixed frame @freete. In addition to context, cue
information about the new viewpoint relative to theginal significantly facilitated
object recognition. Facilitation occurred for acy rather than reaction time (Shepard
& Cooper, 1982) suggesting a qualitative differemceask demands for 2D and 3D
object recognition.

Cued presentations have been used extensivelg isellective attention literature.

For example, Posner (1980) distinguished betweerntraleand peripheral cues in
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selective attention. Central cues typically appa&afixation and indicate symbolically

where the target is likely to appear (e.g. the ught be an arrow; see Posner, 1980).
Peripheral cues appear away from fixation, usuatiythe location of the target (e.g.

Eriksen & Hoffman, 1972; 1973). As central cues aeparated from the target

presentation, they must be interpreted before fiserwer knows how to re-orient. Posner
(1980) believed that orienting could be measurethénabsence of observable behaviour,
i.e. eye or head movements, through the use of poeskntations (see also Posner &
Petersen, 1990; Posner, Snyder & Davidson, 198@gdd, the final test by Christet

al. (2003) utilised a central cue (an explicit viewpoindicator) as opposed to a

peripheral orienting cue. Interestingly, Williamndes (1950/1890) suggested object
motion as a class of peripheral cue that could yredeflexive orienting.

The present study aims to use both central (endngdnand peripheral
(exogenous) cues to examine spatial memory perfacenaMore specifically, we aim to
assess the effect of extrinsic cues on performandke Spatial Grid Task (see section
2.2.2) by presenting verbal (central cues) or \ligparipheral cues) information to
participants notifying them of the immediate viewpotransitions and the angular
displacements involved. As the objects used insthegial grid have no canonical view,
the viewpoint-dependence of object recognition sthoot influence performance and the
tests should instead isolate the effects of cuevpoint-change on object-location
memory. Participants will be compared to a congadup who will receive no cue
information, similar to the original experiment debed in Chapter 3. This experiment
will therefore also test the ecological validity thfe original presentation method (i.e.

viewpoint changes occurred without the interverinagsitions being observed).
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If mental rotation is solely responsible for perf@nce differences across
viewpoints, then the cued conditions should redtiee time taken to work out the
appropriate transformation and consequently, aedserin reaction time will be observed
for the rotated viewpoints. If, on the other hamtifferential access times to the
appropriate representation are the cause of peafwcen differences across viewpoints,
then the cues will reduce reaction times for adiwpoints. It is predicted that the latter
case will be supported: i.e. that the introductmincues will not selectively affect
performance on the rotated viewpoints. Nevertheléss the original task to be
ecologically valid, the cues themselves ought motlpce significant overall differences
in performance when compared to the uncued cogtolp. In addition to this, rotational
effects must remain present for the cued groupsrdler for the argument against pure

mental rotation to be upheld.
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4.3 Methods

4.3.1 Participants

The participants of this study consisted of athhoc sample of 36 undergraduate
volunteers. The ages of the subjects ranged fro@51gears (mean age = 21.8 years). Of
these participants, two were removed for misin&tipg the method of responding and
one was an outlier (i.e. >3 SDs). All participagts/e informed, written consent before
participation. The experiment was conducted in etaace with the Code of Ethics of
the World Medical Association and the ethical stadd of the APA as well as abiding

by the NUI Maynooth University Ethics Code.

4.3.2 Stimuli

The Spatial Grid Task was used for this experimeste General Methods section 2.2.2.
All stimuli were again presented using E-Prime am latel Pentium 4 Processor
(3.00GHz CPU) and displayed on an LCD monitor. Thegsisted of 8 different objects
including a bin, a bucket, a post-box, a road-cenfe hydrant, a tree, a tyre and a keg
and distractors included a parasol, a microphoaerdsta cactus plant, a blender, a fire

extinguisher, a stool, a lamp and a cinder block.

4.3.3 Procedure

During a Study phase, participants learned thetilmes of 8 objects (presented one at a
time) within the environment. Each object was pnésg 8 times in a pseudo-random

order for a total of 64 trials. A trial consistedl @ fixation cross (750ms), landmark
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presentation (1500ms), and then the object presemté2000ms). Trials continued as
described for the Test phase; subjects had tolrdealobjects’ locations from various
viewpoints (0° study viewpoint, 90left, 9C¢° right and 186) and responses were made
during the 2000ms object presentation. Subjectse veamsigned to one of three test
conditions: 1) No Cue as to the viewpoint rotat®)na Verbal Cue (e.g. 180 or 3) a
Visual Cue (the environment was seen to rotatééonext viewpoint). An example of a
trial from each of these conditions can be sedfigare 4.1. The landmark presentations
prior to the objects being displayed also alloweddvaluation of the viewpoint changes.
The Test phase consisted of 128 randomised tBabbjects x 4 location (2 x correct/2 x
incorrect) x 4 viewpoints).

Accuracy and reaction times were both recordednduthe test phase of the
experiment. A correct response occurred if theigpant pressed the left mouse button
when a correctly located object appeared and tjig mouse button when an object
appeared in an incorrect location. Pressing theosig button than that required or
failure to respond within 2000ms was logged asrmorrect response. Reaction times
were measured as the interval between presentitithe stimulus and the response, and

were recorded automatically for both correct arabirect trials.
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90° Right

. VERBAL CUE

1 C

ma " an ay @ =~ ma” mmaemn

\_ VISUAL CUE U

Figure 4.1Example of the cue types given to participantsrgna stimulus presentation from the right-handesof the array (clockwise rotatiorg) Fixation cross (750ms), test
viewpoint landmarks (1500ms), object presentatRF00ms)p) Fixation cross (750ms), reference viewpoint land@1000ms), verbal cue (2000ms), test viewpaimdinarks
(1500ms), object presentation (2000miskixation cross (750ms), reference viewpoint landm#500ms), visual cue (500ms), test viewpoirdhaarks (1500ms), object
presentation (2000ms)
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4.4 Results

Accuracy: A mixed-factorial ANOVA of the accuracy scores lwiCue Group (no cue,
verbal cue, visual cue) as a between-subjects blariand Rotation (0 degrees, 90
degrees, 180 degrees) and Location (correct, iechrras within-subjects variables)
revealed a significant effect for Rotation/ViewpiojR(2, 60)=11.170, p<0.001]. No main
effects of Location [F(1, 30)=0.013, p>0.05] or CGeoup [F(2, 30)=1.630, p>0.05]
were seen and no interaction effects were foundaiRm*Cue Group [F(4, 60)=1.116,
p>0.05]; Location*Cue Group [F(2, 30)=1.216, p>(Q;0Rotation*Location*Cue Group
[F(4, 60)=1.255, p>0.05]). Although average sconese higher for the groups that
received cues (see Figure 4.3)ost-hoc Bonferroni tests revealed no significant
differences for cue type. A series of Bonferronireoted paired-samples t-tests revealed
significant differences between the average acgusaores on the°Gviewpoint (86.4%)
compared to both the ®0viewpoint (77.8%) [t(32)=3.691, p<0.005] and the(l
viewpoint (78.1%) [t(32)=4.927, p<0.000]. Howevdne difference between scores on

the rotated viewpoints (8@s. 180) was not significant [t(32)=-0.132, p>0.05].

Effect of cue type on accuracy across viewpoints
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Reaction timeA second ANOVA examining reaction time (using samne variables as
above) again revealed a significant effect for RoteViewpoint [F(2, 60)=38.892,
p<0.000]. A main effect of Location was found [F@0)=79.191, p<0.001] but Cue
Group did not produce significant differences [F8B)=1.255, p>0.05]. No interaction
effects were found (Rotation*Cue Group [F(4, 60597, p>0.05]; Location*Cue Group
[F(2, 30)=1.534, p>0.05]; Rotation*Location*Cue @p[F(4, 60)=1.130, p>0.05]). As
can be seen in Figure 4.3, average reaction tinege veduced across all viewpoints for
the groups receiving the cues but agpost-hocBonferroni tests revealed the differences
did not reach significance. Bonferroni-correctedirgixsamples t-tests revealed
significant differences between the average reactimmes on the U viewpoint
(943.56ms) compared to both the’ @@ewpoint (1044.35ms; t(32)=-7.810, p<0.001 and
the 180 viewpoint (1060.47ms; t(32)=-6.953, p<0.001. Hoerthe difference between

reaction times on the rotated viewpoints®(98. 180) was not significant [t(32)=-1.281,

p>0.05].
Effect of cue type on reaction time across viewpoin ts
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Figure 4.3The effect of cue type on reaction time acrosspaaves +/- standard error.
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% Accuracy +/- SEM

100

An examination of the effects of the presentatidnaay cue versus no cue on
performance at each of the test viewpoints was timelertaken. A series of independent
t-tests comparing accuracy and reaction times la¥tvilee uncued control group and the
average scores of the cue groups (verbal and Yyiseakaled only one significant
difference in accuracy for the 18Giewpoint (Figure 4.4). Here the presentation cfia
significantly increased accuracy [t(21)=-2.606, ®8). No significant effects were
found for reaction time. A final analysis compatbd differences in performance across
viewpoints to assess whether the differences sogmifly increased as the angle of
rotation of viewpoint increased. A series of paisagnples t-tests revealed no significant

change in the difference between scores acrosgpuiets.
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Figure 4.4 a)A comparison of accuracy scores across viewpoietaden participants receiving no cues
and those who received a ct® A comparison of reaction times across viewpoietsveen participants
receiving no cues and those who received a cue.

* = p<0.05
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Figure 4.5 Scatterplots plotting individual performances aecuracy/RT correlations fax) Uncued
viewpoint change anl) cued (verbal or visual) viewpoint change.
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4.5 Discussion

Christouet al. (2003) suggest that without cued viewpoint tramsftions, participants
have to first account for the unknown angular dispment, which may increase
uncertainty and introduce a greater potential fakimg mistakes when recognising
objects from novel viewpoints. Rather than a speeiffect for novel, rotated viewpoints,
there was a trend in the data to suggest that eie®epoint-change increased accuracy
and decreased reaction time across all viewpos#s figures 4.2-4.4). However, we
found no main effect of cue type and only one digant effect of cued viewpoint-
change was found, namely an increase in accurdatedeto cued presentation on the
180C trials. This effect was only found after the verhad visual groups were collapsed
into a new ‘all cues’ group i.e. the participantisoarreceived any cued presentations. The
final analysis showed that the difference in perfance between the ‘cue’ vs. ‘no cue’
groups (which overall was found not to be a sigalfit difference) was also found not to
significantly increase with angle of rotation fr@h

There is a fundamental difference between recagmian object from a shifted
viewpoint and recognising an object-location. Tlagiation in visual information from
novel views of stimulus features may indeed reqonemtal rotation to reconcile different
object percepts and allow object recognition fromfamiliar views. However, this
experiment demonstrates that locational informatitay be representational-dependent
rather than view-dependent. This conclusion sugptti¢ findings of Chapter 3 which
purported that differences in electrophysiologresponses and behavioural performance
on studied, as compared to novel viewpoints, wengletpinned by differential

recruitment of egocentric and allocentric represtons of space.
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Having found that the Spatial Grid Task neithertaors confounding intrinsic
axes (see Appendix 3) or requires extrinsic cueg. (gisible transitions between
viewpoints) to be ecologically valid we returnedthe use of the original spatial grid for
the remaining experiments. We next decided to amigpants on the Spatial Grid Task
using different training regimes. Chapter 5 deswgibbhis further exploration into the

adoption of both ego- and allocentric referencenfa within the Spatial Grid Task.
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Chapter V

Scene recognition, Training effects and

Mental Rotation: Investigating
confounds in the Spatial Grid Task
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5.1 Abstract

This Chapter explores spatial representation usigg groups of participants, each of
which receive differential exposure to the viewpsiaf the Spatial Grid Task during the
study phase. The group trained from an egocentatiosary viewpoint shows a

detrimental effect of viewpoint change during tegtion performance. Conversely, no
effect of viewpoint is seen for participants whorgv@resented with multiple viewpoints
during the study block, demonstrating the consioactof a viewpoint-independent

representation. The effect of training is discussertlation to previous chapter findings.
Certain confounds, most notably the choice of &esutike viewpoint for the study trials

are also discussed and some limits of the Spatial Gask in studying representational
differences begin to emerge. Exposure effects,escecognition and ecological validity

are all discussed in terms of their effects on psgion.
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5.2 Introduction

While the previous chapters validated the Spatiatl Gask and its methodology by
assessing task difficulty effects on the ERPs (@raB) and dismissing the need for
extrinsic cues (Chapter 4), there remains a nurmberore complex aspects that have not
been addressed. One such aspect is the issuenef em®@gnition. It is possible to suggest
that our findings in Chapters 3 and 4 that demaiestra more impaired performance on
rotated viewpoints compared t8 @as simply due to scene recognition i.e. partitijsa
easily recognised viewpoints in the test block tinead previously been presented during
the study phase. A second issue is that particgpaate essentially been ‘trained’ in an
egocentric environment (see Figure 3.1a) so it beguggested that it would be easier
for them to respond to this viewpoint in the tdstck.

In this chapter, we attempt to address these ssst@wever, this is by no means
trivial. How do we separate out what we would cdasian egocentric representatiofy) (0
from scene recognition, or indeed is it possible&difionally, in an attempt to show
gualitative differences exists between ego- andcalitric representations and their
recruitment in a task, it has been common pratticemmpare the performance of patient
groups with selective parietal and medial tempalaiage to that of controls (e.qg.,
Andersen, Snyder, Bradley, & Xing, 1997; Burgessal., 1999; Colby & Goldberg,
1999; Robertson & Marshall, 1993; for review, sagdess, Jeffery, & O'Keefe, 1999).
Alternatively, it is possible to assess the natfremental representation by manipulating
information presented at training and assess tinsecuential effects on performance.
This is commonly done for example, in spatial natimn experiments investigating route
and survey knowledge both behaviourally (e.g. Siegel White, 1975; Perrignd
Kintsch, 1985; Streeter et al., 1985; Thorndgkel Hayes-Roth, 1982; Tversky, 1991)
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and neurologically (e.g. Mellett al., 2000; Shelton & Gabrielli, 2002, 2004) — see
Introduction section 1.2.1. As clinical populationgh pure spatial deficits are difficult
to find, in an attempt to behaviourally separate ¢igo- and allocentric representations
that may be involved in the Spatial Grid Task itswdecided to manipulate the scene
presented during the study phase. To achieve tiak gleally we need to present a scene
during the study phase that is not repeated duthegtest phase while simultaneously
attempting to provide the opportunity to train papants to form either an egocentric or
an allocentric representation.

With this goal in mind, we modified our origingbatial grid environment where
participants were shown the grid at a slight aragld from a single perspective (Figure
5.1a) to a more elevated perspective where theyedehe grid from an aerial viewpoint
during the study phase (Figure 5.1b). The arrowtlen grid designated the imagined

viewpoint for participants.

b)

d

Figure 5.1 a)The original surface viewpoint used in the studycklof Chapter ®) The elevated perspective
used for the study viewpoint in the current experibhwith an arrow indicating the to-be-imaginedfsige
perspective
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Now participants are trained from one perspectaeziélly) and have to respond
to another (surface), thereby dealing with the scetognition issue. However, this
alteration does not address the issue of partitsgdaging trained egocentrically, therefore
making it easier to respond to th&\dewpoint during the test block. Although the task
difficulty analysis in Chapter 3 suggested thas thias not the case, a manipulation of the
training regime would further prove that behavidu@nd electrophysiological)
differences arose due to representational diffeserand not as a training effect. To
explore this issue we trained participants eitlggrcentrically or allocentrically. This was
achieved by maintaining a single perspective (@gure 5.1b) during the study phase for
the egocentric group while providing exposure forafations around the array for the
allocentric group (Figure 5.2). Note that we phgHic rotated the environment rather
than simply changing the arrow position aroundghd to ensure that the same mental
transformations (i.e. from aerial perspective toagmed surface perspective) were

required for both allo- and egocentric groups.

q q q q

Figure 5.2 The four aerial viewpoints used in the study blimekthe allocentric group providing participants twiexposure to
the array from all test rotations (with an arrowditating the to-be-imagined surface perspective).

The current experiment aims to make a clearerndistin between ego- and
allocentric encoding in the study phase by progdinvariety of viewpoints for study in

the allocentric condition compared to a stationagocentric encoding viewpoint.
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Therefore although both groups will be promptedetrn the object locations in relation
to fixed landmarks (an allocentric strategy), theyl receive exposure to either one
(egocentric) or many (allocentric) viewpoints.

If the stationary viewpoint presented to the egtremyroup in the study phase
results in a disadvantage when testing from altermaiewpoints (as found in Chapter 3
and 4), then an explanation other than scene r&emgnmust account for the
performance differences across viewpoints. We waqasit that the construction of an
egocentric (person-centred) representation, duileet@doption of a preferred (or default)
viewpoint based on exposure during the study phasdd be responsible for differences
across viewpoints. Conversely, the allocentric grgreceiving multiple perspectives
during the study phase) would presumably have rautteviewpoint and therefore
should show similar levels of performance on adwpoints of the Spatial Grid Task. In
terms of mental rotation, a comparison of both gedperformance could help determine
if additional mental transformations (back to aaudif viewpoint) were occurring for the
egocentric group as these would presumably leddniger reaction times, compared to
the allocentric group. We predict that the perfanoea topography for the egocentric
group will show a preference for recognising loaas from the studied viewpoint and an
even distribution of accuracy and reaction timesosg novel viewpoints (as seen in
Chapter 3 and 4). On the other hand, the alloaemnparticipants will have flat
performance topographies. It is predicted that guarénce will be maximal for the

studied viewpoint in the egocentric condition conggito all other viewpoints.

134



5.3 Methods

5.3.1 Participants

An ad hocsample of thirty participants was tested from shedent population of the
National University of Ireland (NUI Maynooth). Théample was split into two groups of
fifteen. Participants in the ‘Ego Group’ were adedween 18 and 32 (mean 21.2 years).
Eight were female and all were right-handed. Pigdiats in the ‘Allo Group’ were aged
between 19 and 41 (mean 23.8 years). Nine weraléeand all but one were right-
handed. All were in good health and had normal @rected-to-normal vision. The
experiment was conducted in accordance with thee@ddEthics of the World Medical
Association and the ethical standards of the APA approved by the NUI Maynooth

University Ethics Board.

5.3.2 Stimuli

The Spatial Grid Task was used for this experimeste General Methods section 2.2.2.
All stimuli were presented using E-Prime on an liiRentium 4 Processor (3.00GHz
CPU) and displayed on an LCD monitor. They condiste8 different objects (a bin, a

bucket, a post-box, a road-cone, a fire hydratree, a tyre and a keg).

5.3.3 Procedure

Participants were seated in a cubicle (150cm x m§dwalf a metre from the computer
monitor and had access to a mouse for responsestudd block preceded a test block.

Instructions were presented on screen. These hemre described in greater detail in the
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General Methods section 2.3. Experimental manifmriatin this study involved the
presentation of different study blocks across tifferént participant groups, specifically

these were manipulations of study viewpoint.

STUDY BLOCK

Similar to previous experiments, participants weguired to memorize the locations of

objects in the spatial grid during the study blogk.study blocks consisted of 32 trials (4

presentations of each object in their specific tiores). The presentations were pseudo
random, also similar to the earlier experimentggais were presented randomly in a run
of 8 and this was repeated 4 times). However, artlile other experiments, the plane of
elevation was shifted for the study trials to gimemore aerial view. Participants

witnessed this transition from the ground-levelvi® the aerial view so that they had a
reference for their to-be-imagined perspectivethey were asked to imagine they were
looking at the array from the ground-level viewgditkepicted by an arrow). An example

of this ground-to-aerial level transition can bersen Figure 5.3.

Aerial Study viewpoint
(With an arrow indicating the to-be-

To-be-imagined Test perspective h imagined surface perspective)

(Presented for 4000ms) ~
Es ] i

Ground-to-Aerial
Transition

l

Figure 5.3The ground-to-aerial level transition withessedpayticipants at the start of the study block.
All study trials were then presented from the dariawpoint with an arrow depicting the imagined
viewpoint appropriate for that trial.
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The ground-to-aerial transition occurred once fothbgroups at the start of the
study block. All stimuli were then presented frome taerial perspective. For participants
in the Ego group, the stimuli were presented from same stationary viewpoint used in
Chapter 3 (i.e. 9 transformed to the aerial perspective. All stimwere randomly
presented four times for a total of 32 trials (§ecks x 1 viewpoint x 4 presentations).
For participants in the Allo group, the study sialere presented from all sides of the
array. This began with the ground-to-aerial traosijtoccurring from either 0or 18¢
(labels are imposed here based on the egocentmditam). Then at the aerial
perspective, each object was presented once abmandfter all objects were presented
at this angle there was a clockwise transition tredobjects were presented again from
another angle (e.g. 9@ight or 90 left). Presentation from the other two sides fokal
with the same manner of clockwise transitions (Begpire 5.4) until each object was
presented once from all sides of the array givingptal of 32 trials (8 objects x 4

viewpoints).

See Figure 5.3 :5

0° Viewpoint

90’ right Viewpoint

a
¢ » B &

Clockwise Transition
e.g. 0> 9 right

4

Figure 5.4The sequence of a study trial for participantstia t
‘Allo’ condition. Participants witnessed the groutalaerial

transition from either the O degree or 180 degresvpoint. ’ ’ . '

After one presentation of each object at that vigwg each p - : aamoman
participant witnessed a clockwise transition to tiext array ) .

orientation (examples of these transitions are shahove). Clockwise Transition

e.g. 90 right > 180
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All of the transitions used in the study blocks eged fluid as the still frames were
presented in rapid succession. For all participanstructions followed the study block,

explaining how to respond in the test block.

TEST BLOCK

The test trials for both groups consisted of viewwfsfrom the ground-level perspective
(see Figure 5.1a) Participants were instructedespand to objects in thetorrect
location by clicking the left mouse button with th@dex finger and by clicking the right
mouse button with their middle finger when objegtse presented imcorrectlocations.
The test block was the same for all participantd tollowed the same procedure as
described in Chapter 3. Objects appeared in thwirect location and in an incorrect
location for each viewpoint around the array givengotal of 64 trials (8 objects x 2
locations x 4 viewpoints). Trials were presentedtive same random order to all

participants.
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5.4 Results

Accuracy scores

Figure 5.5 shows mean overall accuracy for eadhviespoint along with a split of the
data according to (training) Group. An initial mikéactorial ANOVA comparing Group
and Viewpoint revealed no significant main effectaccuracy scores for Group [F(1,
58)=0.185, p>0.05] but Viewpoint was significan{3F174)=3.867, p<0.05]. Bonferroni
corrected t-tests revealed a significant differebeveen accuracies on views’ $®ght
and 180 (t(59)=3.103, p<0.05) where responses to objacis 90 Right were more
accurate. An analysis of Viewpoint within each grausing separate ANOVAs found no
significant overall differences for the Ego Groudf(d, 87)= 2.056, p<0.05] or the Allo
Group [F(3, 87)=2.257, p<0.05]. Howevegst-hoctests showed that participants in the
Ego Group performed significantly better orf @ompared to 180 viewpoints
(t(29)=2.473, p<0.05) while participants in the AAlGroup were more accurate on°90
right compared to 180/iewpoints (t(29)=2.398, p<0.05).

When each group was examined with Location (coresd incorrect) as an
additional factor in the ANOVA, results revealediateraction effect of View*Location
for the Egocentric Group [F(3, 42)=4.551, p<0.0Mjtests showed participants in this
group were more accurate d&t@mpared to 180when responding to correct locations
(t(14)=2.219, p<0.05) while responses to incoryetdcated objects were significantly
more accurate at the 9fight viewpoint compared to bottf (t(14)=4.183, p<0.01) and
180° (t(14)=4.559, p<0.005). Although Location was fdumo significantly effect
accuracy for the Allocentric Group [F(1, 14)=10.2%0.01], no effect of View was
found [F(3, 42)=2.755, p>0.05]. Overall, accuracgsvsignificantly greater for incorrect
location stimuli (79.4% SE+/-2.7%) compared to eotrlocations (70.7% SE+/-2.5% —
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% Accuracy +/-SEM

see Figure 5.5b & c). Specific differences reldtetbcation emerged at 9@ight for the
Ego Group (t(14)=2.750, p<0.05) and’9éft for the Allo Group (t(14)=2.992, p<0.05)

where participants were significantly more accurateen responding to incorrect

locations.
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Figure 5.5 a) Overall mean accuracy (+/Standard Errors) across viewpoints for both theo&ntric and the
Allocentric Groupsh) Accuracy scores for the Egocentric Group on cdrged incorrect location stimuk) Accuracy
scores for the Allocentric Group on correct anddrrect location stimuli.

*=p<0.05, * =p<0.01

140



Response times

We then examined the response times for each dféigpre 5.6). Following a mixed-
factorial ANOVA, no significant main effect in agaey scores for Group were found
[F(1, 58)=2.568, p>0.05] but Viewpoint was signélint [F(3, 174)=5.486, p<0.005].
Post-hoc Bonferroni-corrected pairwise comparisons revealed significantly faster
response times for 80eft and right viewpoints compared to 28659)=3.518, p<0.01;
t(59)=3.280, p<0.05 respectively). After conductingeparate repeated-measures
ANOVAs an effect of Viewpoint was found for the Egmtric Group [F(3, 87)=4.938,
p<0.01] (Figure 5.6b) with faster response timasOfocompared to 180(t(29)=2.793,
p<0.05). Viewpoint did not significantly affect pnse times for the Allocentric Group
[F(3, 87)=2.514, p<0.05] (Figure 5.6c).

Similar to the accuracy scores, each group wasdkamined with Location as an
additional factor in the ANOVA. A significant effeof Viewpoint was still found for the
Egocentric Group [F(3, 42)=3.676, p<0.05] with riteet for Location [F(1, 14)=2.126,
p>0.05]. No significant differences were found farrect locations across viewpoints
using paired-samples t-tests. However, it was fouhdt participants responded
significantly faster on 90 left views compared to 180for incorrect locations
(t(14)=3.130, p<0.05). The Bonferroni correctioresuited in the loss of significant
differences between’@nd 180 (p=0.021) and between 9fight and 180 (p=0.016) for
incorrect locations. For the Allocentric Group, significant effects of Viewpoint [F(3,

42)=2.083, p>0.05] or Location [F(1, 14)=1.473, ®5) were found.
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5.5 Discussion

The results of this study have shown that diffeeéntaining regimes can produce
subtle differences in performance on the Spatiadl Gask. The effect of viewpoint on
the accuracy and reaction times for the egocegiatip showed that they performed
significantly better at Dcompared to 180 This finding is similar to the differences seen
in previous chapters; however here the effect le@s lshown after a shift of perspective
between study and test blocks. This suggestshbgetrformance differences seen for the
egocentric (study) viewpoint cannot be explainedstgne recognitian However, the
difference between®0and the rotated viewpoints was not as we have senevious
experiments, where accuracy and reaction times mere evenly distributed across the
novel viewpoints. Instead we see a linear gradienperformance for the egocentric
group, where accuracy decreases and reaction tioneases as one moves further from
the @ viewpoint.

However, this trend does not simply highlight a taénotation effect. Since the
study view was at a greater elevation than theviest, mentally rotating from the 80
and 180 viewpoints would require additional vertical triat®ns. Comparing the mean
reaction times in this experiment to those of Caaft it is clear that participants in the
egocentric group performed no slower for tlievi@wpoint (910ms compared to 905ms).
In addition to this, in the current study there was overall effect of ‘Group’ on
performance. As the allocentric group had no ‘défatiewpoint for which to mentally
rotate towards (i.e. they had n®,0and the egocentric group were responding andasi
speed to the allocentric group, then it can berassuthatneither group was engaged in
a mental rotation strategylnstead it is posited that, in an attempt to reenscene
recognition confounds, the elevated study viewsaésgi participants in the egocentric
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group in using a more allocentric-type strategy.e T¢urrent experiment gave the
allocentric group less exposure to each viewpaiming study i.e. one run of the objects
from four viewpoints. The egocentric group on thieeo hand received four runs of the
objects from the one (survey-type) viewpoint. Utdoately due to the low number of
trials in this test, benefits of exposure acrosdsticould not be assessed. However, a re-
analysis of the response times from Chapter 3 t@pKor performance benefits of
experience (judged by significant improvements dsMecks of test trials) found that as
the test progressed, participants improved witheaggd exposures to all of the
viewpoints (see Appendix 5).

As can be seen, difficulties arise whether one taais the same ‘surface’ view
during both the study and the test blocks, andeystd with scene recognition criticisms,
or remove the participants from the surface viewirdustudy and possibly reduce the
egocentric nature of theé @iewpoint. People do not encode information inegocentric
manner by imagining a survey-type viewpoint; theklaf consistency is ecologically
invalid. Consistency of viewpoints between encodamd retrieval therefore seems
appropriate. Indeed, critics citing scene recogniticould be taken as implicitly
supporting a snap-shot model of spatial memorylam Cartwright and Collett (1983).
The downsides to such a shallow sensory repregmmthtive been discussed in the
Introduction to this thesis (p. 10). However, cstemcy between study and test may be
considered a training effect. For example, difféisdrraining exposures are used, in part,
to test the levels-of-processing effect, identifigdCraik and Lockhart (1972). Depth of
processing in spatial memory has been identifiedegigecially important for place
recognition (Gillner & Mallot, 2008; Mallot & Basitg 2009). Similar to how landmark

processing can be described along the shallow ¢p geocessing continuum, perhaps
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ego- and allocentric processing can also be thoafjatong a similar continuum. If so,
then what the current experiment demonstrates Iggind depth of processing with
context) is the importance of consistency betwewoding and retrieval. The egocentric
group were trained egocentrically and tested bgti and allocentrically and performed
best on the egocentric trials (as predicted). Csmlg, the allocentric group were trained
and tested allocentrically and showed no effecviefvpoint (also as predicted). This
study therefore highlightthe importance of the training regime in relatiam the task
demands at retrieval

In conclusion, this study has shown that exposarenany perspectives of an
array can stabilise performance for recognising edblocations, suggesting a
representation that is viewpoint-independent. Heweas mentioned, this result is not
without its complications. As these confounds imggulogress for investigations into
spatial representation, we refocus attention onirtkeraction of the spatial system in
object-location memory. The next experiments airagsess how spatial information aids

more general episodic memory.
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Chapter VI

The effect of implicit spatial memory
on object recognition

This chapter has been published as Murphy, JS.N&/y@E., O'Rourke, EM., Commins
S. & Roche RAP. (2009) High-resolution ERP mappmhgortical activation related to
implicit object-location memonyBiological Psychology82, 3, 234-245.

I would like to thank Ciara Wynne and Edel O’Rouf&etheir help in collecting the data
for this chapter
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6.1 Abstract

This study was undertaken to examine the influeotemplicit spatial memory on
explicit object recognition memory. High-densityeav related potentials (ERPs) were
recorded during an object recognition task whicloined task-irrelevant changes in the
location of studied objects. Participants categarisbjects as studied or novel while data
were analysed to ascertain the effect of the lonathanges on performance and
waveform topography. Results indicate that humamsatassify objects faster and more
accurately when using implicit spatial memory. indual differences observed in object
recognition proficiency were absent if objects wpresented in their ‘correct’ location.
In a second experiment we replicated the behavidiimdings while manipulating
viewpoint to discount scene recognition as an uggy factor. We propose a model
which includes activation of the right medial temgddobe prior to P300 elicitation to

account for the facilitative effect of implicit pressing on object recognition.
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6.2 Introduction

Wang and colleagues (2002) found that object lonatimay be implicitly encoded
relative to their surroundings. Despite instructionlearn and retrieve object-location
associations using landmarks in a spatial arragtigg@ants performed successfully in a
‘fixed-no cue’ condition where the landmarks werat present. The experimenters
concluded from reaction times and eye movementesraguring the object-location
retrieval tasks that encoding using a fixed extemserence frame (screen-based
representations of object locations) is equivatenthe encoding of fixed-landmark to
object-location representations. The results indicéhat a screen-based spatial
representation may benplicitly encoded and stored, and that this representatign ma
even be adopted to perform the fixed-landmark domwi In addition, during the
encoding phase subjects were found to move thais dack and forth between the
currently presented object and the location ofgteviously displayed object suggesting
that some form of object-based spatial relatiorsimay also be encoded directly and
quite early. Reaction time data and eye movemewt$ indicate that multiple forms of
representations may be used to encode and retigget-locations.

Spatial relationships among objects have been shovire important for object
recognition in complex scenes (Chun & Marois, 2008man, 1996). Implicit spatial
memory has been studied with regard to perceptyakcbrecognition i.e. the contextual
cuing paradigm (Chun & Jiang, 1998), in which paptnts were required to perform a
visual search task wherein the spatial configuratibthe array elements (a target ‘T’ and
rotated ‘L’ distractors) was random or repeateds€ithe experiment. Participants were
found to respond faster to targets in repeated tharew configurations of the spatial
array (e.g., Chun & Jiang, 1998; Chun, 2000; Ol&oGhun, 2002). It is suggested that
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participants learn the invariance between the ionatof array elements and the target
location in the repeated configurations.

The aim of the current study is to assess, bothawebrally and
electrophysiologically, the effect of implicit spgtmemory on object recognition and to
identify sources that may underpin such memory.eHenplicit’ refers to incidental
rather than inarticulable learning. To date theas been little work investigating the
electrophysiological biomarkers of implicit spatraemory. The two experiments in the
current study both utilized the Spatial Grid Tablaged on the Milner paradigm; see
Methods section 2.2.2) to test participants’ objecognition memory explicitly, while
simultaneously testing implicit memory effects dfjext-location. Objects were encoded
one at a time in a three-dimensional spatial gsml,that participants never saw the
complete array, allowing for greater manipulatidrconditions and processing demands
at retrieval. All objects were presented in coleuth 3D rendering, and encoded and
retrieved from a stationary, oblique viewpoint whipermitted an egocentric (person-
centred) frame of reference. In the test phastjdiesl or ‘target’ object was presented in
its ‘correct’ (i.e. previous) location. Additiongllnovel or ‘distractor’ objects were also
presented in one of four random locations (i.etheeia familiar object nor location). In
Experiment 1 high-density, 128-channel EEG recaslivere used to investigate the
scalp waveform componentry and electrical dipoleirses associated with object-
location memory. ERP data were analysed and dipolgce localisation carried out
using BESA software. Experiment 2 was a behavioargleriment, utilising the same
Spatial Grid task but with the addition of two newewpoints from which participants

had to respond in the test phase.
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It is predicted that upon encoding object inforratparticipants will implicitly
record the object locations due to the influencéatfit (Caldwell & Masson, 2001) and
that this influence will have a beneficial effect performance. Thus, it is hypothesised
that response latency will be faster and resporsmiracy will be greater upon
presentation of target objects in their corree. (revious) location than target objects in
an incorrect location. It is also predicted thattipgpants’ performance will be similar
from the altered viewpoints in Experiment 2 theretiyninating scene recognition as a
valid explanation for effects observed in ExperimknSpecifically, in Experiment 1, we
predict that retrieval should engage temporal aredliat temporal lobe (MTL) areas
(Rocheet al., 2005). Consistent with previous studies of spatiamory (e.g. Owen et
al., 1996; Johnsrudet al.,1999), it is predicted that modelled dipoles Ww#l lateralised
in the MTL region, predominantly in the right MTCortically, we predict that the dorso-
lateral prefrontal areas will be active for allata (Goldman-Rakic, 1987) in addition to
the right posterior parietal lobe (Andersenal., 1985). Finally we predict task-based
modulations of the amplitudes and/or latencies BfPEcomponents associated with
spatial processing, particularly increased paragtapital P300 for correct location

presentations, consistent with the findings of Megjer et al. (1997).
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Experiment 1

High-resolution ERP mapping of cortical activationrelated to
implicit object-location memory

6.3 Methods

6.3.1 Participants

The patrticipants consisted of ad-hocsample of 20 undergraduate volunteers. The ages
of the participants ranged from 20-27 years (mege a& 21.6 years). Of these
participants, 3 were removed for excessive EEG/Edi@acts or head movements in
their data or for misinterpreting the method ofpa@sding. Of the remaining 17
participants, 7 were females and 14 were right-Bdnd\ll participants had normal or
corrected-to-normal vision and gave informed, wrntconsent before participation. The
experiment was conducted in accordance with thee@ddEthics of the World Medical
Association and the ethical standards of the Amaeriésychological Association (APA)

as well as abiding by the NUI Maynooth Universityigs Code.

6.3.2 Stimuli

The Spatial Grid Task was used for this experimeste General Methods section 2.2.2.
All stimuli were presented using E-Prime on an liiRentium 4 Processor (3.00GHz
CPU) and displayed on an LCD monitor. They condiste8 different objects. The task
consisted of two computer-generated environmen&p@ and Grass) each with 8
different objects and 8 distractors. Although eorinents and the objects they contain

were different, the task required the same memanctfons, and as no significant
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differences were noted between environments, thieawbeural paradigm will be
described in reference to a single environmentsk.t&he particular set of objects
presented (on Grass) included a bin, a bucket,s&hmx, a road-cone, a fire hydrant, a
tree, a tyre and a keg; distractors included agmhra microphone stand, a cactus plant, a

blender, a fire extinguisher, a stool, a lamp aed\aty/cinder block.

6.3.3 Procedure

After the electrophysiological preparation (seetrsection for details), participants were
seated 50cm from the LCD computer screen on them m a darkened, electrically
shielded and sound-attenuated testing cubicle (@504.80cm) with access to a mouse
for responses. A study block preceded a test bloskructions were presented on screen

prior to these blocks.

STUDY BLOCK

During the study block participants were askedtioysthe objects that appeared one at a
time in the environmental grid with two stationdandmarks and were told that they
would need to remember the objects for a subseqgeeagnition testNo reference was
made to the location of the objects)ly that the objects themselves had to be learned
The study block consisted of 64 trials of objeagentations. Each of the 8 objects was
presented in isolation 8 times in a pseudo-randednisrder so that consecutive
presentations of the same object did not coincidee temporal sequence of a trial
remained the same as in the previous experimentisamtisplayed in Figure 3.1. A
fixation cross was presented first for 750ms, feld by the spatial grid with landmarks

(e.g. lamp-post and water fountain) for 1500ms #ueeh the test stimulus was presented
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on the grid and remained onscreen for 2000ms. dyuke was repeated for the 64 trials.
Stimulus presentations were marked on the EEG deupiby transistor-transistor logic

(TTL) triggers.

TEST BLOCK

Following the 64 trials of object presentationsotiwer set of instructions was provided.
Participants were told to respond to previouslhyd&d (or ‘old’) objects that appeared
during the test block by pressing the left mousiadouwith their index finger. If a ‘new’
object (i.e. not shown in the study phase) waseortesl, then the right mouse button
should be pressed with their middle finger. For Tlest block, the sequence of a single
trial followed the same pattern as previously shaofiigure 3.1), with the stimulus
duration as the response interval, <2000ms. Tla$ $equence was repeated for 128
trials of object presentations. Three test condgiavere constructed using either the 8
‘old’ (studied) objects or 8 ‘new’ (distractor) @ugts and were presented in a pseudo-
randomised order, to test the implicit learningotiject locations. The first condition
(Target Object condition) involved the presentatwdreach of the 8 ‘old’ objects in their
previously studied or ‘correct’ location a total 4ftimes each (n=32 trials). The second
condition (Target Object-Incorrect Location conalifj involved the presentation of each
of the 8 ‘old’ objects in 4 allocated ‘incorrectidations (n=32 trials). The third condition
(Distractor condition) then presented 8 novel a@trdctor objects in 4 random locations
that were unfamiliar to the participant; these Balg were each repeated twice (n=64
trials). Accuracy and reaction times were both réed during the test phase of the

experiment.
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6.4 Results

6.4.1 Behavioural Data

As we found no significant difference between eowiment type (carpet and grass), the
mean participant accuracy for both experimentalirenments were combined to give
overall mean accuracy scores for each of the thtieeulus conditions (target object,
target object-incorrect location and distractoresbjcondition). Overall, accuracy was
high across the three conditions on both envirorisadtigure 6.1a shows the percentage
mean accuracy for each of these stimulus typesréCilocation targets: 97.6 :79%,
Incorrect location targets: 94.8 *1%, and Distractors: 97.7 8.75%). A repeated-
measures ANOVA was carried out to compare the meauracy across the three
conditions. The within-subjects effect revealed thare was a significant main effect for
Accuracy across stimulus types [F(2, 34)=3.281,.@50but subsequent paired-samples
t-tests found no significant differences betweemdtions. Reaction times (correct
responses only) are shown in Figure 6.1b and casebe to be quicker on average for
Correct location targets (737.86%¥.8ms) compared to Incorrect location target8.Z 8
88.4ms) and Distractors (774.680.1ms). A second repeated-measures ANOVA was
carried out to compare mean reaction time in tmeetltonditions. Reaction times were
found to differ significantly with stimulus type (& 36)=7.601, p=0.002]. Bonferroni
corrected t-tests found significant differenceswaetn Correct location targets and
Incorrect location targets [t(18)=4.250, p<0.005]jdaCorrect location targets and
Distractors [t(18)=3.261, p<0.05]. A comparisonmoéles’ and females’ performance

revealed no significant differences in accuracyearction time.
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* = p<0.05, ** = p<0.01, *** = p<0.001

An additional analysis of the reaction time data warformed to further assess the effect

of task-irrelevant locational information on objeetcognition performance. This was

conducted after a median split based on variancesaction times for correctly and

incorrectly located target objects resulting in tgroups of participants, one with a small

effect of object location on reaction time (Goodc&gnition Group) and one with a large

effect (Poor Recognition Group). The Good groupoasled on average 17.59ms slower
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to target objects incorrectly located versus arrage 87.67ms delayed response for the
Poor group. Testing whether the performance diffege between the groups was
significant, paired-samples t-tests revealed naoifsogint difference in reaction times
across stimulus-types for the Good group whereffisreinces were found for the Poor
group for Correctly vs. Incorrectly located targgts0.001) and Correct location targets
vs. distractors (p<0.01). Comparing reaction tirhesveen the groups using a mixed-
factorial ANOVA (Stimulus-type x 3 and Group x 3)significant effect of stimulus-type
was found [F(2, 28)=10.206, p<0.001] as well agrderaction effect [F(2, 28)=4.699,
p<0.05]. The between-subjects variable ‘group’ ajsglded a significant effect [F(1,
14)=8.665, p<0.05] confirmed in thgost-hoc Bonferroni test (p<0.05). A series of
independent-samples t-tests was used to compareGtuel Recognition and Poor
Recognition Groups on each stimulus-type. No sigait difference was found for
Correct location targets [Good Group M=712.9ms, 8804ms; Poor Group M=771.9ms,
SD=35.9ms t(14)=1.936, p>0.05] but significant eliéfnces existed for both Incorrect
location targets [Good Group M=730.5ms, SD=87.5mspr Group M=859.6ms,
SD=46.3ms t(14)=3.687, p<0.005] and Distractors d&oGroup M=738.9ms,
SD=69.2ms; Poor Group M=816.1ms, SD=64.3ms t(18EP. p<0.05]. These results
would suggest that performance differences in abgmognition were removed with the

aid of implicit spatial memory.

6.4.2 Electrophysiological data

Study vs. Correct location Test stimulhree waveform peaks were observed for Study
stimuli, a P1, N2 and P3. Similar peaks were @cifor Test stimuli with additional
post-P3 positivity (a P3b peak). The ERP wavefofondoth the Study and Test stimuli
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across parietal sites resembled those recordedPat(@isplayed in Figure 6.2a inset)
where an extra late positivity was seen for thet Bésnuli. To ascertain whether the
waveforms differed significantly between 450-650mslividual mean amplitudes were
collated for both stimulus-types over this timeemtl and subjected to a paired samples
t-test. The average mean amplitude elicited bySthuely stimuli was 2.45/ compared to
4224V for Correct location Test stimuli. A significandifference was found
[t(16)=4.681, p<0.0005] indicating the presenca &3b component uniquely elicited by
Test stimuli.

Test stimulus comparison&fter examining differences between ERPs related t
the study and test blocks, Grand Mean Average wawvef were generated for the
different stimulus-types presented in the test lblCorrect location targets, Incorrect
location targets and Distractors). These wavefaanespresented in Figure 6.2b for site
CPz. The latency difference seen here between atolweation targets and the other
stimuli was evident across centro-parietal scalpssfi.e. CP’'xx’ electrodes). Analyses
were conducted on the latencies of individual maximpeaks calculated between 0O-
1000ms from CPz (Mean latencies were 458.35ms,438%, 519.41ms for Correct
location targets, Incorrect location targets anstiactors, respectively). These maximum
peaks represented individual P300s and the avesiges a delayed response to objects
presented out of their studied locations. A repkateasures ANOVA yielded significant
differences in waveform latencies [F(2, 32)=4.5430.018] and a series of paired-
samples t-tests showed this difference existed dmwCorrect location targets and
Incorrect location targets [t(16)=2.607, p=0.019daetween Correct location targets

and Distractors [t(16)=2.438, p=0.027].
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Figure 6.2c shows the waveforms after this latetifference has been removed.
In order to correct for this difference and match tvaveforms temporally, the ‘Correct
location targets’ waveform was shifted 80ms in tinTéis figure now allows an
amplitude difference in the P3b to be seen. Howes@rANOVA using mean peak data
from the corresponding time intervals (480-580msduorrect location targets and 560-
660ms for the other stimuli), revealed that thiffedence was not significant [F(2,
32)=0.797, p>0.05].

The same latency difference can also be seen éoNthas well as the P3, and
appeared to be the consequent result of a P1 gmpresent for Correct location targets.
An ANOVA testing differences in mean peaks of coree waveforms over 150-200ms
was conducted; although a polarity difference canséen in the average mean peaks
relating to these stimuli (Figure 6.3), the ANOVAddnot reach significance [F(2,

32)=2.109, p>0.05].

Correct location targets INncorrect location Distractors
targets

Figure 6.3.Histogram displaying the averages of the individpaiticipants’ mean peaks for each test
stimulus type over the P1 time interval (150-200khough a P1 seems to exist for Correct location
targets the difference in amplitudes was not sicguift.
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Good Recognition Group versus Poor Recognition @rou

Using the median split of the data based on readiimes (see above), waveforms
elicited by each of the stimulus-types were caledafor both the Good Recognition
Group and the Poor Recognition Group. The latenffgrdnce in the rise of the P300
existed in both groups. This was confirmed with iaad-factorial ANOVA (Stimulus-
type x 3 and Group x 2) where a main effect of stum type was found [F(2, 28)=3.820,
p<0.05] but the between-subjects ‘group’ variakdd ho significant effect on P300 max.
peak latency. However, amplitude differences in B30 were observed between the
groups and tested for each of the stimulus-typesariamplitudes were calculated for the
time interval 300-500ms for Study and Test stinimliboth groups. Independent-samples
t-tests revealed significant differences in amplgs between the groups for Incorrectly
located objects and Distractors [t(14)= 2.824, PpS0.and t(14)=-2.966, p<0.05
respectively]. Upon presentation of these stimpiirticipants in the Poor Recognition
Group showed significantly lower P300 amplitudesead amplitudes for Correct
location targets did not vary significantly betwetre groups (see Figure 6.4). The
relationship between reaction times and mean P3@flitades was investigated using
Pearson product-moment correlation coefficient. réhevas a moderate negative
correlation between the two variables (r=-.431, §=4<0.005), with high amplitudes

associated with lower reaction times.
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6.4.3 Dipole Source Analysis

Models were generated from the Global Field elititer the Study stimuli and each of
the three stimulus types from the test block. Tdble shows the number of dipoles in
each model, their Talairach co-ordinates and tygnroximate locations (supplied by the
Talairach Daemon) and the Residual Variance (R\Wamh model. Figure 6.5a shows the
dipole model for the Study stimuli. The dipole gs@un for the Test stimuli (Correct
location targets) can be seen in Figure 6.5b. Dlece waveforms shown illustrate each
dipole’s contribution to the models. Figure 6.5cowh the dipole model for the
localisation of the P1 identified for Correct locat targets moving down through brain
space on the z-axis. In localising the P1, a gpoléi model consisting of bilateral frontal
and parahippocampal dipoles (along with an ocdigiipole and left temporal source)
accounted for ~90% of the variance. Like the sofufar the correct location test stimuli
above, the source waveforms relating to these gerershow P1 activity for the correct
location targets. No activity was seen when thilutgamn was used for the other test
stimuli. Source models were produced in a step-faskion by fitting sources with some
constraints. In most cases bilateral constraintsswihmetry were enforced with
anatomical constraints used to represent mediapdesh contribution to the models.
Attempts to construct a model without fixed sourtes to dipole migration from the
head model, resulting in implausible solutions.

A comparison of the models in Table 6.1 revealessiide differential temporal
lobe activations between study and test stimulpésar temporal vs. middle temporal),
and between correctly and incorrectly located dhinvhere frontal differences were also
observed (medial frontal vs. anterior cingulate)o Mifferences were seen (at the
structural level) between the models related toembriocation objects and distractors.The
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P1 localisation showed the greatest deviation ftbenother models with more frontal

lobe involvement (bilateral dipoles).

Table 6.1 Dipole model information for Study and Test stinsolutions.

Condition Dip. Talairach Co-ordinates Brodmann's Structure Figure
Area 6.7
Study Stimuli 1 -48.2 -35.7 3.1 BA22 L. Sup. Temporal Gyrus 0
300-600ms 2 48.2 -35.7 3.1 BA22 R Sup. Temporal Gyrus o]
(R.V. - 2.91%) 3 22.1 -78 25.6 BA31 R. Precuneus
4 -22.1  -78 25.6 BA31 L. Precuneus 0
5 1.6 447 224 BA9 L. Medial Frontal Gyrus 0
6 21 -20.1 5 BA28 R. Parahippocampal Gyrus
7 -21 -20.1 -5 BA28 L. Parahippocampal Gyrus 0
Test Stimuli 1 -51.1 -439 94 BA21 L. Middle Temporal Gyrus 0
(Correct location target) 2 51.1 -439 94 BA21 R. Middle Temporal Gyrus 0
300-600ms 3 181 -75 29.3 BA31 R. Precuneus
(R.V. - 3.24%) 4 -18.1 -75 29.3 BA31 L. Precuneus 0
5 -16.5 404 122 BA10 L. Medial Frontal Gyrus 0
6 21.3 -199 -47 BA28 R. Parahippocampal Gyrus
7 -21.3 -199 -47 BA28 L. Parahippocampal Gyrus 0
Test Stimuli 1 -52.9 -39.7 10 BA22 L. Sup. Temporal Gyrus 0
(Incorrect location 2 529 -39.7 10 BA22 R Sup. Temporal Gyrus 0
target) 3 198 -775 28 BA31 R. Precuneus
300-600ms 4 -19.8 -775 28 BA31 L. Precuneus 0
(R.V. — 4.04%) 5 -11.2 335 243 BA32 L. Anterior Cingulate Gyrus 0
6 21.3 -21 -4.8 BA28 R. Parahippocampal Gyrus
7 -21.3 -21 -4.8 BA28 L. Parahippocampal Gyrus 0
Test Stimuli 1 -51.1 -43.6 9.3 BA21 L. Middle Temporal Gyrus 0
(Distractors) 2 51.1 -436 93 BA21 R. Middle Temporal Gyrus 0
300-600ms 3 18 -7149 29 BA31 R. Precuneus
(R.V.-3.07%) 4 -18 -74.9 29 BA31 L. Precuneus 0
5 -16.8 404 122 BA10 L. Medial Frontal Gyrus 0
6 222 221 -49 BA28 R. Parahippocampal Gyrus
7 222 -221 -4.9 BA28 L. Parahippocampal Gyrus 0
P1 localisation 1 226 -36.2 -105 BA36 R. Parahippocampal Gyrus 0
(Correct location target) 2 -22.6 -36.2 -10.5 BA36 L. Parahippocampal Gyrus 0
160-200ms 3 374 424 3.4 BA- R. Inferior Frontal Gyrus
(R.V.—-9.61%) 4 -37.4 424 3.4 BA- L. Inferior Frontal Gyrus 0
5 -51.7 -39.8 1.9 BA22 L. Middle Temporal Gyrus 0
6 304 -774 279 BA19 R. Cuneus
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Figure 6.5Dipole models of the neural generators involvegriocessing) Study stimuli andb) Correct location Test
stimuli. Models for other test stimuli are descdlia Table 1. Source waveforms showing each difiotescourse are shown
for Study stimuli and (i) Correct location (i) lnorect location and (jii) Distractor stimuli. Théting epoch for these models
was 300-600ms (shown as the dark region in thecgowaveforms)) Source localisation of the P1 for Correct location
targets with dipole locations displayed over trasrse MRI slices at different slice selections anzfaxis

Note: the circle over Correct location Test stimlj-(i) identifies a peak in activation not seen focdrrect location (i) or
Distractor (iii) stimuli. This ‘P1’ is most promime for the right parahippocampal source but cansken for all sources in
the model.
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6.4.4 Summary of electrophysiological results

In summary, the ERP data showed measurable diffeseim brain activity related to
study and test stimuli, with additional prolongedttrelated parietal activity indicating
the presence of a P3b. A centro-parietal latenffgrénce was observed for test stimuli,
where correct location targets elicited faster pealP300 components. This difference
was preceded by earlier positive-going activitysgibly a P1) which was unique to the
correct location targets. The latency differenceswaot related to behavioural
performance, in that it was present even after aumrsplit based on reaction times.
Reaction time was instead found to have an effectP@00 amplitude with fast
responders showing larger amplitudes. Finally, @pmodels suggest that similar
structures were involved across conditions withntay temporal, parietal and
parahippocampal sources appearing in each modelet, differences in the temporal
activation of these structures were observed. R&tance, the source waveforms related
to the fixed parahippocampal dipoles revealed thesiple earlier involvement of this
area for the correct location targets.

The findings of this experiment will be discussddtl@ end of this chapter
alongside the results of the following experimeritickh was undertaken to account for

the possible confounding influence of scene redagni
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Experiment 2

Behavioural investigation of implicit object-location memory
using shifted-viewpoints

6.5 Methods

6.5.1 Participants

Twenty-three participants were chosen inahhoc manner, all aged between 20-21
years (14 females). All participants had normaktorrected-to-normal vision and gave
informed, written consent before participation. Thgperiment was conducted in
accordance with the Code of Ethics of the World MaldAssociation and the ethical

standards of the APA as well as abiding by the Ntdinooth University Ethics Code.

6.5.2 Stimuli

The Spatial Grid Task was used for this experimeste General Methods section 2.2.2.
All stimuli were presented using E-Prime on an liiRentium 4 Processor (3.00GHz
CPU) and displayed on an LCD monitor. They condisié 8 different objects and 8

distractors. The particular set of objects pres@nwere a bin, a bucket, a post-box, a
road-cone, a fire hydrant, a tree, a tyre and a &ed distractors were a parasol, a
microphone stand, a cactus plant, a blender, aefitenguisher, a stool, a lamp and a

cinder block.
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6.5.3 Procedure

The Study Block in the procedure remained unchar{§ee Experiment 1 above). The
Test Block was also similar to Experiment 2 withc8nditions 1) familiar objects
presented in old (correct) location 2) familiar extis in novel (incorrect) location and 3)
novel objects presented in random location. Howeleerthis experiment we included a
number of viewpoints with the addition of 9@ft and 90 right. The test block consisted
of a 12 trial practice from the studied viewpoialldwed by 96 trials where participants
performed the task as described above from theest) viewpoint as well as 90eft

of the environment and 9Qight of the environment. Each of the 8 study otge
appeared twice in each viewpoint (once in theirrexdr location and once in their
incorrect location) and the 8 distractor objectsesped twice in each viewpoint. (8 study
objects x 2 locations x 3 viewpoints) = 48 trial¢8+distractors x 3 viewpoints x 2) = 96

trials. Response procedures did not change betexgmriments.
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6.6 Results

6.6.1 Behavioural Data

Individual mean accuracy scores for each of theettstimulus conditions (target object,
target object-incorrect location and distractoreahb)j for each of the viewpoints (study,
9@ left, 9C° right) were collated for comparison. Overall, aemy was high across the
three conditions regardless of the viewpoint frofmol participants were tested. Figure
6.6a (top panel) shows the percentage mean acctoa®ach of these stimulus types
scored from the Study viewpoint (Correct locati@argets: 98.4_+1.2%; Incorrect
location targets: 91.3 8.4%; Distractors: 98.1 9©.72%) and the novel viewpoints
(Correct location targets: 95.1 %.7%; Incorrect location targets: 92.4 32%;
Distractors: 97.6 9.75%). A repeated-measures ANOVA was carried@abmpare the
mean accuracy in the three conditions across tlee thiewpoints. The within-subjects
comparisons revealed no main effect of stimulugtgp viewpoint but a significant
interaction effect was found for stimulus x viewpoi[F(4, 88)=4.135, p<0.005].
Subsequent Bonferroni-corrected paired-samplests-tlound a significant difference
between Correct and Incorrect location targetstifier Study viewpoint [t(22)=3.026,
p<0.05] (see Figure 6.6a top panel). The changeidawpoint to the novel view only
significantly affected performance for Correct lboa targets, with accuracy
significantly lower for the new view trials [t(223=761, p<0.01]. When paired-samples
comparisons were made between stimulus-types regardf viewpoint, accuracy was
found to be significantly diminished for the Incect location condition compared to
Correct location [t(68)=3.187, p<0.05] and Distaacstimuli [t(68)=2.918, p<0.05] -
Bonferroni-corrected (see Figure 6.6a-bottom panel)
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Reaction times (from accurate trials) are showRigure 6.6b (top panel) and can
be seen to be quicker on average for Correct lotatargets (653.43 £2.86ms)
compared to Incorrect location targets (721.922t43ms) and Distractors (715.72 +
13.71ms) from the Study viewpoint, and Correct fmratargets (702.19 24.26ms)
compared to Incorrect location targets (744.431+7/2ms) but not Distractors (694.15 +
15.14ms) from the novel viewpoints. Figure 6.6bti{@m panel) shows mean reaction
time grouped by stimulus-type (Correct locationgés 685.94 +14.51ms; Incorrect
location targets 736.93ms 1#7.51; Distractors 701.34 8.94ms). A repeated-measures
ANOVA revealed that reaction times differed sigeafintly with stimulus-type [F(2,
44)=4.821, p<0.05] but no main effect was foundvi@ewpoint. An interaction effect of
stimulus x viewpoint was also found [F(4, 88)=9.4p30.001]. Bonferroni corrected t-
tests comparing reaction times in trials from thed$ view found significant differences
between Correct location targets and Incorrecttiondargets [t(22)=4.356, p<0.01], and
between Correct location targets and Distract@22]£3.398, p<0.05]. Participants were
also found to respond significantly faster on tloget view trials when the target object
was correctly (versus incorrectly) positioned [§22895, p<0.05]. Participants’ reaction
times were slower, on average, for the novel viamggocompared with the study
viewpoint, significantly so for Correct locationrgets [t(22)=2.657, p<0.05] and
Distractors [t(22)=2.810, p<0.01] but not for Incmt location targets. Comparing
stimulus-type regardless of view (Fig 6.6b-bottoamel) revealed a significant difference
between Correct and Incorrect location targets8)t8.858, p<0.01] — Bonferroni

corrected.
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6.7 General Discussion

Behaviourally, it was expected that in both experits response accuracy would be
greater and response latency would be faster upeseptation of studied or target
objects in their correct location than target otgen an incorrect location. The pattern of
accuracy data found was similar to item-contexbeaission tasks (Rugegt al., 1998)
where accuracy was greater for target objectsair torrect location than those placed in
an incorrect location. Accuracy data from Experitmemere found to differ significantly
after an ANOVA was performed but subsequent nonisognt t-tests provided no
clarification. Reaction times differed significantis predicted, with correct targets being
identified the fastest. Experiment 2 was undertaleerallay criticisms that the effects
observed in both the behavioural and the ERP data Experiment 1 were due to simple
scene recognition. Specifically, trials where tlesttobject appeared in its correct or
studied location would be recognized as a scenegamed to trials in which object or
object location had changed from the study phasere&view of the behavioural data
from both experiments it can be argued that, aljhagcene recognition may play a role,
the effect of viewpoint on memory differs from tledfect of stimulus location. The
viewpoint changes in Experiment 2 lead to someeadesas in overall performance but the
pattern of performance across stimulus-types wasdasiin the old and new viewpoints.
In addition, reaction times differed significantlyith stimulus-type but no main effect
was found for viewpoint. In both experiments theses no difference in accuracy scores
between targets and distractors, suggesting tleapd#hnticipants clearly understood the
instructions of the task. The reaction time da& @armore useful measure of whether
implicit learning occurred and based on the dap@nted there is a strong argument this
was the case. Indeed, in the alternative analyts the median split (in Experiment 1),
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reaction times were shown to differ significantty the object recognition task but these
differences were nullified when the object was pn¢ed in its original location. Among
the characteristic differences between explicit andlicit memory, outlined by Reber
(1993), is the low variability (individual differees) in implicit learning and memory
compared to explicit learning and memory. The vargabetween the ‘Good Recognition
Group’ and ‘Poor Recognition Group’ seemed to bpetieent on whether the objects’
spatial location was (re)presented. This varianas &lso seen in the ERP findings where
amplitude differences observed between the groupee ot present when objects
appeared in their correct locations. The resulsnfrERP and source data will be
discussed separately in subsections relating mauiis processing and stimulus type. A
more general discussion will follow including aralebration on the sex differences
identified.

Encoding. The processing of the Study stimuli elicited a ®3@entified over
parietal scalp electrodes. The P300 componenbiggtht to be composed of several parts
that reflect an information processing cascade vétemtional and memory mechanisms
are engaged (Polich, 2007). The model describedPdich (2007) posits that “the
P300” comprises an early attention process stemriom a frontal working memory
representational change to produce the P3a. Thstiati-driven stimulus signal is then
transmitted to temporal and parietal structureateel to P3b. Dipole source analysis
revealed a distributed network involving frontadrigtal, temporal and medial temporal
sources. With an RV of <3%, the model generatecdcount for the scalp pattern
recorded for Study stimuli includes regions thatyrba involved in processing verbal
attributes of the objects (frontotemporal) as veall spatial aspects of the environment

(medial-temporal and parietal).
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Retrieval. Differences between the ERP waveforms elicitedShydy and Test
stimuli could be seen in the extended duration 3@@Ppositivity for Test stimuli most
likely indicating additional stimulus evaluationggessing and response selection. The
processing of the Test stimuli led to a latencyedénce in the elicitation of a parietal
P300, dependent on object-location variance froemghcoding phase. P300 latency is
thought to index classification speed, which ispamional to the time required to detect
and evaluate a target stimulus (Kuttsal., 1977; Maglieroet al., 1984). The latency
difference was significant, where earlier positgang fluctuations were recorded for
Correct location Targets. So in addition to thectea time data, participants
physiologically classified test objects more qujckthen they were presented in their
studied location. Source analysis showed the samsaitilar) neural generators were
involved in retrieval of test objects regardlessstmulus type. Therefore the latency
difference reveals an earlier activation of an ulytley process or network which recruits
the same areas. These areas, namely frontal (B32)0and temporal gyri (BA21, 22),
precuneus (BA31) and parahippocampus (BA28) wese attive for the encoding of the
Study stimuli. Before discussing possible neuralegators, it must again be noted as it
has been in previous chapters, that the dipole lmadported here are approximations of
source activity and as such they are merely suggesif a structures possible
involvement.

BA28 denotes a specific area of the parahippocamihgs entonrhinal cortex
(EC). The EC provides the critical input pathwaytlms area of the brain, linking the
association cortices to the hippocampus. It alseiges the pathway for signals returning
from the hippocampus to the association cortices @ its role as a major convergence

zone, both for object information arriving from pbkmal cortex and spatial information
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arriving from parahippocampal cortex, its functionobject-location memory has been
tested in numerous studies in rats (Parron & S2084; Parroret al., 2006), primates
(Insausti et al., 1987; Suzuki & Amaral, 1994; Suzet al., 1997) and humans (Haist,
Bowden & Mao, 2001; Miller, Lai & Munoz, 1998).

BA31, which is positioned between the cingulate spiénial sulci, includes both
posterior cingulate (a.k.a. retrosplenial) and pneate cortices. The precuneus has been
implicated in spatial attention (Let al., 1998), allocentric spatial memory (Fringsal.,
2006), mental navigation (Ghaeat al, 1997), real-world navigation (Suzukt al.,
1998) and visual imagery in episodic memory re(tlickneret al.,1995; Fletcheet al.,
1996; Halsbancet al, 1998). The principal extraparietal corticocaticonnections of
the precuneus are with the frontal lobes (Cavanrgigble, 2006). The precuneus has
reciprocal projections to the pre-frontal cortexvesl as superior temporal sulci, areas
also included in the dipole models.

Frontal regions, such as mid-prefrontal area (BAd) anterior cingulate cortex
(ACC- BA32) are posited to be involved in a cogréticontrol network for processing
context and monitoring performance (Gutchessl., 2007; Ridderinkhokt al., 2004)
and working memory in general. The shift in frongdtivations to the ACC during
Incorrect location Target processing may indicatasik-difficulty increase or an increase
in self-monitoring or error processing. Behaviolyrainost errors occurred for these
stimuli. Activation of the ACC has recently beerwin for errors made with and without
awareness (Hestet al, 2005).

Temporal activations were more superior than exukdor object processing.
Dipoles were located bilaterally either in middle smwperior temporal gyri (BA21/22).

The inferior temporal gyrus is one of the higherels of the ventral stream of visual
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processing and there are an extensive number diestinighlighting this area’s role in
object representation (Gross, 1994; Wachsmuth .et1804). However, Duzedt al.
(1999) conducted a PET and ERP co-registrationystudlistinguish between the neural
correlates of task-related (episodic/semantic) dech-related (old/new) processes of
memory retrieval. They reported temporal lobe ation in BA21 for the semantic
retrieval task. This co-occurred with left frontadtivations similar to those found in the
current study. The easily accessible semantic ptiegeof the unambiguous objects used
in the current study may have been responsiblethder unpredicted temporal lobe
activations.

As mentioned above, processing of test stimuliuiged very similar brain areas
leaving the latency difference to be explainedhdiltgh significance was not reached in
the comparison of P1 amplitudes across stimulugstyjt is posited that the earlier
activation which occurred for Correct location Tetg was associated with a P1,
specifically related to same-location facilitatiofihis component can be seen in the
source waveforms relating to the dipole models isubnly evident for the model
pertaining to Correct location Targets. In partaculputative activation of the right
parahippocampal gyrus can be seen to occur whetetheobject was presented in its
‘correct’ location (Fig. 6.5b-(i)). Localising th&1 for Correct location Targets
separately, bilateral sources were found in BA3fdhippocampal cortex), the area that
relates spatial information on to the EC. Frontadl aemporal generators were again
identified. A source in the cuneus suggests pracgssarlier in the visual system before
the parietal processing documented in the precuigben this model was applied to the
other test stimuli over the same fitting interva$@-200ms), the RV was >50%, a further

indication of the importance of these activatiooisthe latency effect to occur dependant
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on implicit location memory. Activations of the Ippcampus would suggest the
involvement of explicit memory. The MTL dipoles ¢aadict previous research which
has shown a differentiation in terms of brain areaslved in explicit and implicit
memory, with activations of the medial temporaldsldor explicit and the basal ganglia
for implicit (Hondaet al., 1998; Poldraclet al, 2001). However, some argue that MTL
pathology produces implicit memory impairment théien goes undetected (Ostergaard
& Jernigan, 1993; Ostergaard, 1999; Jernigaml, 2001) and a number of functional
magnetic resonance studies have reported mediglor@nlobe activation in implicit
learning (see for review, Forkstam & Petersson5200

Here, we demonstrate, both behaviourally and phygically, that humans can
classify objects more quickly when using impligtatial memory. As the task was an
object recognition task with reaction time beingeamplicit measure of performance, the
P300 amplitudes may represent task proficiency, nesan amplitudes correlated
significantly with reaction time. Differences obged in object recognition proficiency
were absent if objects were presented in their ecoriocation. Correct location
presentations implicitly aided object recognitian they removed both behavioural and
electrophysiological performance differences. Awwek of structures was identified in
frontal, parietal and temporal areas with subdorisi of the parahippocampus playing a
crucial role in the implicit recognition of locatioand its facilitation of concurrent
explicit object recognition. In conclusion, we poge an electrophysiologically based
model of implicit spatial memory which demonstratke influence of object-location
memory on P300 latency and amplitude, and the itapoe of this component as well as

earlier spatially-related components for objecbggition.
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Chapter VI

Electrophysiological correlates of
object and spatial memory:
Dissociations and interactions
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7.1 Abstract

Exactly how are objects and locations bound togethethe brain to form coherent

object-location memories? This question is certvadin enduring debate, underway not
only in the spatial cognition literature, but alstbecting research into general episodic
memory. This final chapter outlines a study whicbhed this question using a cueing
paradigm assessing memory for objects and locatiddsth behavioural and

electrophysiological responses to these events alscecompared to those from uncued
blocks of object-location pairs. Cued locationsevierund to engage frontal and temporal
cortices along with more posterior and parahippguamareas, the recruitment of which
may have aided performance on these trials. Silpilaued objects engaged frontal and
temporal cortices but no medial temporal activittaswseen during these trials.
Performance on the paired stimuli was found to &eeddent on the congruence of the
pairs. These stimuli engaged a subset of the aeas for the separate location and
object presentations. These areas, localised toinvihe frontal cortex and around the
temporoparietal junction, are posited to be invdlva the binding of objects and

locations, bridging the separate processes caotgdn the dorsal and ventral streams.
The findings are discussed in relation to qualmatidifferences in the questions

effectively posed by the cues — namely ‘what gae™ versus ‘where does this go?’
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7.2 Introduction

The Spatial Grid Task has been demonstrated to usefal tool for investigations into
small-scale spatial memory. Specifically, it is fusefor studies of object-location
memory. The experiments presented so far have grdbhe spatial side of this
relationship while largely ignoring the ‘object’eshent of these memories. Knowing
‘what is where’ concerns the question of how fesduare bound together to form
complex memories (Chalfonte, Verfaellie, JohnsorR&iss, 1996). A study of spatial
representation is not complete without an analgdihiow representations deal with
binding spatial and object memory in the brain.

Locations are remembered for their utility, usudlgcause what they contain is of
interest or importance. Every location has a plasproperty and every object has a
spatial component. Object-location memory reflettts multi-attribute nature of the
visual world. As we navigate, we use locationabiniation as both the guide and the
goal but object-location memory differs from thendkiof spatial memory used for
navigation in a number of ways. It has no needafstored temporal order or sequence of
information; it is merely a description of wherants are in space, not how to get to
them (Postma, Kessels & van Asselen, 2005). Olpeettion memory depends on a
variety of component processes such as object gsowg spatial-location processing (or
memory for the locations of individual items) an@mory for the binding of objects in
occupied locations (Puglisi, Park, Smith & Hill,88). These three component processes
(object, spatial, binding) are included in the fumegal analysis of object-location
memory (shown in Figure 7.1a) presented by PoskKrasels and van Asselen (2004).

Since the initial dissociation of the ventral andrshl streams by Ungerleider and
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Mishkin (1982), a large number of studies have bBoug separate these object, spatial

and binding processes into the ‘what’ and ‘whewrghgvays (Figure 7.1b).

Object Processing

Object Recall
or Recognition

Spatial Location Processing

Categorical Co-ordinate
Positions
Grid Only

Binding
Objects to
Locations

Object to
Position
Assignment

Combined

A

b)

Figure 7.1 a)A functional analysis of object-location
memory proposed by Postma, Kessels and van Asselen
(2004). Rectangular shapes depict processing coemgsn
Grey boxes show the tasks presumed to assess these
component$®) Propagation of the ventral (what) and dorsal
(where) streams from primary visual areas firstritited by
Ungerleider and Mishkin (1982). More recently itsHaeen
argued that certain forms of spatial processingrogcooth

streams (Milner & Goodale, 1995)

180

A




Smith et al. (1995) observed that object working memory actddeft parietal
and temporal areas, whereas spatial working menactivated right-sided occipito-
parietal and prefrontal areas. Vandenbergihal (1996) reported consistent deactivation
by familiar (compared with novel) images in a ‘stm@ stretching from the lateral
occipital gyrus along ventral temporal cortex te thppocampus. Other human imaging
studies also suggest that the more ‘cognitive’ edamvolved in object identification
activate more anterior and ventral areas in thenbftudies involving ERP (Allisoet
al., 1994), PET (Sargent, Ohita & MacDonald, 1992) &M&I (Puceet al., 1995) have
all reported selective activation in response tgecis and faces in the ventral stream.
More recently, Reddy and Kanwisher (2006) descrithedcoding of objects (based on
familiarity) in a sparse, clustered manner by taetkal stream.

A hemispheric dissociation has also been suggesteecognising objects from
familiar and novel views but debate continues awtiether right hemispheric structures
hold exemplar representations (Burgund & MarsoBQ0; Marsolek, 1999) or allow the
processing of non-canonical views (Layman & Greelr8#88; McAuliffe & Knowlton,
2001; Warrington & James, 1986; Warrington & Tayld973, 1978). Laeng and
colleagues (1999) argue that the left hemispherenmes superiorly for encoding objects
in novel, contorted poses, whereas the right hemeigpis better in encoding familiar,
conventional poses of objects. In a recent reviévolgpect-location memory studies,
Postma, Kessels and van Asselen (2008) concludeotijact memory is most likely
underpinned by ventral cortical areas and preftatdesolateral areas. They also suggest
that the debate about lateralization patterns negdmplicated by the fact that object
identities can often be memorized by means of Vextdes and this may lead to the left-

hemispheric contributions observed by some reseesdkee Stewaet al.,2001).
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The dorsal contributions to spatial memory havenbdiscussed throughout this
thesis. Egocentric and allocentric coding engadferdnt neural circuitries and it is the
viewer-centered, egocentric encoding of space liaatbeen shown to recruit a fronto-
parietal network along the dorsal stream (Commitéral, 2004; Galatiet al, 2000;
Wilson, Woldorff & Mangun, 2005). Smith and Jonidd997) and Wilsoret al. (1993)
both reported that encoding locations in memoriesepredominantly on the posterior
parietal cortex implicating the dorsal stream. &pddcation processing along the dorsal
stream has been assessed by experiments testihngcbotdinate (e.g. Postma & De
Haan, 1996) and categorical (e.g. Kesstlal., 2004) position memory. Kessets al.
(2002) and more recently van Assekdnal (2008) tested groups of stroke patients with
lesions in the temporo-occipito-parietal area. Bsitidies observed that right-hemisphere
damage adversely affected exact positional recoctsin.

Despite the general agreement regarding the rdlekeoindividual object and
spatial processing pathways, the degree to whiebetlstreams’ are interconnected and
the possible areas involved in the resulting cogeet processing are still topics of
debate. We revert back to Figure 7.1a and therl®me which encapsulates the binding
problem. Baddeley (2000) proposed an episodic buffevorking memory that acts as an
extension of the central executive (CE) in integgatinformation from a number of
different sources into coherent episodes. Althotlnghepisodic buffer is anatomically ill-
defined, it does suggest the involvement of higireler prefrontal CE mechanisms in the
binding of information. Neuropsychological eviderfoe the involvement of the frontal
lobes in information binding has been reported Impmber of researchers (e.g. Mitchell
et al.,2000; Piekemat al.,2006; Prabhakaraet al, 2000). Prabhakaran and colleagues

(2000) reported greater activation in dorsolatprafrontal cortex (DLPFC) for retention
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of letter-location bindings than for separate raten of letters and locations. Other
previous investigations have instead reported gtremidence for posterior parietal
involvement in encoding and maintenance of objectdion relationships (Piekens
al., 2006; Todd & Marois, 2004; Xu & Chun, 2006). Resbars investigating multi-
sensory integration using functional imaging (Cehet al., 2001; Lewiset al., 2000;
Miller & D’Esposito, 2005) and electrophysiologidaichniques (Molholnet al., 2006)
have also reported contributions from the parileta¢s for the binding of information.

In addition to frontal and parietal involvementelemaet al. (2006) suggested
the right hippocampus participates in short-terrmmey maintenance of object-location
associations. The relational view of memory suggtsit the hippocampus is particularly
important in linking previously unrelated piecesimfiormation, such as the relationship
between an item or event and the learning contaxhetween different elements that
make up an event (Eichenbaum & Cohen, 2001; Ru@uterland, 1995; Sutherland &
Rudy, 1989). It is generally agreed that structureshe MTL play a critical role in
forming long-term relational memory representatiofichenbaumet al., 1994).
Evidence implicating the hippocampus in short-teatention of relational memory is,
however, also mounting in the neuropsychologidarditure (e.g. Hannulat al., 2006;
Hartleyet al.,2007; Kanet al.,2007; Olsoret al.,2006). For example, Kaet al. (2007)
tested hippocampally damaged patients and contritfsa recognition test where items
were cued correctly or incorrectly based on presiplearned cue-target presentations.
Only the controls benefited from the associatiferimation provided by the correct cues
supporting the role of the hippocampus in shomitezlational memory.

Van Asseleret al. (2008) have argued that two binding mechanismsirg

distinguished based on the locational processinglwed, suggesting coordinate and
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categorical binding processes. With this in minasthha, Kessels and van Asselen (2008)
updated their earlier functional model of objeatdtton memory (Postma, Kessels & van
Asselen, 2004 — Figure 7.1a) assigning anatommgibns to the proposed processes.
Figure 7.2 is a reproduction of their model. Theighlght dissociations across
hemispheres as well as visual processing streamsinaplicate the hippocampus as

crucial for object-location binding.

LEFT HEMISPHERE RIGHT HEMISPHERE

Working-memory processing

Categorical position coding

Coordinate position coding

Abstract, noncanonical Viewpoint-dependent,
object recognition canonical object recognition
N
J R HIPPOCAMPAL FORMATION f e
~.._,_,./J k-.,,:;;x
Cotegorical object-location binding Coordinate object-location binding
Episodic binding Positional mapping

Spatial navigation

Figure 7.2 The neurocognitive model of object-location menproposed by Postma, Kessels and van Asselen (2008)

Many studies have investigated attentional mechamiacross the two visual
processing pathways. There is now clear eviderara Bpatial cueing studies supporting
the idea of a space-based system of attentionPexgning, 1988; Martineet al., 2006;
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Muller & Findlay, 1987; Posner, 1980) and anothigjeot-based component (see Schoall,
2001; also Cave & Bichot, 1999, for reviews) withdence coming from cued detection
and cued discrimination tasks (e.g. Brawn & Snowd2®00) and negative priming
studies (e.g. Tipper, Brehaut & Driver, 1990). Hoe it is not clear how both systems
can work in an integrated way within the visualteys. In a PET study, Fin&t al
(1997) found that object-based and space-basedtiatte share common neural
mechanisms in the parietal lobes, in addition 8k tgpecific mechanisms in early visual
processing areas of the temporal and occipitalddbee also Arrington, Carr, Mayer &
Rao, 2000). Soto and Blanco (2004) recommend thairder to study adequately both
attentional components, at least four experimesaatitions should be compared within
a single task. The four experimental conditionsgested are cued vs. uncued location,
and cued vs. uncued object. In their experimenty Sod Blanco (2004) found that both
spatial and object cueing effects (i.e. attentisr®re focused by both location and
perceptual gestalts. Responses were faster whegetdamwere cued correctly, with
selection by location being primary over objectdzhselection.

The current electrophysiological study is desigrnedassess object-location
memory using cued presentations similar to thogberselective attention literature (see
also Kanet al., 2007). In this study, however, objects are usedcie location
recognition (BLOCK 1) and locations are used to obgect recognition (BLOCK 2).
This allows for comparisons of responses to cageutd incorrectly cued locations and
objects. Participants’ performance on paired oHmzation recognition trials is also
assessed (BLOCK 3). The three-block design of xpe@ment enables investigation into
object-location processing compared to processingotated objects and locations. This

investigation involves the calculation and assessmoé super- or subadditivity in the
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ERP responses (see Stanfetdl, 2005). This method is routinely used in multhsery
integration studies, where responses elicited bsehsory stimuli are compared to the
sum of the responses elicited by the uni-sensangtdoents of the bi-sensory experience
(e.g. Foxeet al.,2000; Molholmet al.,2002). In order to investigate binding in object-
location memory, the current study will assess tadtyi by comparing behavioural and
electrophysiological responses to locations wigpo&ises to objects as well as responses
for paired stimuli (i.e. object-in-location presatidns).

It is predicted that responses to objects and imtaiwill be dissociable along the
ventral and dorsal processing streams, respectiRelgognition of correctly cued objects
and locations is predicted to involve frontal, ptal and medial temporal processing, as
one element (i.e. test stimulus) is evaluated wté other (i.e. cue) in mind. The
associative information provided by the correct scus predicted to recruit the
hippocampus and enhance recognition of targets amdpto the misinformation
provided by incorrect cues. The presentation ofgoastimuli is predicted to have a
beneficial effect on the recognition of its constint parts (i.e. object and location). The
lateralisation of the electrophysiological respas®y be informative regarding the type
of locational processing involved in object-locatiomemory (right-hemispheric
coordinate or left-hemispheric categorical) and deershed light on the binding
mechanisms involved in the Spatial Grid Task. Basegrevious results it is predicted

that responses will be right lateralized, indicgtihe use of a coordinate strategy.

186



7.3 Methods

7.3.1 Participants

The participants consisted of ad-hoc sample of 12 undergraduate volunteers (4
females). The ages of the participants ranged &r27 years (mean age = 23.75years).
After data screening, one participant’'s data wamored from ERP analysis due to
excessive EEG artifacts. All participants were righnded, had normal or corrected-to-
normal vision and gave informed, written conserfbi®e participation. The experiment
was conducted in accordance with the Code of Etbficke World Medical Association
and the ethical standards of the American Psycledbd\ssociation (APA) as well as

abiding by the NUI Maynooth University Ethics Code.

7.3.2 Stimuli

The Spatial Grid Task was used for this experimesge General Methods Section 2.2.2.
All stimuli were presented using E-Prime on an liiRentium 4 Processor (3.00GHz
CPU) and displayed on an LCD monitor. They condisté 8 Target objects and 8
distractors. The particular set of objects presgimcluded a bin, a bucket, a post-box, a
road-cone, a fire hydrant, a tree, a tyre and admt) distractors included a parasol, a
microphone stand, a cactus plant, a blender, aefitenguisher, a stool, a lamp and a

cavity block.
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7.3.3 Procedure

After the electrophysiological preparation (see fitea 2 for details), participants were
seated 50cm from the LCD computer screen on them m a darkened, electrically
shielded and sound-attenuated testing cubicle (h504.80cm) with access to a mouse
for responses. A study block preceded a test bloskructions were presented on screen

prior to these blocks.

STUDY BLOCK

Participants learned eight objects and their looati in a computer generated
environment during a study block (32 trials). Eadhthe 8 objects was presented in
isolation 4 times in a pseudo-randomised orderhab ¢onsecutive presentations of the
same object did not coincide. The temporal sequeheetrial was the same as previous
experiments (see for example Chapter 3, Figure B.fixation cross was presented first
for 750ms, followed by the spatial grid with twantimarks (e.g. lamp-post and water
fountain) for 1500ms, and then the study stimulas wresented on the grid, remaining

onscreen for 2000ms. This cycle was repeated &8htrials.

TEST BLOCK

For the test block participants were either cueith \&n object and required to respond to
a location(LOC), or cued with the location and required to resptnthe objec{OBJ).
There were 112 trials in each block where the dlpedocation was correct or incorrect
with reference to the cue i.e. 56 matches and Sénatiches. Presentation of blocks LOC
and OBJ were randomised. Finally participants werpiired to respond to both object
and location after seeing a paired presentgf®iR — (obj), (loc)) — 64 trials.The trial

sequence for the test blocks can be seen in Fig8re
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A fixation cross was presented for 750ms, followsd the spatial grid with
landmarks for 1500ms. Then tlweie was presented in the LOC and OBJ trials for
1000ms. The landmarks then appeared for 750ms ébéffieprobe stimulus (object or
location) was presented for 2000ms — this was #@spanse interval and a response
terminated the trial. In the PAIR trials, a fixaticcross was presented for 750ms,
followed by the spatial grid with landmarks for O58s and then thpair stimulus was
presented for 1000ms before participants respontaléde questions (obj — OBJECT?)
and (loc — LOCATION?), each presented for 1000nte presentation of the questions

(obj) and (loc) was randomised and counter-balanced

7.3.4 Data Analysis

For the cue-probe trials ANOVAs were used to assdésrences in performance with
the variables Cue Type (2 levels: obj + loc) andtda2 levels: match + mismatch).
Match refers to the stimulus type for which resgsnwere made i.e. whether participants
were responding to a stimulus that was a corredchméor the cue or a mismatch.
Participants’ performance was examined for the pais using an ANOVA with the
factors Pair Type (4 levels) and Response Quegfdevels: Object + Location). The
pairs were 1) Responding to a correct stimulus feotorrect pair (CC), 2) Responding to
a correct stimulus when its paired stimulus wasirect (Cl), 3) Responding to an
incorrect stimulus when its paired stimulus wasredr (IC) and 4) Responding to an
incorrect stimulus from an incorrect pair (ll). Rawvere taken from responses to the first

guestion (either ‘object?’ or ‘location?’) as thessponses were not primed.
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Figure 7.3The three test blocks presented to participant:
LOC required a response to a cued location; OBlinexyl

a response to a cued object and PAIR required nesg® = response window
to both object and location. The coloured borddrsve P

ERP recording epochs.
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7.4 Results

7.4.1 Behavioural Data

Cueing effects - LOC vs. OBJ:

The effect of cueing objects versus locations wagstigated for accuracy scores and
reaction times. Accuracy was not significantly eifnt across cueing conditions or for
matches and mismatches. When response times walyesaah for cued locations (LOC)
and cued objects (OBJ), significant main effects @ue Type (LOC, OBJ) [F(1,
11)=10.686, p<0.01] and Match (match, mismatch) [F(1)=26.082, p<0.001] were
found (Figure 7.4). Locations were recognised $icgmtly faster than objects and
correct matches bore significantly faster respaises. Bonferroni corrected paired-
samples t-tests were significant for correct mdt€C vs. correct match OBJ t(11)=-
4.756, p<0.005, correct match LOC vs. mismatch t(@)=-3.830, p<0.05 and correct
match OBJ vs. mismatch OBJ t(11)=-3.767, p<0.0®Jshin Figure 7.4). Differences

between mismatched locations and mismatched oljettsot reach significance t(11)=-

2.168, p>0.05.
*% e Resp(_)nding
900 T * to Object
800 I * Responding
TRCE ; { " 6 Location
= ]
|: m 600
L 8 500 B Match
2 x 400 - Mismatch
8 L 300
i
W <C 200 A
4
100
0
OBJ LOC

Figure 7.4 Comparison of mean response times+/- SEM fromitstetfvo test blocks where
subjects were responding to a cued object (OB&ued location (LOC). Responses were made for
stimuli matching the cue i.e. for stimuli that cdeted a studied pairing, or for mismatches.
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Pairing effects - PAIR(loc) vs. PAIR(obj):

An analysis of the accuracy data revealed a siamfimain effect of Pair Type (i.e. CC,
Cl, IC, 1) on accuracy [F(3, 33)=5.138, p<0.008)articipants showed significantly
higher accuracies for correctly paired stimuli (g 7.5a). Bonferroni corrected t-tests
confirmed this, highlighting significant differere®etween CC vs. Cl pairs t(23)=3.599,
p<0.05 and CC vs. IC pairs t(23)=3.288, p<0.05. fideponse times for each pair type
are shown in Figure 7.4b. An ANOVA revealed a digant main effect of Pair Type on
response time [F(3, 33)=8.167, p<0.005] and amact®n effect of Pair Type*Response
Question [F(3, 33)= 3.682, p<0.05]. Bonferronirested paired-samples t-tests showed
significantly faster responses when responding@w8. CI pairs t(23)=-5.006, p<0.001
or responding to CC vs. IC pairs [t(23)=-4.300, [©€Q]. Responses on Il trials were also

found to be significantly faster than CI trials3]23.211, p<0.05 — see Figure 7.5b.

Paired vs. Cued stimuli:

A comparison of accuracy scores can be seen ind-ig6a below. Analysing differences

in accuracy revealed a significant drop in the ectrrdentification of locations during the

paired compared to the cued locations t(11)=3.8388,05, and cued objects t(11)=4.064,
p<0.05. Figure 7.6b shows the mean reaction timesdsponses to cued objects and
locations and pairs. Results from a set of Bonferrcorrected t-tests showed that
participants performed significantly slower wheragnising objects after being cued
with a location compared to recognising a locataued with an object t(11)=3.269,

p<0.05 or recognising the object/location elemefta pair t(11)=5.605, p<0.001 and

t(11)=5.715, p<0.001 — see significance bars imfeg.6b.
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7.4.2 Electrophysiological data

Object cues vs. Location cues:

The initial ERP analysis compared the electropHggioal responses to the cueing
stimuli (Figure 7.7). When locations appeared assdhey elicited positive deflections
which reached maximal amplitudes at Fz circa 28(B1&3.V) and spread in a posterior
direction over the right hemisphere [C2 @3/3— 310ms); CP2 (3.Q8/ — 360ms)].
Bilateral parietal activity was present after 360arsd dissipated by 600ms (&7).
When objects appeared as cues they elicited a Ribmakat site PO3 (3.22/ — 178ms).
Maximal amplitudes circa 280ms were recorded ovgintrcentral-parietal scalp sites
(CP2 — 4.1V and C2 — 3.86V). This activity was maintained and moved slightly
posteriorly by 360ms (CP2 — 442 and Pz — 3.90V). Bilateral parietal activity was
present after 360ms with maximal amplitudes r¥.5till present after 550ms at site Pz.
Figure 7.7 plots the activity time-course from fr@nto right central-parietal sites for
both location cues and object cues. A latency diffee between location and object cues
was evident ~200ms in the positive-going deflectidrtss was assessed by comparing
the individual maximum peak latencies of the P20¢2B0ms) recorded from site Fz.
Maximum peak latencies obtained for object (M=2ts7 SD=76.6ms) and location
(M=328.2ms, SD=84.7ms) cues were subjected toragpaamples t-test which revealed
the P2 elicited by the object cues was signifigafakter in reaching maximal amplitude
[t(10)=-4.409, p<0.001]. A second paired-sampldésst-was used to compare mean
amplitude differences for object and location coesr parietal scalp (CPz and CP2)

between 500-700ms. The average of the individuamaenplitudes from
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CUE-RELATED ACTIVITY FROM FRONTAL AND RIGHT CENTRAL
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Figure 7.7The ERPs recorded for object
and location cues from frontal and
central-parietal sites showing a frontal
latency difference and a parietal
amplitude difference between cue-types.
The location of electrode sites on the
scalp is displayed in the upper right with
an illustration of the stimuli being
compared directly below the scalp map.
An N1, likely related to a visual
component can be seen at Fz for the
object cues.



CPz was 2.4V for object cues (SD3ilv) compared to 0.74v for location cues
(SD=1V). The mean amplitudes for object cues over tinre tperiod were found to be
significantly larger than for location cues [t(1@)380, p<0.001]. The mean amplitudes
recorded from CP2 for object cues (M=2X46 SD=1.V) were also found to be
significantly greater than for location cues (M=QW¥, SD=1uV - t(10)=4.189,
p<0.005). Overall, therefore, the object cues teltisignificantly earlier and more

sustained fronto-parietal activity.

Landmarks prior to Probe presentation:

The second ERP analysis compared activity durieglahdmarks i.e. after the cues but
before the probe stimulere presented (Figure 7.3 — Lmk2). During thiseti(750ms)
the stimulus presented was the same but partigdsed seen different cues and were
awaiting either an object or location probe stinsulThe time series in Figure 7.8
suggested that amplitude differences in frontalatiegy existed in the recordings over
this time period as well as a possible differenceparieto-occipital positivity. Mean
amplitudes at frontal sites (FCz, E94) over theetiperiod 200-450ms were -322 for
pre-location landmarks and -1 for pre-object landmarks. Frontal activity wasihal

to differ significantly with greater negativity dog pre-location landmarks t(10)=-4.744,
p<0.001 (Figure 7.8a & Figure 7.9 — left). For paal sites (PO4, E120) the mean
amplitudes were 2.1¥ and 0.1LV for pre-location and pre-object landmarks,
respectively. The additional parieto-occipital piedly seen for pre-location landmarks
(Figure 7.8b) was also found to be significantlgager than for the pre-object landmarks

[t(10)=4.654, p<0.001 - Figure 7.9 — right].
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PRE-LOCATION LANDMARKS PRE-OBJECT LANDMARKS
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See Figure 7.3
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Figure 7.8 Time-series for the first 700ms of the 750ms tadlinarks appeared on screen prior
to the presentation of probe stimuli for evaluatidaditional negative fronto-central activi(g)
and positive right parietal activitgb) is visible for the pre-location landmarks on tleé.|
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Figure 7.9Grand Mean Average ERP waveforms recorded fronite and PO4 after cues disappeared during pre-
location and pre-object landmarks. Significanteliéinces in mean amplitudes were found with pretiosdandmarks
showing additional frontal negativity (see Fig. @ &nd parietal positivity (see Fig. 7.8b)

*** = n<0.001
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Cues vs. Probes:

A third set of ERP analyses assessed differencegebr the visual processing of the
stimuli (when they appeared as cues) and the asshigker level associative processing
involved in object and location recognition andp@sse selection when the stimuli
appeared as probes. Viewing Figure 7.3, this arsab@responds with a comparison of
the electrophysiological responses to LOC Cue &] Probe (both object presentations)
and OBJ Cue vs. LOC Probe (both location presems)ti As can be seen in Figure 7.10,
there was a large difference in recorded frontal eentral amplitudes between the cues
and probes. This difference was assessed by ndaagepeated-measures ANOVA
comparing mean amplitudes between 0-1000ms witmuBlis Type (location, object)
and Presentation Type (cue, target) as variablessighificant main effect of Stimulus
Type was found [F(1, 10)=1.520, p>0.05] but Prestort Type yielded a significant
difference [F(1, 10)=18.495, p<0.005] with greateean amplitudes elicited by the
probes (M=2.5aV, SD=2.11V) compared to cues (M=-0.gY, SD=0.8quV). This
difference can be in Figure 7.11a. A second ANO¥#sessed whether differences
existed in the mean amplitude of the frontal P2cbynparing data from a shorter and
more specific time window (200-400ms). Presentaligpe again yielded a significant
difference [F(1, 10)=10.184, p<0.01] with greatexan amplitudes elicited by the probes
(M=3.58uV, SD=2.69V) compared to cues (M=1.08, SD=1.1uV). A significant
interaction effect of Stimulus Type*Presentatiomp&yas also found [F(1, 10)=14.505,
p<0.005] — see Figure 7.11b. Bonferroni correcpaired-samples t-tests revealed
significant differences in P2 amplitudes for looati cues vs. location probes
[t(10)=3.853, p<0.01] but the correction removee ftifference (p=0.39) for object

stimuli [t(10)=2.371, p>0.05].
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Cueing effects - LOC vs. OBJ Probes:

A comparison of the electrophysiological responsisted by the cued locations and
cued objects (for the correctly cued stimuli) begaith an examination of the
topographic maps and event-related potentialsimglab each condition. These showed
possible differences in voltage distribution ovee tscalp and highlighted areas for
further analysis. Differences over frontal scalpctlodes were observed where probe
locations appeared to elicit a larger and moreasustl frontal P2 compared to object
probes (Figures 7.12a and 7.12b). This differermsealso be seen in the waveforms and
the topographic difference map shown in Figure 718 assess this difference in
amplitude, individual mean amplitudes were takendach participant from 200-350ms
for frontal electrodes FCz and F1, Fz, F2 (notsiilated). Mean amplitudes were
calculated for both probe location and probe obja@sentations separately. These
individual electrode amplitudes were then averatgedjive collated mean amplitudes
over frontal scalp for each participant for botltdbon and object probe stimuli. The
average mean amplitude elicited by the locatiob@sovas 3.8V compared to 2.4V
elicited by the object probes. This difference f@sd to be significant when compared
using a paired-samples t-test t(10)=3.585, p<0.005.

This early difference in frontal P2 preceded anotieserved difference over right
central-parietal electrodes where the latency taimam peak for a P300 was seen to
differ for the electrophysiological response todtions and objects. This can be seen in
the topographic maps displayed in Figure 7.12 (ad)&and the related waveforms
recorded from site C2 shown in Figure 7.13. Indmaldrecordings were assessed for
electrode site C2 and latency times were takentfer maximum amplitude reached

between 300ms and 500ms. The average latencies3®8r@ms to P3 peak for locations
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compared to 392.3ms for objects. This differenced(rg) was found to be significant

when compared using a paired-samples t-test (349, p<0.01.

a) 260ms b) 260ms

— Location
— Object

833V 7.99 WV

[T

[T

833V

-7.99 WV

C) 350ms d) 390ms

833V 7.99 WV

I [

Figure 7.12(a & b) Topographic maps showing the electrophysiologieaponses to locations vs. objects over frontal
scalp electrodes at 260r(s & d) Topographic maps showing right central-parietatas where both ERP waveforms
reached maximum amplitudes at differing times (A3&€@r locations and ~390ms for objects)
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Electrode site C2 is displayed as this is the scetpon where the ERPs elicited
by both locations and objects reached their maximeaks
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Matches vs. mismatches:

As participants were found to perform significanslpwer recognising the probes when
they were presented with a mismatch (or false ceeeFigure 7.4), we assessed whether
differences would manifest in the ERP waveformsatiej to both matches and
mismatches. We compared electrophysiological resgmrior both cued locations and
cued objects. Waveforms elicited by location prolese not found to differ for frontal
P2 amplitudes or latency (Figure 7.14 — Electrode Fhe latency of the P3 was assessed
for electrode site C2 for matched and mismatchedtions. Individual peak latencies
were calculated over the time period 250-500ms. s&hdéatencies (M=350.5ms,
SD=36.4ms for matched locations; M=388.8ms, SD=6%onsmismatched locations)
were found to differ significantly after being exgeal to a paired-samples comparison
[t(10)=-2.407, p<0.05]. The right central P3 ekcitby mismatched (or incorrectly cued)
locations was delayed nearing peak amplitude coedpiar the matched locations (Figure

7.14 — Electrode C2).

ERPs for matched and mismatched Probe LOCATIONS

c2 — Match

8 - * — Mismatch

100 100 300 500 700 900

Figure 7.14The electrophysiological response recorded fronfl&f) and C2 (right) for correctly cued locatiofidatch) and incorrectly cued
locations (Mismatch). A P2 is visible in the topapfny of the waveform recorded from Fz whereas av&8identified over right central
electrodes as evidenced by the C2 waveforms.
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A comparison of the waveforms elicited by objecbh@s revealed possible amplitude
differences for both the P2 and P3 components (EiguL5). Individual mean amplitudes
were calculated over the time period 250-400ms fstten Fz to assess differences in the
frontal P2, and between 300-500ms from site C2 dsess P3 differences. Both P2
amplitudes (M=2.86V, SD=2.2&V for matched objects; M3/, SD=1.23V for
mismatched objects), and P3 amplitudes (M=p\§3 SD=2.62V; M=4.21.V,
SD=2.42\V) were found to differ significantly. T-tests realed significantly larger
amplitudes were elicited for objects that matcHealrtcue compared to mismatches for

both P2 [t(10)=3.790, p<0.005] and P3 componefif]t3.962, p<0.005] respectively.

ERPs for matched and mismatched Probe OBJECTS

c2
— Match
®] — Mismatch
Fz ;]
6 6
5 1 5
4 4 -
3 ** 34
2 2
l 7 1 |
Sy VAl \ O
.S g ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
100 | 100 \ i 300 500 700 900 100, |
-2 1 \ | 2
\
-39
-4 -

Figure 7.15The electrophysiological response recorded fronfl&fz) and C2 (right) for correctly cued objects §Mh) and
incorrectly cued objects (Mismatch). Objects weseseen to elicit a frontal P2 as pronounced ag #izited by locations and an
amplitude drop-off occurred ~300ms.A P3 is visibléhe waveform recorded from C2. Amplitudes ofabmponentry were
significantly larger when the test objects weredcaerrectly by locations.
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Paired vs. Cued stimuli:

Individually, there were not enough trials for teemulus pairs to be meaningfully
compared with each other. Therefore, the electrsiplygical responses to thmaired
stimuli were combined for comparison with tbaged stimuli rather than compared with
one another. The mean amplitudes elicited by thregatimuli were compared with the
average mean amplitude generated by the cued s{ip@C + OBJ combined) over two
time periods: 230-290ms and 300-500ms (Figure 7.I®)s revealed a possible
difference in frontal activations. Repeated-meas#BROVAs found a significant main
effects for stimulus-type [F(1, 10)=88.320, p<0.060Q1, 10)=30.779, p<0.000] for the
first and second time periods, respectively. Restrdcalp sites were not found to be
significant for the first time period [F(1, 10)=84, p>0.05] but a strong interaction
effect was found [F(1, 10)=35.771, p<0.000]. Areeffof scalp area was found for the
second time period [F(1, 10)=5.870, p<0.05], aslvasl an interaction effect [F(1,
10)=8.139, p<0.05]. Bonferroni corrected t-testgested differences in frontal activity
for both time periods where the combined stimuicitdd greater amplitudes — 230-
290ms: [t(10)=8.587, p<0.001]; 300-500ms: [t(10%02, p<0.01]. Parietal differences
did not reach significance. The cued stimuli efiditmore frontal activity between 230-
290ms (t(10)=4.269, p<0.05), with no differencesMaen 300-500ms. By contrast, the
paired stimuli showed no difference between froatad parietal activations for the early
time period, whereas they elicited greater parietalplitudes between 300-500ms
(t(10)=-5.576, p<0.001). These parietal activatiarese found to be maximal at ~400ms
at E113 (3.4QV) and Pz (3.3pV) for the paired stimuli whereas maximal amplitsde
around this time were found at site C2 for the cumdets. These differences are

displayed in Figure 7.16 and can be seen in thegi@phic maps shown in Figure 7.17.
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Amplitude (uV) +/- SE

Average Mean Amplitudes elicited by Combined Probes vs. Combined
Paired stimuli recorded from Frontal vs. Parietal s ites

230-290ms 300-500ms

*%k% NS
457 )\ B Combined LOG+OBJ

4 4 O Combined PAIR

N

N S
E Combined LOC+0OB.

OCombined PAIR

Parietal sites

N J

Fronta) sites Parietal sites

Amplitude (pV) +/- SE

N J

*kk

Figure 7.16 Comparison of the average mean amplitudes recoficed
frontal (F1, Fz and F2) and parietal (P1, Pz and)RRes after participants
were presented with cued probe stimuli (combined) @aired stimuli
(combined) during the recognition tests. The cuadudi engaged frontal
cortex at an early stage and both frontal and ptiieortices after 300ms.
The paired stimuli however showed no frontal attigind engaged parietal
cortex after 300ms. Significant differences in maaplitudes are displayed
above and below the graph.

See Figure 7.3
* = p< 0.05, ** = p< 0.01, *** = p<0.001

E00ms

i

=111 i

260ms 400ms 500ms
Figure 7.17Topographic maps showing the distribution of voltagross the scalp in response to the paired stiatt60ms,

400ms and 500ms. A comparison with the distribstietated to locations and objects can be seeinftire purple and blue boxes
respectively. Note the propagation of activity osterior regions and the absence of frontal reengnt for the paired stimuli
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Summary of Electrophysiological Responses to Testitons:

Similarities in the electrophysiological responsese found after a comparison of the
data across both cues and cued stimuli and beteeed stimuli and pairs. The cues
resulted in frontal and parietal peaks between ZWWms with a slower drop-off in
posterior amplitudes. The cued probe stimuli etifrontal P200 activity and right-
central P300s were observed with maximal amplituatesite C2. Parietal activity was
also observed in response to the paired stimulvéder, large differences in global scalp
topographies and in more specific localised petdntdaes and amplitudes were found to
exist due to the type of recognition test admimesle When objects were used to cue
locations, it resulted in faster-peaking frontahgmnents and more sustained parietal
activity during the object cue presentation itsatimpared with the location cue. In
addition to this, greater frontal amplitudes anthster peaking P300 were found over
right-central scalp site C2 during the processihtamet locations. Processing the paired
stimuli resulted in more posterior parietal fludgtoas (e.g. Pz) but more importantly, no
significant frontal activity was found. This can Iseen clearly in the time-series
topographies shown in Figure 7.18. Processing piatstions engaged frontal regions to
a greater extent compared to the probe object$ &othe probe (cued) stimuli engaged
frontal and then right-central-parietal areas whsmmore bilateral and posterior central-
parietal activity was seen in relation to procegdime paired stimuli. The next section
will examine the underlying neural generators e#lato these observed similarities and

differences.
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TIME-SERIES OF SCALP ACTIVITY DISTRIBUTIONS (300ms —

300.0 ms 3100 ms 320.0 ms 320.0 ms

330.0 ms

360.0 ms 3700 ms 380.0 ms 360.0 ms 370.0 ms 380.0 ms

390.0 ms 400.0 ms 400.0 ms 410.0 ms

&

420.0 ms 440.0 ms 420.0 ms 430.0 ms 440.0 ms 440.0 ms

reference free JB70. reference free reference free
EG - VYoltage 1.0 p¥ / step . [ Iy | 1.0 p¥ / step WEEG - Voltage 0.50 pV / step

PROBE LOCATION PROBE OBJECT PAIRED STIMU LI

Figure 7.18Activity distributions from 300-440ms shown fortbot
cued locations and objects and for paired stimuli. 209




ERP/Behavioural correlations

Various measures of the waveform topographies veergiected to a correlational

analysis investigating their relationship to meeaction times to target stimuli. The only
significant correlations found were related to péstkencies recorded for the object and
location cues. These negative correlations are shomwTable 7.1 and suggest that
individuals who responded faster had a later pepkiontal P2 when presented with the

cues. Reaction times for both target stimuli wessifovely correlated.

Table 7.1PearsorCorrelations for P2 peak latency recorded for caesl subsequent reaction times for target stimuli.

Cue Peak Cue Peak
Latency Latency RT Target RT Target
(Object) (Location) Location Object
E;-cation Pearson Correlation -.626(*) -.279 1 .687(*)
Sig. (2-tailed) .039 406 .014
N 11 11 12 12
RT Object Pearson Correlation -.656(*) -.653(*) .687(*) 1
Sig. (2-tailed) .029 .029 .014
N 11 11 12 12

* Correlation is significant at the 0.05 level (2-tailed).

7.4.3 Dipole Source Analysis

Dipole models were generated for both cue typeg¢bland location) across four time
windows (100-200ms, 200-300ms or 250-350ms, 300w458nd 450-800ms). The pre-
target landmarks (0-1000ms) and the target stirffauied locations, cued objects, and
paired stimuli) were also submitted for dipole smuanalysis. Two time windows (230-
290ms and 300-450ms) were chosen for the targaubtto localise the frontal P2 and
parietal P3 components seen in the scalp data.

The structure of the models generated along weidual variance measures can
be seen in Tables 7.2-7.4. These tables presemtriafion on each dipole and their

corresponding location. Table 7.2 lists the negeaderators purported to underlie cue-to-
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target processing in the LOC trials. Table 7.3liste same data for the OBJ trials and

Table 7.4 lists possible neural correlates forRAdR trials. The models relating to cues,

pre-probe landmarks and probes are displayed fmpaason in Figures 7.19, 7.20 and

7.21 respectively. A summary of the brain areaslved in the study and the frequency

of their engagement throughout the trials is showhable 7.5.

Table 7.2Talairach coordinates of dipoles in source modeid aorresponding Brodmann's Areas for LOC trials

Timeé Dip. | Talairach | (BA) Nearest Gray Matter
perio
% %1 551 11% 18 Bilateral Middle Frontal Gyrus
100-200ms ‘Z %% i% 77 _ | Bilateral Middle Temporal Gyrus
RV=28601 5 | 33 /38, 11| 37
6 _33’ -38’ 11 37 Bilateral Parahippocampal Gyrus
7 -9: -10,' 44 | 31 | Left Cingulate Gyrus
Y 700300 1 | 21,-23,39| 31 | Right Cingulate Gyrus
© (R\;q%r?s 2 13,-44,5 | 30 | Right Parahippocampal Gyrus
3 -36, -79, -3 | 19 | Left Inferior Occipital Gyrus
300.450 1 -5, 45, 24 9 | Left Medial Frontal Gyrus
(R\;~4%r;‘s 2 37,-46,16 | 13 | Right Superior Temporal Gyrus/Insula
3 -37,-46, 16| 22 | Left Superior Temporal Gyrus
1 11,-49,35| 31 | Right Precuneus
2 51,-40,5 | 22 , :
4?3;823% 3 51 -40.5 | 22 | Bilateral Middle Temporal Gyrus
( ‘) 4 -6, 46, 34 9 | Left Superior Frontal Gyrus
5 34,52,20 | 10 | Right Superior Frontal Gyrus
1 30,36,27 | 9
§ ¢ | Awaiting 2 -30, 36,27 | 9 | Bilateral Middle Frontal Gyrus
T & Location 3 54 -39 -3| 21
8 £ | Presentation ' ' ' '
9 S el 4 54 -39 -3| 21 Bilateral Middle Temporal Gyrus
- ms ) )
£3 | Rv<65%) | 5 | -11,-43,7 | 29 | Left Posterior Cingulate Gyrus
6 -16, -77, 16| 18 | Left Occipital Lobe, Cuneus
o 930.290 1 29, 23,40, | 8 | Right Middle Frontal Gyrus
8 (Rv-110;2)s 2 15,-42,-4 | 30 | Right Parahippocampal Gyrus
§ 3 -33,-10, 44| 6 | Left Middle Frontal/Precentral Gyrus
-
‘% 300.450ms % ;57 24‘(1) 2116 ‘112 Right Inferior Frontal Gyrus
< (RV~4%) P : :
= 3 -35, -40, 16| 13 | Bilateral Superior Temporal Gyrus/Insula
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Table 7.3Talairach coordinates of dipoles in source modeld aorresponding Brodmann’s Areas for OBJ trials

;-érrrifé Dip. | Talairach | (BA) Nearest Gray Matter
1 50, 14,-5 | 22 | Bilateral Superior Temporal Gyrus
2 -50, 14,-5| 22
100-200 3 42,-82,13| 19 | Bilateral Middle Occipital Gyrus
(R\;~8%”)‘S 4 | -42,-82,13| 19 | _
5 20, 55, 31 9 | Right Superior Frontal Gyrus
6 39,-11,40| 6 | RightPrecentral Gyrus
7 -30, -55, 56| 7 | Left Superior Parietal Lobule
1 32,-35,35| 40 | Right Inferior Parietal Lobule
L 2£0.350 2 | 37,-18,16| 13 |Right Insula
O (R\;~5%r')15 3 | -48,-27,4| 41 | Left Superior Temporal Gyrus
IS 4 -35,-80, 7 | 19 | Left Middle Occipital Gyrus
*§ 5 0, 43, 33 9 | Left Medial Frontal Gyrus
S i ,
S | 200450ms 1 4,47, 41 8 | Left Medial Frontal Gyrus
(Rv-10%) | 2 | 39.-81,12| 41 | _
3 | -39,-31, 12| 41 | Bilateral Superior Temporal Gyrus
1 38,50,28 | 9 | Bilateral Middle Frontal Gyrus
2 -38,50,28| 9
450-800ms | 3 45,-36,1 | 22 | Bilateral Superior Temporal Gyrus
(RV~9%) 4 -45,-36,1 | 22
5 2,-67,26 | 31 |RightPrecuneus
6 12, 20, 52 6 | Right Superior Frontal Gyrus
S €| Awaiting 1 10, 43, 42 8 | Bilateral Superior Frontal Gyrus
25| Object 2 | -10,43,42| 8
O _g Presentation| 3 -36, -62, 12| 19 | Left Middle Occipito-temporal Gyrus
o < 0'750”33 4 -38, 14,29 | 9 | Left Middle Frontal Gyrus
o | (RV<I2%) | 5 | 49,-33,-4 | 21 |Right Middle Temporal Gyrus
930.290 1 29, 16, 37 8 | Right Middle Frontal Gyrus
(R\;~6%r')‘s 2 | 45,-42,10| 41 | Right Superior Temporal Gyrus
3 -45,-32,19| 13 | Left Insula |
2 1 45.12.20 | 9 | RightInferior Frontal Gyrus
> | 300-450ms T
@ (RV~3%) 2 39,-44,13 | 13 | gjjateral Superior Temporal Gyrus/Insula
= 3 | -39,-44,13| 13

Table 7.4Talairach coordinates of dipoles in source modeld aorresponding Brodmann’s Areas for PAIR trials

Stimuli

300-450ms
(RV~6%)

abrwnN -

43, -38, 7

-43, -38, 7
28, 55, 28
-28, 55, 28
-22,-90, 16

41
41
9
9
18

Bilateral Superior Temporal Gyrus
Bilateral Superior Frontal Gyrus

Left Middle Occipital Gyrus
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OBJECT AS CUE

100-200ms
200-300ms / 250-350ms
300-450ms
450-800ms

L4 4 4

LOCATION AS CUE

Figure 7.19Source localisation for the electrophysiologicaspense to the cues. The differing colours of tpelds relate to their
differing temporal activation across the preserdatperiod.
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PRE-LOCATION LANDMARKS

Left Occipital Lobe, Cuneus, BA 18
Right Middle Temporal Gyrus, BA 21 B

\ Left Posterior Cingulate Gyrus, BA 29
[

Right Middle Frontal Gyrus, BA 9

Left Middle Temporal Gyrus, BA 21

Left Middle Frontal Gyrus, BA 9

2

PRE-OBJECT LANDMARKS

Left Middle Occ-Temp Gyrus, BA 19
Right Middle Temporal Gyrus, BA 21

Left Middle Frontal Gyrus, BA 9
4

Right Superior Frontal Gyrus, BA 8

Left Superior Frontal Gyrus, BA 8
2

Figure 7.20The Dipole models generated for pre-probe landmarksented in generic MRI slices. Source waveforms
show individual dipole activity across the 1000meah.
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TARGET PROBES

Locations
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Objects
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TARGET PAIRS
. . ) - .
< |

Pl

[ \

Figure 7.21The Dipole models generated for both the probeudti(ftop head model) and the target pairs
(bottom head model). The images along the left dilsplay dipole locations with an overview allowing
comparisons between probes and pairs. 215



Table 7.5Frequency of activation of brain structures invalie object-location
processing according to their rate of occurrencehia generated dipole models

No. of Mode
Occurrences (BA) Structure Condition
10 9 | Superior / Inferior / Middle / Medial Frontal Gyg | 6-Object Trial
- 22 | Superior Temporal Gyrus 4-Object Trial
13 | Superior Temporal Gyrus / Insula 4-Object Trial
5 19 | Middle Occipito-temporal Gyrus 4-Object Trial
8 | Superior / Middle / Medial Frontal Gyrus 4-Object Trial
4 41 | Superior Temporal Gyrus 2-Pair Trial
31 | Precuneus / Cingulate 3-Location Trial
21 | Middle / Inferior Temporal Gyrus 2-Location Trial
3 10 | Middle/ Superior Frontal Gyrus 2-Location Trial
6 | Middle / Superior Frontal / Precentral Gyrus 2-Object Trial
5 30 | Parahippocampal Gyrus 2-Location Trial
37 | Parahippocampal Gyrus 2-Location Trial
40 | Inferior Parietal Lobule 1-Object Trial
7 | Superior Parietal Lobule 1-Object Trial
1 29 | Posterior Cingulate Gyrus 1-Location Trial
18 | Middle Occipital Gyrus 1-Pair Trial
45 | Inferior Frontal Gyrus 1-Location Trial

Summary of the modelled neural generators:

Looking at the Tables presented above, similarresnif activity appear to underlie the

processing of locations and objects — most notéblytal and temporal cortices. These

similarities can be seen when stimuli were preskrte cues (see Figure 7.19 — red

sources) and probes (Figure 7.21 — top head madelell as between probes and pairs

(Figure 7.21 — bottom left overview). However, diffnces can also be seen across trial

types. For object cues, the more posterior bilatipmles appear to bundle in a line from

medial temporal through superior temporal to palieortex (i.e. between Talairach

coordinates 38 to 49 on the y-axis — Figure 7.]0right-side view). A more distributed

pattern of sources was observed for the locatioss cwith a possible two-pronged
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progression from the occipital cortex and tempgrale to more posterior superior
temporal regions (Figure 7.19 bottom right-sidemjieFor the probe stimuli, differences
were seen in the localisations within the frontattex, with right-lateralised middle
inferior frontal activity for both location and @it probes compared to bilateral superior
frontal activity for paired stimuli. Medial tempadrgparahippocampal) activity was only

found for probe locations and their object cuesstienuli in the LOC trials.

7.4.4 Temporal Spectral Evolution (TSE)

Given the large number of ERP results and compasisand the large number of
localisations undertaken, only a select numberoofddions were put forward for time-
frequency analysis. For the Cues, the three dipiblaisboth object and location models
shared (i.e. medial frontal and bilateral tempormgal) were converted to source
montages and subjected to TSE analysis. A secoildeV@luated spectral changes for
the Probe stimuli. Figures 7.22 and 7.23 show siiedily significant increases and
decreases (compared to baseline) in band power Bf@9 bootstrapped samples were
tested. For both cues, theta bursts were seen &et@&0-400ms extending in time for
the medial frontal dipole. This increase was fokoWwby a suppression of alpha/beta
bands (~500ms). Increases and decreases were nu@gpnead in the frequency domain
for Location Cues. For Location Probes, large iases in oscillations of frequencies up
to 20/25Hz were seen after participants made regsorConversely, for Object Probes, a
decrease in power was observed in the alpha arad Haetds prior to responding. No

coherence measures reached significance.
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Figure 7.22Plots generated after bootstrapping showing arefasignificant power increases (red) and decesas
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Location Probes 6-dipole model. Dotted lines shggraximate mean RT
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7.5 Discussion

The behavioural data show that participants peréarraignificantly faster for stimuli
matching the cue than for mismatched stimuli, setigg an expectation bias. They also
had faster recognition times for location targdtsreseeing an object when compared to
object recognition after seeing a location. Howevhrs performance difference was
eliminated for paired presentations. Overall, pagrithe stimuli resulted in similar
accuracy and response times for both object anecthycation recognition. The type of
pairing was found to have an effect on performamctyy studied objects in their studied
locations more easily recognised compared to oddnga. Pairing inconsistencies
resulted in longer response times and less accligspenses.

The lower accuracy overall in location recognitibor the paired stimuli
compared to the cued presentations may be expldged speed/accuracy trade-off.
Support for this comes from the data showing tHese accurate responses were also
faster. This trade-off may have been a confounthéndesign of the experiment as the
response window was shorter for paired presengmt{@@00ms per question), possibly
resulting in more rushed (i.e. faster and less r@ate) responding. The faster response
times for the paired stimuli may also be due tofdet that participants were responding
to a subsequent question rather than stimulus oONseietheless this possibility does not
detract from the findings that show an object daddcation are associated in the brain ,
as evidenced by the ability of one to influenceoggution of the other — Figure 7.5a &
7.5b.

The data also suggest objects may cue locatiorgnéiocan more efficiently than
locations cue object recognition. This differencaymbe due to basic differential
processing times in visuo-spatial recognition. Tiféerence was seen in the behaviour
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chain [see objec® respond vs. see locatioh respond]. However, the difference was
absent for the paired stimuli where the behavicwirt was instead [see questien
respond]. The difference may, on the other handdiee to the pre-probe landmarks.
Their presentation may have aided participantsédps recognition for locations, as the
landmarks were presented with the grid which mayehalowed participants to focus
their attention and expectations to a single squidence the behavioural results are
difficult to interpret. However, the data from theed trials alone seem to support the
findings of Soto and Blanco (2004), as both spatral object cueing effects were seen.
Responses were faster when targets were cued tprrec

The electrophysiological findings may shed somktlan the performance data as
latency differences in waveforms were seen througtiwe trials i.e. for the cues as well
as the probe stimuli. This would suggest that psicg which began prior to the pre-
target landmarks affected performance. Indeedptitg significant electrophysiological
measure that correlated significantly with reactiome was the latency of the frontal P2
related to the cues. This negative correlation estgythat a later peaking frontal
component benefited participants across both cuemgditions, resulting in faster
reaction times when they were presented with psetineuli for evaluation. It is difficult,
however, to reconcile this finding with the findsighat overall, significantly faster-
peaking frontal activity was recorded for the objeges (compared to the location cues)
and subsequently faster reaction times were redoimiethese trials. The latter finding
(i.e. the significant difference in peak latendesobject and location cues) could be the
result of a difference in the automatic proces®hghe cues, indicative of a qualitative
externalised ‘bottom-up’ difference, whereas therelation results may show a more

individualised ‘top-down’ depth-of-processing diéace. This view would suggest that
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the activation of different areas localised ovee first 300ms after cue onset (e.g.
parahippocampal and cingulate processing for olgees and superior/inferior parietal
and temporal processing for location cues) resuttdtie differences seen in Figure 7.7,
I.e. object cues eliciting earlier P2 componentddifionally, more extensive processing
in these areas may have resulted in the individifrences in the frontal peaks.

Inspection of the dipole models generated for tesaeveals two distinct neural
networks, as mentioned above, which may refledethtial task demands. Seeing an
object and being asked to recall its location (ctbgeie) recruited medial temporal areas
suggesting an allocentric localising strategy. Heaaticipants were mentally recalling
the associated location during the object cue.rgeailocation cue and being asked to
recall the appropriate object recruited temporatali areas suggesting that a more
egocentric strategy was employed for these trisée (also right-side hemispheres in
Figure 7.19). The type of mental recall necessargind the cues is possibly very
different from the recognition processing requicete the probe stimulus appeared. This
proposition received some support from anecdotpbnte of participants after the
experiment. Participants reported that the cues tlein to mentally imagine the
associated target stimulus and then respond t@ribiee based on whether it matched
their mental image (expectation) or not.

The idea that participants are mentally recallimgtargets very rapidly when they
are presented with cues can be tested by examivinag they are rehearsing during the
pre-target landmarks. The ability to hold 'on-liaetepresentation of the features of an
object or its spatial location following its initiperception is an active process dependent
on sustained neural discharge, and is distinct frlmenpassive representation knowledge

in long-term memory (Baddeley, 1986; Goldman-Rak#87). The scalp waveforms and
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related dipole models generated for the pre-pralpelrharks can illuminate what was
being rehearsed. For example, dissociations intdtoactivity for object and spatial
working memory have previously been reported (Guaytet al., 1998; Curtis &
D’Esposito 2003; Logie & Marchetti, 1991; McCartly alL, 1994; Paller & Wagner,
2002; Petride®t al, 1993; Ranganatét al, 2004; Tresch, Sinnamon & Seamon, 1993).
Negative scalp potentials are thought to refleetdhocation of attentional or processing
resources towards a specific cortical region (Birbar, Elbert, Canavan & Rockstroh,
1990; LaBerge, 1997). An ERP study by Bosch, Megdr & Friederici (2001)
examined the potentials related to the retentionbpéct, spatial and verbal information
in working memory. Applying their conclusions toettpatterns of activity recorded
during the pre-probe stimuli, the additional frdmtegativity and posterior positivity seen
for the pre-location landmarks could be an indexlgiect memory processes or at least
verbal rehearsal processes (that are more likelgldgect memory). It would be therefore
unusual to see these activations if participantsewaentally rehearsing locations —
unless perhaps they were engaged in using verbatives (see Postma, Kessels and van
Asselen, 2008). The presence of the grid and landgmaay have resulted in a more
verbal, categorical rehearsal strategy. The leftrédised parietal dipole in the pre-
location landmark model may be evidence of thisthwhis in mind, a comparison of the
complete pre-probe dipole models for both condgiomay help in separating out what
participants were focusing on during this period.

Neural activity during location rehearsal and objeshearsal was previously
investigated by Bakeat al. (1996) using positron emission tomography. Brat®LPFC
was activated in both tasks; activation was of @&rgkignificance on the right for

rehearsing spatial locations and the left for resiag objects, and extended to anterior
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frontal areas in the object condition. Active regamatation of spatial location was
associated with co-activation of the medial andrkitparietal cortex and the extrastriate
visual cortex. Similar dissociations were foundha current study.

Both pre-probe models contained bilateral frontgdotks but the pre-object
landmarks model also contained an additional leftal source. In addition, the frontal
activations for the pre-location landmarks wereoemsged with (left) parietal and
extrastriate activity. Analysis at the dipolar leweuld therefore suggest that participants
were maintaining the targets in working memoryraeeing the cues. However, another
interpretation could follow that attention-basetiaarsal (i.e. shifts of spatial selective
attention to memorized locations), rather thaniapatorking memory, may have been
responsible for the network of dipoles seen for-lpoation landmarks. Several
neuroimaging reports have provided data consistatht the idea that spatial attention
and spatial working memory are linked in importamatys, by demonstrating considerable
overlap between brain areas active during direatehtion tasks and those active during
spatial working memory tasks (e.g., Chelazzi & @tid, 2000; Corbetta, Kincade &
Shulman, 2002; LaBar, Gitelman & Parrish, 1999; tBnet al., 1998). These studies
have reported overlaps, in particular within a reetwvof posterior parietal and superior
frontal areas. Recently, Postkt al. (2004) localised the effect of attention-based
rehearsal to extrastriate regions and areas irpdhnietal lobe. This topography is also
consistent with the dipoles in our model, suggestimt during this time, participants
focused on the location within the grid prior toetkarget location presentation — a
strategy that was not available for target objeatst

The electrophysiological data for the cued targesentations (i.e. the probes)

reveal very similar topographies, with amplitudéedences at frontal sites and latency
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differences at right central scalp locations. Thaveforms related to matched vs.
mismatched targets show that correct location elieged an old/new effect for object
recognition, with correctly located target objeetiting greater frontal P2 and parietal
P3 amplitudes. The effect of a mismatched objeet @u the probe location ERPs was
seen instead as a latency shift in the P3 compawggesting the earlier recruitment of
areas localised after 300ms. The dipole modelsesighe recruitment of a very similar
network for both location and object probes aft@@r@s but prior to this similarity, the
involvement of the right parahippocampal gyresclusively for location recognitions
worthy of note.

The dipole model for the paired stimuli revealsuanber of areas which were
common to both object and location probes. Thedlebe&idiscussed in terms of object-
location binding. As can be seen from the dipolelet® (and the summary in Table 7.5),
activity across the trials was continually locadige similar areas (e.g. BA 8, 9, 13, 19,
22, 31 and 41) corresponding to frontal and temdocations. These similarities in the
models suggest areas of convergence in objectibtocatemory. Two brain areas, the
dorsolateral prefrontal cortex (DLPFC) and the swpetemporal gyrus (STG), may
therefore be necessary for object-location bindingaddition to their role in working
memory, there is much evidence for the involvenwdrthe frontal lobes in information
binding (e.g. Baddeley, 2000; Brownirg al., 2005; Kesner & Ragozzino, 2003;
Mitchell et al., 2000; Piekemaet al., 2006; Prabhakaraet al, 2000) with the DLPFC
specifically implicated by Prabhakarat al, (2000). Interestingly, the frontal activity
associated with the cues was left lateralised aediah whereas the frontal activity
during target presentation was right lateralisdue involvement of the prefrontal cortex

in more general episodic memory shows a hemisplercoding/retrieval asymmetry
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(HERA), such that the left side is preferentialhwalved in encoding, and the right in
retrieval (Habib, Nyberg & Tulving, 2003; Nybery al., 1996; Tulving,et al, 1994).
However, as memory retrieval was required for batles and probes this asymmetry
might apply to a lesser extent. Another possibésoa for this hemispheric dissociation
could be differing retrieval demands between cuebs@obes i.e. recall vs. recognition,
respectively. Although studies have found lateadids effects between cued recall and
recognition (e.g. Ruget al., 1998), findings have been inconsistent (for reviese
Fletcher & Henson, 2001).

The STG, which was localised in many of the modétsthe classic idea that the
posterior temporoparietal junction is critical iapresenting space. Marois, Chun and
Gore (2000a) found that monitoring locations, otgeend object-location conjunctions
for ‘oddball’ occurrences recruited the lateral paral cortex and the temporoparietal
junction. Their findings support our view thattac dorsal/ventral dual-stream model
does not fully account for the perception of olgedct space. The temporoparietal
junction lies between the termination points of tthersal and ventral streams (i.e.
between the SPL and ITC) and consists of the mfgrarietal lobe (IPL) and STG. This
location would make the STG a cue candidate fodihop object-location information,
but most research has focused on this region’slveweent in auditory processing. Its
function with regard to dorsal-ventral interactiaasontroversial (Shapiro, Hillstrom &
Husain, 2002). Lesions here can lead to spatialengga condition associated with
abnormal visuospatial perception as well as impaiwsually-guided movements,
suggesting that the IPL/STG may have a largelysdbrole (Mattingleyet al., 1998;
Robertson & Marshall, 1993; Vallar, 2001). Howewenumber of studies have proposed

that this area also has a non-spatial role incatpay the ventral stream (e.g. Coull &
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Nobre, 1998; Wojciulik & Kanwisher, 1999; Maroish@n & Gore, 2000b). Milner
(1997) emphasised that inputs from the ventralesysiay be particularly critical and
hypothesized that the IPL/STG might represent ausebetween dorsal and ventral
streams. From their findings with lesion patier@bapiro, Hillstrom and Husain (2002)
also conclude that the IPL/STG has features of ie¢h(spatial) dorsal and the (non-
spatial) ventral streams. Located along the infeedge of the STG and relatively
invisible to ERP recording due to its tangentialds, the superior temporal sulcus (STS)
has also been implicated in multimodal integratideuroimaging studies have
highlighted a role for the posterior superior temgbsulcus (pSTS) in multimodal object
representation. A multisensory study by Calvett al. (2001) found crossmodal
interactions within the superior temporal sulcudraparietal sulcus, insula and several
foci in the frontal lobe, including the superiordamentromedial frontal gyri. The area
around the temporoparietal junction (as well as endorsal parietal areas) has
connections with both the frontal and temporal ofsee Figure 7.24).

The TSE analysis also revealed significant incredesetheta power for these
areas. A large body of evidence indicates thaathieythm is likely involved in spatial
learning and navigation (see Buzsaki, 2005). Betglesence of theta also supports an
information-binding role. Nishiyama and Yamaguck®@1) found theta activity in the
frontal and the temporoparietal regions in subjatsigating a virtual maze. They
propose that this theta activity is indicative b€ tfunctional connections between the

hippocampus, prefrontal cortex and parietal cortex.
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The frequency differences seen between Probes aranbre complex. The

increase in spectral power after a response caultlke to performance monitoring or

Bl Dorsal parietal cortex (DPC)

W Ventral parietal cortex (VPC)
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Figure 7.24 a)The posterior parietal
cortex can be divided into the dorsal
parietal cortex (DPC) and the ventral
parietal cortex (VPC). The DPC
comprises the lateral cortex including
and superior to the intraparietal sulcus
and the medial parietal cortex (the
precuneus (not shown)) and largely
corresponds to Brodmann area 7. The
VPC includes the supramarginal gyrus
and the angular gyrus and largely
corresponds to Brodmann areas 39 and
40.b) The parietal cortex has direct
anatomical connections with many brain
regions. It is connected to the frontal
lobes through the superior longitudinal
fasciculi (SLFI, SLFII and SLFIII), the
fronto-occipital fasciculus (FOF) and
the arcuate fasciculus (AF). The parietal
cortex is also connected to the temporal
lobes through the middle longitudinal
fasciculus (MdIF) and the inferior
longitudinal fasciculus (ILF). TPJ,
temporoparietal junction. Reproduced
from Cabeza, Ciaramelli, Olson and
Moscovitch (2008)

preparation for the next trial. Increases in theae been reported in relation to error-

related negativity (ERN — e.g. Trujillo & Alien, B@) but such widespread increases are

not seen in the literature. Furthermore, accuraeg Wwigh for these probes with no

significant difference for Object Probes so suctreases are unlikely to be linked to

error checking. The suppression of rhythmic agtiint the alpha and beta bands may be

indicative of object processing and has previobglgn correlated with cortical activation

during sensorimotor and language tasks using salgiroencephalogram (Toet al,
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1994) and subdural ECoG recordings (Crehel.,1994), as well as in basal temporal
cortices during the picture naming tasks (Pfurtdeh& Aranibar, 1977; Pfurtscheller &
Klimesch, 1991; Crone et al., 1994; Hattal., 1998). Further investigation is necessary
but this spectral difference provides stark evigeotprocessing differences between the
tasks.

The aim of this study was to examine the neuratsates mediating object and
location processing. Although early evidence sutggka functional segregation into two
major, anatomically distinct pathways (Ungerlei@ekishkin, 1982; Haxbyet al., 1991,
1994; Kohleret al., 1995; Clarket al., 1996; Courtneet al., 1996; Belgeret al., 1998),
this study has found both dissociations and intenas between these streams. As
predicted, the frontal cortex was identified asoagible site for object-location binding,
and (along with the more unexpected involvement ahe superior
temporal/temporoparietal junction), it was foundbactive for both location and object
processing as well as paired stimulus processing.

There has been a notable absence of hippocampal/@ment in this study and
this must be addressed. As no changes in viewmmatirred, participants may have
retained object-location bindings in viewer-centeo®ordinates, a process that may be
more dependent on prefrontal and posterior par@adices (Constantinidis & Wang,
2004; Curtis, 2006) than MTL structures (Hannul&&nganath, 2008). The involvement
of the PHG, however, suggests that a more alloceloizalising process may have been
used for the location recognition trials, as disewdsearlier.

Taking the findings of this study, we can returrdrigure 7.1 and adapt that model
based on task demands. Figure 7.25 shows a neworvers Postma, Kessels and van

Asselen’s (2004) model of interaction between tiseal processing streams.
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Figure 7.25 a)A revised functional analysis of object-
location memory based on Postma, Kessels and van
Asselen (2004). See Figure 7.1 for detall$ Propagation
of the ventral (what) and dorsal (where) streanasrir
primary visual cortex (shown in blue and purple
respectively) along with proposed binding areasysh in

red)

The results of this study suggest that the taskswbhit goes here?’ (object

memory) and ‘where does this go?’ (location memaay dissociable both at the

behavioural and electrophysiological levels. Fog thtter task, earlier recruitment of

frontal areas aided by medial temporal structured guicker access to (possibly
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allocentric) mental representations seem to berdditisions on location. However,
attention-based rehearsal probably plays a roleaiting location recognition. As
predicted, the presentation of correct cues bertefdubsequent probe recognition as
evidenced by the performance data and the ERPralites. The importance of
consistency in the relationship between objectsthant locations was also shown in the
behavioural results for the paired stimuli, wheegfprmance was significantly better for
congruent vs. incongruent pairs (i.e. CC and Irgpas. Cl and IC pairs — Figure 7.5).
Correctly pairing the stimuli removed behaviouraffedlences between object and
location responding and resulted in a network d¢ifvatton which was also identified as
common across both of the cued stimuli, leadinthéoconclusion that the frontal lobes
and DLPFC, along with the temporoparietal junctiplgy a part in binding viewer-
centered objects and locations.

The complex binding elements involved in objectalitan memory directly
connect it to episodic memory, i.e. memory for paed events (Kinget al.,2004). With
this in mind the general discussion will aim totsdee findings of this, and previous

chapters into a more general memory context.
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Chapter VIII

General Discussion
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8.1 Overview of findings

In this thesis | began by assessing the recruitroé@ind interaction between different
spatial reference frames. To date, there have been few studies which looked at
translational processes in spatial representaigpecially using EEG. This dearth of
research has meant that very little is known ahlibet temporal aspects of spatial
representation, and to my knowledge, no electraplogical markers differentiating
representational formats have ever been repontethd initial experimental chapter we
aimed to address this, examining ego- and alloiwergcruitment using ERPs as well as
behavioural measures. We found that participardgpaeded slower and less accurately
when asked about object-locations from a rotategvpoint compared to an egocentric
viewpoint. As well as stark behavioural differeneesoss viewpoints, it was shown that
performance on the Spatial Grid Task was assocmtddamplitude differences in the
P300, where exposure to rotated views resulteddreased parietal activity which was
indexed to different cortical structures when comepato egocentric-related activity.
Medial temporal involvement was found for rotatediocentric’ viewpoints. It was
suggested (in Chapter 3) that recruitment of areefee frame occurs quite early on
(~200ms) and that ego-/allocentric translations pgeior to 400ms when differences in
the waveforms begin to emerge. This time frametpdkat translational processes begin
well before categorisation processes. Additiongbassible representational differences,
oscillations in the P300 (driven by cingulate-geted theta) were also found for correct
locations, and were discussed in relation to tdénel effect.

Following these behavioural and electrophysioldgitifierences, an attempt was
made to explain the qualitative and quantitativéfedences involved in spatial
representations. In Chapter 4 we aimed to ruletloippossibility of a detrimental effect
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of not showing transitions between viewpoints oa #tological validity of the task.
Issues such as the influence of possible intrinsityironmental symmetry cues on
performance were also assessed (Appendix 3). Ilpt€h&® we attempted to rule out
more contentious issues such as scene recognitiofounds and training effects by
manipulating the information available at encodwgh different training regimes.
Although this led to difficulties by blurring thanks between ego- and allocentric
exposures, it did provide some evidence for thesterce of viewpoint-independent
representations. This chapter also provided eviglagainst the use of mental rotation on
the task. These results were discussed in detaihenvarious chapters and they are
collated below (see Section 8.2) in a dual-routgategy-based’ model of spatial
representation which includes some explanationamifstational processes.

The latter Chapters (6 & 7) aimed to assess ttexaation of spatial and object
memory both implicitly and explicitly. In Chapter Bcation was found to significantly
affect response times for object recognition, aifig that was mirrored in the related
P300, suggesting that spatial evaluation can exhibiearly (and implicit) influence on
object recognition. Interesting ERP differencesena&iso found across sex, suggestive of
implicit differences in the encoding of spatialanhation, where females may rely more
on categorical and males on coordinate-type relatid’he final experimental study
(Chapter 7) was designed to examine the interacti@patial and object memory in the
brain, with the continuing aim of elucidating therporal qualities of their relationship.
.Here we found faster response times to cued mtaficompared to cued objects), again
suggestive of the primacy of spatial processings Was accompanied by earlier peaking
frontal P2 components and centro-parietal P300stHerlocation evaluations. Dipole

models relating to locations and objects were distbe across the visual streams with
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the relationship seemingly dependent on the doeatity of the question. That is, the
location-loaded question ‘where does this go?’ sskto engage dorsal areas while the
object-loaded question ‘what goes here?’ engagedvéimtral stream. There were also
areas of convergence across these tasks, in nfeaidhl and temporoparietal regions,
two areas with growing support for a role in inf@atmn-binding. Their involvement was
found circa 300ms giving a temporal dimension is tomplex process. Theta was also
found to increase in these areas during this tixgelitionally, large spectral increases
and decreases were found to differentiate the baatvity related to locations and
objects. The interaction of content and contexthm brain will be discussed further in

section 8.3 and 8.4 below.
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8.2 Egocentric/allocentric dissociations and interetions

The idea of separate and fully dissociable systefnepresentation has, in recent years
come under scrutiny (Burgess, 2006, Metual. 2004). A main objective of this thesis
was to assess the validity of separate ego- andedltric reference frames. To this end,
spatial memory processes were investigated on dl stomputerised spatial array,
without the influence of proprioception or vestidnulsignals. The Spatial Grid Task
allowed for manipulations of viewpoint, which a niben of previous (viewpoint-
dependent) studies have shown is an effective way tdst differences in
egocentric/allocentric representations (e.g. Couis& Bulthoff, 1999; Feigenbaum,
Polkey & Morris, 1996; King, Burgess, Hartley, VAggKhadem & O’Keefe, 2002;
Johnsrudeet al., 1999; Milner, Johnsrude & Crane, 1997; Owen, Milneetrides &
Evans, 1996).

In addition to behavioural differences, ChapterfaBnd electrophysiological
fluctuations (concentrated in a parietal P300) thate related to the manipulation of
viewpoint. The differences existed between tAee@ocentric viewpoint and the rotated
novel viewpoints. Furthermore, the differences weeentained after controlling for task
difficulty. As the behavioural data from the rothteiewpoints suggested that mental
rotation was not being used as a strategy, anthénwith previous studies, we posited
that an allocentric strategy was being implemembedhe novel viewpoints. This would
require translation to and from transient egocerftames of reference (Burgess, 2006;
Burgesset al., 2001; Rocheet al., 2005). With three processes possibly underlyirg th
summated parietal activity, an analysis of the nledegenerators of the P300 was

undertaken to differentiate spatial processingntaio parietal and temporal sources were
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seen for all viewpoints but a medial temporal (parahippocampal) contribution was
found to be unique to the novel viewpoints.

However, some difficulties arose when interpreting results of Chapter 3 and
this led to the conducting of a number of contxxgperiments which became Chapters 4
& 5 of the thesis. In Chapter 4 we tested whethermtresentation method used in Chapter
3 (i.e. instantaneous transitions between viewgothiring the test block) had affected
performance and reduced the ecological validityoaf results. It was found that
performance across the viewpoints was similar t#gas of the presence of external cues
or transitions. The effects of the orthogonal afesl possible intrinsic axes) within the
array were assessed with a Circular Grid Taskhis éxperiment (detailed in Appendix
3), the behavioural difference between studied regated viewpoints observed in
Chapters 3 and 4 was maintained which suggestédnbaise of the square grid did not
result in a beneficial orthogonality effect foraiteéd views. By removing the opportunity
for scene recognition and altering the exposure/igavpoints at training, Chapter 5
provided evidence that the behavioural differersmen in the previous chapters were not
the result of scene recognition. In addition t®thve demonstrated the construction of a
viewpoint-independent representation which showeddefault view’ for a group of
participants who received exposure to all viewpmimt training. Furthermore, a
comparison of reaction times between this group amgoup which was trained with a
default view found that mental rotation back to efaglt viewpoint was an unlikely
strategy for the Spatial Grid Task.

Below, we aim to incorporate the modelling andpgenal evidence from the ERP
data of Chapter 3 into a model of spatial memorgt temphasises differential but

interacting strategies. We use the model of Ra&tled (2005) as a template.
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8.2.1 A Dual-Route Model of Spatial Memory
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Figure 8.1 A model of spatial memory
emphasising the dissociation and
interaction (through translations)
between ego- and allocentric
strategies. Temporal windows are
included based on the emergence of
ERP differences from Chapter 3 as
well as maximal differences in
summated activity. Red arrows
indicate the primary strategy for
encoding spatial information. Green
arrows highlight top-down processes.
Adapted from Roche et al. (2005).



Based on the template of Rocheal (2005), Figure 8.1 shows a model of ego- and
allocentric interaction. However, where their mofsle Figure 1.6) outlined the possible
structures involved in spatial navigational proesssluring travel, the model below
summarises the anatomical structures (suggestethply by Chapter 3 of this thesis)
possibly involved in the processing of spatial mfation from alternate (but stationary)
viewpoints. In addition to findings from this thesiparts of the model are suggested
based on other relevant literature which is desdribelow. Temporal windows have
been applied to the model based on when ERP dilfesebegan to emerge and when

they were maximal between viewpoints.

Sensory Systems

As can be seen, the model is egocentrically-driveith an egocentric strategy posited as
the most direct encoding route between the envissrirand spatial memory (provided
there are reliable proximal cues or ‘route-basddrmation’). However, before strategy
selection begins, sensory information must be natiegl. Bottom-up information
activates the visual streams which have been pritmedop-down information (not
shown), examples of which include head-directioforimation (from presubiculum;
Taube, Muller & Ranck, 1990) and motor planning amavement (from frontal, sensory
and motor cortices — Marois, 2002). The multipleaantric inputs from our senses are

likely integrated in parietal cortex using a topaaioproces$

® Everything is encoded egocentrically in a bottopaanner (at the very initial stages) as percepsion
person-centred (Burgess, 2006), therefore inpahtboutput from allocentric systems are mediated by
transient egocentric representations due to theesgnc nature of perception and imagery.

® Mechanisms for egocentric integration are suggesye‘gain field” responses of neurons recorded in
posterior parietal area 7a in primates (Andeetead. 1987; Zipser & Andersen 1988; Pouget & Sejnowski
1997; Snydeet al.1998; Denevet al 2001).
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Egocentric Strategy

After the integration of information in parietaleas, processing is posited to continue in
a person-centred manner. Rather than suggestinigrate grounding for egocentric
processing, this ‘default strategy’ is likely a uksof our use of the English language
(Haunet al.,2006) which mainly uses a relative, viewpoint-degent frame of reference
(with terms like front, back, left and right). Inetkit is likely thatallocentric encodings
the native tendency in our species as there isa ahherited bias for this spatial strategy

in the great apes (Hawt al.,2006a; 2006b; Gentner, 2007).

Transitional processes

Looking at the interaction between the ego- andcalhtric strategies, the main
transitional processes proposed in the model (thedehorizontal arrows) are adopted
from Rocheet al. (2005), who state that ‘the successive gatherihgoate-based
information leads to a sophisticated allocentriatsh construct being incrementally
generated containing survey-based knowledge’ (B).63owever in the current model,
underlying structures possibly involved in this gges are tentatively identified. These
translations are posited to be mediated by suppadetal and posterior cingulate areas
(Chapter 3). In addition to this, two top-down psses (green arrows) are suggested
which may enhance translation or trigger the eadgption of an allocentric strategy,
leading to a more allocentric representation. Hehifeffects, manifest as a lateralised
P1 (Chapter 3) may be a part of the top-down ‘kmalge of orientation’ information that
we use for selecting a strategy. Medial frontal amderior cingulate involvement in
strategy-switching seems more likely, being lo@idduring landmark presentations,

with the P1 likely associated with hemifield efle¢Chapter 3). Studies of rats’ spatial
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behaviour show that although they can be guidededpy- and allocentric strategies
(White & Wise, 1999), the distinct neural systenmslerlying such strategies can also
interact competitively or synergistically (Kim & Bazzino, 2005) possibly similar to the
interaction in human spatial systems (Burgess, RA@Dénverging evidence suggests that
regions of the frontal cortex are central in cooating multiple memory systems (e.g.

Ragozzincet al.,1999; Rich & Shapiro, 2007; 2009).

Allocentric Strategy

As mentioned above, a number of extrinsic andrisici factors are posited to encourage
the use of an allocentric strategy. For example, degree of allocentric translation

(posterior cingulate cortex) is posited to be deleen on attentional processes (frontal
and parietal cortex) and prior experience of th@renment (medial temporal cortex) as

well as geocentric landmark information (parahiggpopus).

Mental Representation

The anatomical correlates of actual mental reptaten (represented by the Venn
diagram) have been left unchanged as there is dvdming support for the involvement
of these medial temporal structures in spatial nrgni@ee Table 1.1; and Rocke al.,
2005). The question is also raised as to how ugahd valid) it is making distinctions at
this level, when all representations seem to relytlte same medial temporal areas.
Indeed, terming a representation as ‘allocentricegocentric’ only informs others as to
the qualitative aspects of the spatial memory (teal determined by the spatial
strategies adopted at encoding, and ones whiclomgrbe tested via additional retrieval

strategies).
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Indeed, although much of the neurophysiologicaldence that comes from
animal studies is supportive of a separate egadcemefpresentation (head direction cells;
Taube, Muller & Ranck, 1990) and allocentric repraation (place cells; O'Keefe &
Dostrovsky, 1971; O’Keefe & Nadel, 1978; and griells; Haftinget al., 2005), the
discovery of these specialised cells could more@pyately support separate strategies —
these cells fire in novel as well as familiar enmiments based on visual cues and
geocentric boundary properties — so it is likelgyhare involved in creating (and
accessing) stored representations rather than bewdence of the representations
themselves. Developmental evidence also suppagtgdda that the distinction be made
between strategies, rather than representationsolgastudies have revealed a clear
transition between 18 and 24 months with regardsgatial ability and suggest the
emergence of place learning occurs around ageuzdBskiet al., 2003). Although cue
learning (Rieser, 1979) and dead reckoning (McKeenblay & lhsen, 1984) are both
available in the first 6 months of life, evidenagggests response learning dominates
during this stage (Campaa al., 2000; Clearfield, 2001; Newcombe & Huttenlocher,
2000; Newcombe & Sluzenski, 2004). As human hippgzal maturation continues until
about this age (Kretschmann et al., 1986; Seré&82)1 anatomical data would suggest
that changes in the hippocampus occur in paraliggl this behavioural shift. However a
causal relationship cannot be established as isedeaobility and exploratory behaviour
at age 2 and above may lead to plasticity changeka hippocampus rather than the
other way around. Another factor, the developménamguage, may also mediate these
plasticity changes and lead to the emergence odllacentric spatial strategy. Then

again, perhaps more excitingly, this relationshgymossibly be reversed, where it is the

242



development of allocentric processing that pred&eguage acquisition. A distinction
between strategies allows more inference to be nmatlés regard.

Rather than thinking of the cognitive map as midtiptegrated representations, it
may be more useful to conceive of spatial memorg distributed cortical representation
with qualitative differences dependent on encoding retrieval strategies (i.e. strategies
which are determined by information available amgkt demands). Rather than a
dichotomous relationship, the strategies are pbsdede combinative and cooperative as
suggested by previous work (Sholl & Nolin, 1997; Mya&& Brockmole, 2003; Moet al.,
2004; Waller & Hodgson, 2006; Cheng, 2005; BurgeX3)6; Byrneet al., 2007,

Burgess, 2008) and also by results in this th&dmpters 3 & 4).

8.2.2 Testing the model

There are a number of ways to test if our intereptesentation of space is encoded and
accessed by differential strategies. A re-integii@h of former investigations of
selective brain damage could form the basis ofsargh investigation. For example, the
results of both the Teng and Squire (1999) study taie Maguireet al. (2006) study
downgraded the importance of medial temporal ameapatial memory. This could be
evidence for a dual-route model where egocentnadoouted allocentric) strategies are
compensating for the damage to medial temporalsartawas posited that through
repeated exposure to his house (over years) andduosotion between the rooms, HM
built an allocentric representation of his housalding his topographic recall (Corket
al., 2002). If the hippocampus is the site of topogregdhinformation storage then this
would seem impossible. Instead, the MTL regions rbayspecialised at extracting
object-to-object relations (and other complex asdmns) used in an allocentric strategy.
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Allocentric encoding would then be very difficulbut not impossible, without
hippocampal involvement. These studies (discussegdtion 1.3.2) also suggest a more
distributed storage of remote spatial memory.

Another novel way of mediating participants’ sphti@presentations was
introduced in Chapter 5. In that chapter differ@nttiaining regimes were administered to
show a dissociation in spatial representation. @néd also interpret this as a difference
in representational quality due to a dissociatiostrategy. As it has been posited that an
allocentric representation emerges from successiyp®sure to an environment from a
variety of egocentric viewpoints (Burgestal., 2001; Rocheet al., 2005), it stands to
reason that experience is both quantitatively (deyel of exposure) as well as
qualitatively (e.g. person-centred vs. object-aaitrdifferent for ego- and allocentric
representations. The qualitative difference haglineabeen assessed in experiments
which manipulate information-type (route vs. sufvdyring training (see section 1.2.1).
The influence of quantitative experience has howeveven to be a difficult variable to
manipulate. Giving a participant additional expesup a spatial array obviously
introduces training effects, but keeping the lesekxposure the same across ego- and
allocentric training regimes (as was the case imp@#r 5) introduces problems with
memory load (where an allocentric training conditiovolves multiple perspectives over
the same number of trials) and can only show aitqtigk difference. Therefore, the
confounding exposure effects may be the essentleoécological difference between
representations. A re-analysis of the behaviouash drom Chapter 3, which compared
how performance changed over the test block (sepedgix 5), revealed that as
participants completed more trials they becameefasind more accurate. Again,

concluding that this is an allocentric-type ‘expee effect’ is difficult as an exposure
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effect (i.e. exposure to all viewpoints increasagrothe course of the test) may be
fundamentally responsible.

Yet another way of testing representational d#ifees involves manipulating
attention. The role of attention in the model isuased to encourage the adoption of an
allocentric strategy. This assumption is basedherpbssibility that instructions to attend
to particular features of an environment may begatsed as an external source of
information which makes object-to-object relatiansre salient, similar to survey-type
information (e.g. maps). But how does attentioiedibetween spatial strategies? Goal-
directed attentional processes are likely connesfifid an egocentric strategy (due to the
egocentric nature of endogenous ‘person-centradhidn). It has been suggested that
the dorsal parietal cortex contributes top-dowerdtbnal processes guided by retrieval
goals (Cabeza, 2008; Cabeztaal, 2008). Conversely, bottom-up attentional processe
may encourage the construction of an allocentrwpbint-independent representation.
Reflexive ‘object-centred’ attention elicits MTL tagty which is tracked in ventral
regions of the parietal cortex (Cabeza, 2008; Cabeal, 2008). Manipulating attention
to spatial information (with task-irrelevant stinjumay be a good way to assess the
automaticity of spatial coding, and whether thiding is person-centred or object-
centred. The above model would predict that engpdimd retrieval are egocentric unless
the task or environment demands otherwise.

To test if people maintain a default egocentriatsfyy (with some degree of
automatic translations), while reserving the apitd engage in attentional allocentric

processing, two potential experiments will be dibsct.
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Experiment 1 - The House Party Experiment
In this computerized experiment two groups of jggréints are shown the activity at a
house party from three different vantage pointsgAand C — Figure 8.2). Group 1 is told
to listen to theconversationdetween party guests (1-6) from each of the vanpagnts.
Group 2 is told to pay attention to tleeationsof party guests (1-6) and the layout of the
house from the same vantage points (while the pgtigsts engage in the same
conversations attended to by Group 1). Note, neghaup will have access to the house
schematic as presented in Figure 8.2. Hence, batlnpg receive the same visual and
auditory information but are given instructionsdicect their attention to one (the visual
environment) or the other (the auditory conversegjdype of information. The test phase
consists of several visual snapshots of the howisereonsistent or inconsistent with the
house’s actual layout. Snapshots would be presdmed the participants’ perspective
but also from the guests’ perspectives. The paditis are required to identify ‘correct’
scenes i.e. scenes in which the geometric relabehseen walls and doors is consistent
with the study phase. In addition to this they as&ed questions about more detailed
spatial information relating to intra-environmefjects and spatial relations.

| would predict, based on my suggestion of duatesun spatial memory, that
both groups would be accurate and fast when respgrad correct and distorted layouts
from first-person perspectives. This would rely e default egocentric processing
suggested above. Additionally, Group 1 should slhmsreases in response times when
judging views from alternative perspectives (Cheapdés), whereas the change in
viewpoint would not affect Group 2 to the same ek{€hapter 5). Accuracy is predicted
to remain high for both groups on all perspectivagporting the idea that automatic

translations occur (Chapter 6) during encoding timaterlie contextual coding in episodic
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memory. It is hypothesised that major differencethe encoding strategies will emerge
on the questions relating to intra-environment itle&g. ‘Which room contained a fire
extinguisher'? or ‘What was on the coffee tablef»@ 2, who engaged in an attention-

driven allocentric strategy during encoding, isdiceed to be superior at this task.

OXa i

Figure 8.2 The House Party Experiment. Overview of houseutyo
with mock-up still frames from three vantage po{#tsB and C).
Locations of house guests are marked by numbets Guests would
also appear in the scenes of the house that waaijgrésented both at
study and test phase. Image 1x (right) shows amplaof an
incorrect layout from the guest perspective (1) €hvironment
would be designed on SketchUp to keep colours aterials
consistent across images and allow for completérobof layout and
spatial relations.
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Experiment 2 - Escape the Maze

This experiment may be useful for exploring thduehce of goal-directed (top-down)
and reflexive (bottom-up) attention on spatial mem&imilar to the experiment above,
two groups of participants would be required. Egalticipant begins at the start of a
maze (Figure 8.3) and is required to navigate tvay out. Note, that the maze contains
no wrong turns or dead ends. Also, neither grodphave access to the maze schematic
as presented in Figure 8.3. After they have exitedmaze they would be asked to recall
or map their route of escape. The proposition Iethat the goal-directed behaviour of
escaping the maze would only require an egocestrestegy. However, during their
escape one group would receive salient but tagkewrant cues at turns and junctions
(Figure 8.3b) which may recruit reflexive atten@brprocesses that encourage a more
allocentric representation of their escape routis. posited that the group receiving these
cues during their time in the maze would subsedydeat more accurate at remembering

their route of escape (i.e. the layout of the mazhg influence of these cues could also

be assessed using free recall to probe object nyemor

Figure 8.3Route schematics
and still-frames from the
Escape the Maze experimeay.
shows an uncued route through
the maze antl) shows a cued
route which is posited to result
in a more allocentric and
accurate spatial memory due to
bottom-up attentional
processes.
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To summarise, | am proposing that human spatiahitiog is pluralistic. we can
typically encode the same external scene in marygwdumans (and animals) can adopt
different frames of reference according to the taskl context. Medial frontal and
anterior cingulate structures possibly play a iale rapid strategy-selection process at
encoding, dependent on the information availableer egocentric encoding is the
dominant and automatised strategy. Translationsirdog in posterior cingulate areas
(a.k.a. the retrosplenial cortex) operate on sopegyarietal information to give rise to
object-to-object based qualities in the storedasgntation. Similar dissociations can be

seen upon retrieval, again based on the contekiedfituation.
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8.3 Object-location memory

Chapters 6 & 7 both make claims about object-locathemory. The main aim of these
latter chapters was to gain an understanding of Bpatial and object information
interacts in the brain, electrophysiologically. hguestion is based on an earlier
hypothesis developed by Ungerleider avigshkin (1982), who suggested that visual
information is processed alopgrallel ventral and dorsal streams, which are eored,
respectivelywith what objects (form, shape etc.) are presedtwanere the objects are
located. But the validity of these streams, howytimeract and the temporal properties
of such an interaction are all still relatively unakvn.

With the object recognition test in Chapter 6 wendastrated that implicitly,
spatial information helps to inform categorisatiecisions. One suggestion that can be
made from this chapter is that spatial processmegques object processing, evidenced
by the reaction time differences, the latency déifee in the P300 and the possible
presence of a spatially-related P1 (earlier peakiogponent) for non-conflicting
(correctly located) vs. conflicting (incorrectly ciated) objects. But this does not
necessarily suggest a serial process, only théaspaocessing may begin prior to object
evaluation. Work in visual perception has also ade@ that visual processing can be
accelerated by spatial attentional processes, siitties showing superior letter detection
(Hoffman & Subramaniam, 1995) and more accuratéerleidentification (Kowler,
Anderson, Dosher, & Blaser 1995) at the locatiora gflaccade target shortly before the
saccade. Another study suggests that spatial $sat@min even precedes temporal
determination in visual perception (Park, Schlag-ReSchlag, 2003).

The findings that locational information removeddiindual differences in

recognition performances (Chapter 6) also seemdgest that spatial processing is more
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instinctive and less variable than object procegsifihere is some evidence that
efficiency in the spatial domain develops earliar ahildren. Schumann-Hengsteler
(1992) used a picture reconstruction task withdrbiht aged 5, 8 and 10 years and found
age-related differences for object-location mem@mnatched correct objects to their
locations). However, when looking at the numberlafations remembered correctly
whether or not the correct objects were matchel thiém, the age effect disappeared. A
similar distinction has also been found in aduitlostma and De Haan (1996). A recent
study (Leijenhorstet al, 2007) examined developmental trends in object spatial
working memory (WM). Assessing 4 age groups (6—409 11-12, 18-26), the authors
concluded that spatial WM task performance reactkdt levels before object WM task
performance, supporting previous claims (e.g. Hamiet al.2003; Logie & Pearson,
1997; Pickeringet al.,2001). There is also evidence that this efficieditference results
from an evolutionary bias. It has been shown thiznits initially track by location rather
than by object features (Newcombe & Huttenloch&Q@®, and we share this initial
location bias with apes (Haw al, 2006).

The results from Chapter 7 also suggest a tempdiférence in
processing across the dorsal and ventral streanns cliapter reported an experiment that
investigated how the ‘where’ and the ‘what’ pathwamteract. By evaluating and
comparing the relative efficiency of retrieval wa directions ['what goes here?’ and
‘where does this go?’] this experiment gives anigation of processing times in the
visual streams. Locations were recognised sigmflgdaster than objects. Moreover, as
well as amplitude differences, a latency differen@s also seen in the ERP components
where the P300 related to location probes peakdibrethan that for objects. Previous

results predicted that the two directions wereegitqually efficient (e.g., Nissen, 1985;
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Johnsonet al, 2002) or that from-where-to-what retrieval iste&x than from-what-to-
where retrieval (e.g., O'Reilly & Munakata, 2000Quite surprisingly, our results
contradicted both predictions.

In a recent study investigating processing speéaisgathe ventral and dorsal
streams, retrieval from-what-to-where was foundbéo faster than the retrieval from-
where-to-what (Wang, Johnson & Bao, 2005) suppgrtire behavioural findings from
Chapter 7. Wang and colleagues concluded that aufohding suggests ‘that the link
strength from object identity (or other visual f@&s) to its location is stronger than the
link strength from object location to its identityt seems that an object’s location, as an
important feature of the object, is readily repreged and strongly bound with the object
representation. Therefore, given an object, itatioa can be quite quickly retrieved, as
was found in Chapter 7. On the other hand, therg nm exist a readily retrievable
location representation that links to the objecattloccupied that location. Such
information may have to be computed online wherdadetherefore taking longer time
(e.g., Hunt & Waller, 1999). The ERP results fromistchapter not only index this
difference electrophysiologically but also begin @aoswer more difficult questions
relating to object-location integration, identifginpossible binding sites for object-
location memory. Rather than restate the findinjE€loapter 7, where object-location
was given an ample discussion, a more general shgmu of content and context will

follow.

252



8.4 Content and context in memory

When people think of memory or knowledge, they Uguanvision something of
substance; a series of images depicting contestgra of descriptive information probed
by interrogative determiners, most commonly ‘whaftideed, it was this content-driven
view of memory that led to many of the ‘memory-staheories being developed in an
attempt to locate this content. Episodic and seimanemories have had close ties in
memory research, falling under the umbrella of aetive memory. But our sensory
systems can each be sub-divided into at least @vts,pone for perceiving content and
the other for perceiving contextual information.

Vision typically dominates spatial processing basauvsual spatial acuity is more
accurate than auditory spatial acuity (King, 200@hen it comes to content and context
dissociations in the visual system, we turn to tfeeial pathways. The existence of a
separate dorsal ‘where’ pathway is probably thedsg indication of the importance we
place on spatial and motion processing but thetylbd localise stimuli has been found
with our other senses (e.g. audition - Jeffreyl819ouch - Dassonville, 1995; smell -
Porter & Sobel, 2005; Portet al., 2007; taste - Lim & Green, 2008). In reviewing our
means of sensory perception, we see the brain iag lspecialised in coding spatial
contextual information that is separate from contéfhe question again returns to
interactional and combinative processes; spedyicahow is spatial information
combined in experience to create cohesive memandswhy is it processed separately
in the brain to begin with? Could it be possiblatth specialised spatial system, or more
likely, a spatibeemporalsystem, has developed to exploit the 4-dimensibtise physical
world in order to bind objects and events and ereat stable percept for self-

consciousness?
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The idea of a spatiotemporal ‘glue’ in memory isretg an extension of previous
theories of hippocampal involvement in episodic rmgmRedish, 1999; Burgess al,
2001a; Burgess, 2002; Burgess & O’Keefe, 2002; lehar& Burgess, 2002). Here it is
suggested that areas additional to the hippocammaysbe involved in such context-to-
content binding.

Figure 8.4 is based on the results from Chaptend summarises the partially
distinct pathways engaged during location-to-obgatl object-to-location processing,
with areas specifically involved in the binding pess shown as common across both
tasks. These are the areas that also overlap téthptocessing of the paired stimuli.
These findings agree with findings on episodic mgm@.g. Burgesset al., 2001b;
Cabeza, 2008; Cabeza & Nyberg, 2000; Svobetdal., 2006). Although most research
now assesses the role of medial temporal struciarepisodic memory, the literature
linking the frontal cortex to episodic memory idensive (see Stevens & Grady, 2006 for
review) and there are suggestions that episodic anemengages both frontal and
temporal areas (Cabeza & Nyberg, 2000). More reedence from a study by
Soderlundet al. (2007) showed both cued recall and recognitionewsgnificantly
impaired in patients with frontotemporal degeneratiLateral parietal activation in
autobiographical memory tends to be centred arotived temporoparietal junction
(reviewed in Svobodat al.,2006). Wheeler and Buckner (2004) found greatgvigcin
this region and in ventral parietal areas for itéhad participants classified as recollected
than for items classified as familiar. Every episothemory has a spatial element,
providing the location and surrounds into which ¢lvents we experience sit. The frontal
and temporal areas identified in Chapter 7 mayagestplay a greater role in the binding

of content to context in episodic memory than heaVipusly been supposed.
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Figure 8.4 A box-and-arrow flow diagram detailing the distirsaid common brain areas involved in spatial andeobjnemory.
Time moves from left to right with the stimulusetghown at the top of the diagram and the relats# lemands posited to be
involved shown at the bottom. The processes pasited involved are colour coded with a legendh® left of the diagram. The top
set of boxes show the areas involved in spatialangie. deciding ‘where does this go?’ The botsshof boxes list the brain
areas involved in object memory i.e. deciding ‘wWha¢s here?’ The brain areas common to both tasksl@own in the middle and
are posited to be crucial for binding processes.

Indeed, a greater role for these areas has beens=p by proponents of another
network. The Default Network is a recently propobegin system (Raichlet al., 2001,
Gusnard & Raichle, 2001; Gusnaetl al., 2001), engaged when individuals are left to
think to themselves undisturbed (Shulneral., 1997; Mazoyeet al, 2001; Raichlest
al., 2001) but also activated by diverse forms okdahat require mental simulation of
alternative perspectives or imagined scenes (ped-B.5). The relevance of the default

network to spatial processing and memory can ben sestly through anatomical
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similarities and secondly through its suggested mlinformation-binding (Hassabis &
Maguire, 2007; Hassabgt al. 2007). The default network contains a set of axteng

brain areas that are tightly functionally connecéad which overlap heavily with areas
identified in this thesis including: the dorsal amentromedial prefrontal cortex, the
posterior cingulate/retrosplenial cortex, the irdemparietal lobule, the lateral temporal

cortex and the hippocampal formation.

AUTOBIOGRAPHICAL MEMORY

Figure 8.5 (A) Autobiographical memory:

subjects recount a specific, past event from
memory (B) Envisioning the future: cued with an
item (e.g., dress), subjects imagine a specific
future event involving that iterfC) Theory of

mind: subjects answer questions that require
them to conceive of the perspective (belief) of
another person(D) Moral decision making:
subjects decide upon a personal moral dilemma.
Reproduced from Buckner, Andrews-Hanna and
Schacter (2008). Data in A and B are from Addis
et al. (2007). Data in C uses the paradigm of Saxe
and Kanwisher (2003). Data in D is from Greene
et al. (2001). Note that all the studies activate
strongly PCC/Rsp and dMPFC. Active regions
also include those close to IPL and LTC, although
further research will be required to determine

the exact degree of anatomic overlap. It seems
likely that these maps represent multiple,

MORAL DECISION MAKING interacting subsystems.

@ L

The fact that this network has been reported tonbelved in perspective taking,

both in terms of temporal perspectives (retrospectind prospective memory) and in

social settings (theory of mind) makes it a gooddidate network for underlying spatial
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perspective taking. In fact, Buckner and CarrolD(2) included spatial perspective

taking as a possible form of self-projection (Fe8t6).

Vi)

Figure 8.6 Forms of self-projection. Four forms of [
self-projection are illustrated to highlight their § i
common reliance on a personal, mental simulation of h
another time, place or perspective. The scene being ;
experienced is shown in the center and each -
alternative form of conceived perspective is in a
thought bubble. Simulated perspectives includé firs
person and third-person views. (a) Remembering
involves simulating the past, such as the picnic
earlier. (b) Prospection involves simulating a pbtes
future event, such as cleaning up the mess. (Qryhe
of mind involves conceiving another person’s
perspective — in this instance, the mental statb®f
person about to be recruited to help clean. (d)
Navigation — or topographic orientation — involves
simulating another view or mapping the environment,
such as a mental map of the world that surrounds th
picnic area, including the location of the neartash
bin. All these abilities depend on a shift from the
present perspective to a simulated model of an
alternative world. Reproduced from Buckner and
Carroll (2007)

In a recent study which assessed system overlapn§pMar and Kim (2009) conducted
four separate quantitative meta-analyses of newawgimg studies on: (a) autobiographical
memory, (b) navigation, (c) theory of mind, and (dg¢fault mode. The results
demonstrated a high degree of correspondence whiash maintained in a separate
analysis that included (e) prospection studies.os&rall domains, correspondence was
found within the MTL, precuneus, posterior cingalattrosplenial cortex, and the
temporoparietal junction. The first three of theseictures have been identified in this
thesis as important for allocentric strategies (MTdgocentric strategies (precuneus) and
translational processes (PCG). | have also sugtj¢lseetemporoparietal junction, being
ideally located between the ‘what’ and ‘where’ atres, is involved in object-location

binding. It could be argued then, that it is spatgporal processing that facilitates the

257



retrieval and integration of relevant informatiogaimponents through the activation of a
common network. Perhaps then the default netwosds ubis contextual information
during internal mentation to engage in the selfgution tasks described above? Tasks
such as remembering, considering hypothetical baaiaractions, and thinking about
one’'s own future all seem to evince the importaomtecontext. To this end, the
interpretation of context by the brain (possiblyotigh a specialised spatial system)
emerges as a possible candidate for informatiodibinand episodic memory formation.
A similar suggestion has been made previously, nnastempt to link spatial
context to more general episodic memory. A tempariepal and prefrontal network for
retrieving the spatial context of lifelike eventasMdentified by Burgess, Maguire, Spiers
and O’Keefe (2001b). Their network consisted ofoatmuous temporoparietal strip of
activation from parahippocampal cortex to precur(similar to Figure 7.19 — top panel),
in conjunction with posterior parietal, hippocamadd prefrontal activations. Rather
than distinguish between object vs. spatial adgowat within this network, the authors
instead related differential activity to ego- ankb@entric contributions (as well as
translational processes). Their suggestion thatahesmporal activity contributed to the
allocentric processing of spatial context whileigia contributions were indicative of
egocentric processing is very similar to the cosidns made in Chapter 7, i.e. matching
an object to a location involved an egocentric igpatrategy, while matching locations

to objects involved a more allocentric strategye (Bgure 7.25).
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8.5 Further applications of the Spatial Grid Task

Although alternative experiments are suggested gbthe Spatial Grid Task has been
shown to be a versatile method of investigating Ikatale spatial memory. Both its
computerised administration and its flexibilitye(i.the ease in which alterations to the
task can be made) permit possible applications fgkgpatial memory research. Due to
the task’s ability to discriminate between behavscacross viewpoints (Chapters 3, 4 and
5) and object placements (Chapters 6 and 7) asasalis ability to identify individual
differences by distinguishing between level of perfance (e.g. Chapters 3 and 6) and
between gender (Chapter 6), it can usefully beiegpb a variety of other research and
clinical questions. For example, the Spatial GrasK could be used to assess cognitive
domains which are related to or rely on spatial mgmcapabilities or indeed other
mental abilities which may recruit similar frontagarietal and medial temporal brain
systems (e.g. cognitive abilities associated wita Default Network). To this end it
could possibly be used to assess brain damage ysidndtion. Without dwelling on
possible future applications, | will discuss someaa which may require immediate
attention before describing some studies that cbutfither assess spatial memory using

the Spatial Grid Task.

8.5.1 Additional validation studies

Spatial Intelligence
The Spatial Grid Task remains to be fully validateda sensitive test of spatial memory
by means of correlational analyses with the culyesxtcepted paper-and-pencil tests of

spatial ability. This type of concurrent validity necessary if the task is to be used more

259



widely in spatial memory research. Standardiset$ tefsspatial ability to which it could
be compared to include both recognition tasks sschopying, embedded figure, visual
memory, form completion and form rotation tasks, wsell as tasks involving
manipulation such as block counting, block rotatipaper folding, surface development
and perspectives tasks. Correlational analyses thay reveal similarities between
performances on the shifted-viewpoint conditionstine Spatial Grid Task and the
standardised tasks that require more allocentocqssing. Similarly, high performance
on the studied viewpoint would be posited to beoassed with high scores on tasks
requiring egocentric processing. This type of asialymay also help to define the
different spatial processes underlying performamtenore traditional tests. In addition, a
finding of low to no correlation between performaran the Spatial Grid Task and more
simple mental rotation tasks would provide furtbgidence against the suggestion that
mental rotation could explain the response timdéerbhces across viewpoints in the

Spatial Grid Task.

Allocentric representation

Administering the Spatial Grid Task on a patienpydation with varying neurological
damage to assess how performance differs acrogpaeiets dependent on said damage
would be another means of validating the task’sitglio differentiate between ego- and
allocentric processes. These clinical populatiaeshard to find in Ireland. Patients with
very specific damage to medial temporal (e.g. HMykih et al., 2002) and parietal
cortices (e.g. MU; Wilsoret al., 2005) and/or localised hippocampal damage like Jon

(King et al.,2002; Hartleyet al.,2007) or TT (Maguireet al.,2006) are in high demand
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and their involvement in a Spatial Grid study wogckatly enhance our ability to
localise the relevant structures that underlie bstalle spatial memory.

Alternatively, TMS or rTMS could be used on hegliharticipants to produce
cortico-cortical disruptions in superficial cellsesnblies and mimic neurological lesions.
Effects on spatial processing have been reported parietal cortex (Formisaret al.,
2002; Harris & Miniussi, 2003; Knauff, Kassubek, lbick & Greenlee, 2000; Saek al.,
2002). Stimulating deeper brain regions requiréggh intensity that cannot be achieved
by standard transcranial magnetic stimulators. dege even special stimulators, such
as the figure-8 coil, with greater power outputsmibd allow safe stimulation of much
deeper brain sites, as the intensity required claad to undesirable side-effects induced
in more superficial regions (Nadeanal.,2003). These problems simulating deep brain
dysfunction may soon be overcome however. Deep TUdfaig a newer ‘H-coil’ is
purported to produce safe and measurable deep éffa@cts (Rothet al., 2002). It has
been found, at least in one study, to positivefgafspatial memory through stimulation
of deep portions of the prefrontal cortex (Levkawt al., 2007). There are exciting
advances being made in TMS technology and posafpécations with the Spatial Grid

Task are very appealing.

8.5.2 Variations on a theme

Pure topographical memory

The studies conducted for this thesis used a $gatid Task which included variances
among locations but also amongst the objects predenTherefore all locational
recognition tasks would have required some degfabject segregation, identification
and placement, some combination of location andabbjrhe final experimental chapter
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attempted to tease apart this relationship andatsoboth the locational and object
processing demands involved in spatial memory. #gdhe ecological utility of
locational memory lies in the location’s propertidsr example, what the location
contains. Although this chapter (and indeed theiptes chapters) recreated ecologically
valid object-location tasks, an investigation irtcational memory without object
discrimination would be an interesting endeavolnisTTould easily be studied with some
simple alterations to the Spatial Grid Task. A Bngfudy object presented in a number
of study locations would remove the need for obggstrimination. With a larger spatial
grid (e.g. 36 squares), these locations could beipukated in terms of distance and
direction from landmarks to further explore relagb memory and tap into important
contextual parameters necessary for accurate bpagsory (Figure 8.7a & h).
Highlighting locations during the test phase rathigan presenting the study object
(Figure 8.7c & d) would again reduce object processand provide a discrepancy

between study and test which would also discousagee recognition.

b)
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Figure 8.7 A larger 36-

square Spatial Grid Task
which could assess memory

d) for locations without the
object componerd) A study

! study presentation with the

- \ =) J-‘ presentation with a ‘ball
\ / object at locatiorx b) A
/
/

—t
P
.

| same object at locationg) A

test presentation of correct
location xd) Presentation of
an incorrect test location
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Extra-environment and conflicting cues

For the purpose of this thesis the Spatial GridkTaas been presented with intra-
environment cues in the absence of an outside @mient (i.e. engaging surroundings)
in order to restrict cue usage to proximal landreai®etting the grid within a more

complex environment (Figure 8.8) would allow thes uf distal cues and provide an
opportunity to compare the benefits of proximal afistal landmarks on small-scale
spatial memory. This would also permit investigasianto the effects of conflicting intra-

and extra-environment cues (e.g. where the grid iatrd-environment landmarks are
rotated within stationary surroundings). The influae of non-physical cues such as light
source position and shadowing could also be astesssuch a scenario. With simple
alterations the Spatial Grid Task could be usedfplethora of spatial studies. As such, |

believe it has more than met the objective of bairsgnple and versatile test.

Figure 8.8 A spatial grid within a cityscape from two oppositewpoints.
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8.6 Concluding Remarks

This general discussion began by assessing hosodiéble egocentric and
allocentric processes really are, drawing on ewideinom the experiments described in
this thesis (Chapters 3, 4 & 5) as well as otheeme studies. With some speculation, a
model of spatial memory was constructed which idetl interactive and cooperative
spatial strategies, and in turn some of the pwgadivatomical and temporal elements of
this model were added to the model of Roeheal. (2005) in an attempt to highlight
translational processing. How such spatial stragegmight combine with object
information in the brain was then discussed, drgvain the findings from Chapters 6 and
7. This was followed by a discussion of more gelneemory processes and the possible
role of context for information-binding in episoditemory. Finally, further studies were
suggested which could take advantage of the vierssaiure of the Spatial Grid Task to
probe spatial cognition in healthy (and brain daethgatients. | believe this thesis has
provided important electrophysiological markerstinése processes, and by tentatively
relating them to neural generators, | have ideadtifpossible areas of translation between
spatial representations and constructed a modebjett-location memory which can be

explored by experimenters and clinicians alike.
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Appendix |

Stimuli of the Spatial Grid Task

Overhead

See attached DVD

1. 0°objects

2. 90° Left objects

3. 90° Right objects
4. 180 objects

5. Circular Grid stimuli
6. Cueing stimuli

7. Transition slides

8. Distractors

9. Cues

10.Probes
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Appendix Il

Consent Forms

C. 3 —used for Chapter 3

C.4a/b — used for Chapter 4

C. 5 —used for Chapter 5

C. 6a/ C. 6b — used for Chapter 6

C. 7 — used for Chapter 7
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Subject Conzent Form

Project Titla:
INVESTIGATING THE NEURAL COREELATES OF SPATIAL EEFEESENTATION &
MEMORY

ssearcher:  Jonathan 8. Murphy
DA O AR R -
PLBEAG L T s Ty 0 e LT
Riameenn, 20 ARt -

]

fvpervisors: Dir. Richard Roche Dy, Szan Commins
E--'.-'.-""E melaals S [ E-‘.-:!-'-""E melaall ST [
PLBS G L o g Ty o e PLBECE L (g Ty o e

[ W L . Raymcansn, S Hldaes, - .
exiand B . e ]

The total time for vour participation will be approxmmatsly 120 minutes.

The purpose of this study 15 to examine behaviovral differances in memory for objects’
locations in a small emnronment and mapthese differences to nevral activity through the
vse of electroencephalosraphy, to show a functional distinction between different spatial
reprasentations. Electroencaphalosraphy is a non-invasive recording techmique invelving
elactrodes connacted to an slasticated cap that reads the slectric potentials from the scalp
and brain.

The resvlts of zach individual's participation will be stricthy confidential. The results of
vour participation will be docementad by subject number onky. No names or mdividual
wdentifying information will be recordad. Withthe sxception of the ressarcher(s) mvobrad
in renning this stedy, nobody will be allowed to s=e or discess any of the individual
responses. L our responses will be combinad with mamy others and reported in group
form.

I haveread the above and vnderstand the natvre of this study and agres to participate. I
also vnéerstand that Thaveths neht o refuze o partoapate and that my rmght to
withdraw from parmticipagon at any ome during the zoody will be rezpected with no
coercion or prejudice.

Participant signaturs Datz

This ressarch project has been approvad by the Univarsity Ethics Committes




C. 4alb

Subject Conzent Form

Project Title:
INVESTIGATING THE NEURAL COREELATES OF SPATIAL REFRESENTATION &
MEMORY

Fessarcher: Jonathan 3. Murphy
D martmer of SErTnE oG -
MpTiaEl L neng sy of Inslnd, Rlayman
Pmypmen, S0 ey, - -

|
Svpervisors: D, Bichard Roche Dr. Ezan Commins
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exiend f- - e |

The total time for vour participation will be approxmately 20 mirutes.

The purpose of this study 15 to examine behaviovral differences 1n memory for objects’
locations in a small emnronment

The results of sach individual's participation will be strictly confidential. The resvlts of
vour partictpation will be docvment=d by subjzct number onby. INo names or mdivideal
identifyving information will be recorded. Withthe sxception of the ressarchear(s) mvohrad
in renming this sudy, nobody will be allowsad to sz= or discvss any of the individual
responses. \ our responses will be combined with mamy others and reported 1n grovp
form

I have read the above and vnderstand the natvre of this dudy and agree to particpate. 1
alzo vnderstand that Thaveths neht o refuze o paroapate and that ny mght to
withdraw from pamicipaton at any ome dormg the zudy will be rezpected with no
coercon orprejudice.

Participant siznaturs Dat=

This rassarch project has been approved by the University Ethics Commuttas
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C.5

Subject Conzent Form

Project Title:
MEMORY FOROBJECT-LOCATIONS

sszarcher:  Jonathan & Murphy

Cem o of ARG Ol -

D¢, Zzan Commins

E mrreen of SRy TnE gy -
Mpstonl Univeng 5y of Inaimmd

(== R 1 . D

The total time for vour participation will be approximately & mbeuter.

The purposs ofthis study 13 to sxamine behaviovral differances in memory for object
locations in 2 small amrironment.

The rasults of sach individual’s participation will be strictly confidential. The results of
vour participation will be documented by subject number onby. No names or mdividual
identifying information will be recordad for publication. With the exception of the
rasesarcher(s) involved in renning this study, nobody will be allowed to se= or discoss any
of the mérvidual responses. Y our responsas will be combineg with many others and
reportad in grovp form.

I haverzad the above and vndarstand the naturs of this study and agres to particypate. 1
alzo vnderstand that Thavethe right to refuze to pardopate and that nn- right to
withdraw from parmicipatdon at any tme durmg the zoady will be rezpected with no
coercion or prejudics.

Participant signaturs Date

Fez=archer Diate

This reszarch project has been approvead by the Univarsity Ethics Committes
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C. ba

Subject Conzent Form
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Appendix Il

Orthogonal Viewpoints and Intrinsic Axes in the conputerised
Spatial Grid Task

A3.1 Introduction

In Chapter 3 we used a Spatial Grid Task to tegiggaants’ spatial memory across four
viewpoints (i.e. 8 90 left, 9¢ right and 186). A possible criticism of this task and the
methodology we used suggests that participantsidcparform better at spatial tasks
when these tasks are aligned with an intrinsicregiee frame (e.g. front-back and left-
right axes). Support for this claim comes from expents by Mou and McNamara
(2002) which investigated the frames of referenseduto represent the spatial structure
of the environment in memory. They noted that amcyron a pointing task within a
spatial array was higher from front, back and sidmvs, concluding that participants
were able to represent the layout along two iniciages, 0°-180° and 90°- 270°. These
are the exact orthogonal axes upon which our sqyraddask was based and along which
rotated viewpoints were aligned. Therefore thera igossibility that the results of our
original study (i.e. differences betweefi &nd rotated viewpoints buto differences
between rotated viewpointsay have been due to the compensatory effecattiobgonal
axes on performance. It could be argued for exantpi we did not find a linear
gradient in reaction times as viewpoints movedherrtaway from ©(the mental rotation
effect) due to this compensatory effect. It isréfi@re necessary to test performance on
these orthogonal viewpoints against performance non-orthogonal viewpoints to

ascertain whether the orthogonal viewpoints onlyedcf performance due to an
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underlying alignment along intrinsic axes (related array layout and object and
environmental symmetry).

In the current experiment we implement a Circulgat&l Grid Task which
includes the novel, non-orthogonal viewpoints of 4id 135 for both clockwise and
anti-clockwise rotations. The influence of all bése non-egocentric reference frames on
performance could be now tested and we assesgaihetbat the orthogonal viewpoints
are aligned along intrinsic axes which benefitsfqgarance. If a saw tooth pattern of
accuracy and reaction time was seen across vietgppplicating the findings of Mou
and McNamara, 2002; i.e. good, poor, good, pooedgoerformance for Q) 45, 9C,
135 and 186), then the results of the original Spatial GricsR@xperiment could be left
open to this criticism. If, on the other hand, thehavioural differences only exist
between the Vstudy viewpoint and all other novel viewpoints,rmiing the results of
the original study (Chapter 3), then both the task our hypothesis of an egocentric-
allocentric separation would be further strengtldene

We predicted that participants would be more adeuamd respond quicker for
the @ trials and show a separate performance patteralfarovel viewpoints with no
differences in performance between these viewpoWlits hypothesise that data matching
these predictions would be due to participantschwiy between spatial representational

formats; egocentric for the’ 8tudied viewpoint and allocentric for the novedwpoints.
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A3.3 Methods

A3.3.1 Participants

Twenty volunteers, recruite@d hoc from the student population of the National
University of Ireland (NUI Maynooth), participatéal this experiment. Participants were
aged between 19 and 28 (mean 23.5 years). Thireea female and nineteen were
right-handed. All were in good health and had ndronaorrected-to-normal vision. The
experiment was conducted in accordance with thee@ddEthics of the World Medical
Association and the ethical standards of the APA approved by the NUI Maynooth

University Ethics Board.

A3.3.2 Stimuli

The Circular Spatial Grid Task was used for thipeknent — see General Methods
section 2.2.2. All stimuli were presented using ritd@ on an Intel Pentium 4 Processor
(3.00GHz CPU) and displayed on an LCD monitor. Thegsisted of 8 different objects

including a bin, a bucket, a post-box, a road-carfege hydrant, a tree, a tyre and a keg.

A3.3.3 Procedure

Participants were seated in a cubicle (150cm x m§dwalf a metre from the computer
monitor and had access to a mouse for responsestudd block preceded a test block.
Instructions were presented on screen. These remre described in greater detail in the

General Methods section 2.3.
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STUDY BLOCK

During the study block participants were requiredmiemorize the locations of each
object within the dartboard grid. The study blodnsisted of 48 trials (each of the 8
objects presented 6 times). The temporal sequeneérial is displayed in Figure A3.1a.

The presentations were pseudo-random (objects presented randomly in a run of 8
and this was repeated 8 times) so that numerosemaions of the same object did not
coincide. More instructions followed the study Mpexplaining how to respond in the

test block.

TEST BLOCK

Participants were instructed to respond to objectheir correctlocation by clicking the
left mouse button with their index finger and bigking the right mouse button with their
middle finger when objects were presentethoorrectlocations. For the Test block, the
sequence of a single trial followed the same pattess above (Figure A3.1a). The
participants were instructed to respond as speedilpossible within a 2 second time
limit while also attempting to respond accuratéyresponse terminated the current trial.
The test block began with 8 trials presented frtwea $ame viewpoint as in the study
block. This allowed participants to adapt to thepanse criteria before the rotated trials
were presented. The objects were presented eithdneir correct location or in an
incorrect location (Figure A3.1b). There were f@assible incorrect locations pseudo-
randomly chosen from the 13 remaining spaces (46esominus 2 landmarks minus the
correct location). Presentations were randomisethénconstruction of the task on E-
Prime and this random order was the same for aticg@ants. After the initial 8 trials,

participants were again required to recognise tlwation of a particular stimulus that
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they had previously seen in the study block. Howetey were instructed that the
environment would be rotated on a proportion dlsti Following these instructions the
test continued through 256 trials with a self-tintedt break after the 128th trial. The
environment (including the landmarks) was rotatgcetther G, 45 left, 90 left, 135

left, 45° right, 90 right, 135 right, or 180 (see Figure A3.1c) on each trial. Therefore,
excluding the initial eight Otrials, participants were tested on 128 trialshwibrrect

location objects (8 objects x 8 rotations x 2 pnégigons) and 128 trials where objects
were out of position (8 objects x 8 rotations xaRdom incorrect locations). Trials were

presented in the same random order to all partitgpa
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|ID‘((_}M .

0° 18C¢° 45 Left/right

o0 left/right 135 left/right

Figure A3.1 The Circular Grid Task) Sequence of a single trial showing fixation, laadks and object
presentationb) Demonstration of different object locations witlrect location’ in left panel and ‘incorrect
location’ in right panel.c) Example of the viewpoints presented to participaliring the test phase grouped by
their angle of rotation from the study viewpoinbrgect location shown).
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A3.4 Results

Individual mean accuracy scores for each of théteiwgewpoints were collected and
collated into 5 totals based on degree of rotaf@n45’, 9¢°, 135 and 186) for both
correct and incorrect object locations. Participanere significantly more accurate at
recognising displacement, with overall higher ssomen objects were presented out of
place (82.1% versus 69.5% recognition of correpthced objects). Across viewpoints,
regardless of object location, percentage scoree highest for the Ocondition. These
observations were confirmed with a two-way repeatedsures ANOVA. The within-
subjects comparisons revealed a main effect oftitmtdF(1, 19)=17.823, p<0.001] and
viewpoint [F(4, 76)=4.934, p<0.001] and a signifitanteraction effect was found for
location*viewpoint [F(4, 76)=2.808, p<0.05]. FiguAs.2a shows the main effect of
viewpoint with the significance levels of Bonferrocorrected paired-samples t-tests
marked above the bars. Significant differences wkmend between UV and 45
[t(19)=3.348, p<0.05], Dand 90 [t(19)=3.687, p<0.05] and°Cand 138 [t(19)=3.847,
p<0.01]. The Bonferroni correction removed the Higant p-value for the Ovs. 186
comparison [t(19)=2.676, p>0.05]. Analysing the @loviewpoint trials separately with
an ANOVA we found no significant difference in acacy overall [F(3, 57)=2.49,
p=0.862] and a comparison of the average accunacy the novel viewpoints to that
from the @ trials with a paired-samples t-test (Figure A3.2byealed a significant

difference [t(19)=4.115, p=0.001].
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Figure A3.2 a) Bar Graph showing the average accuracy of partioiigaacross viewpoints for correct
and incorrect object locations combindy).Mean accuracy for O degree trials versus combimegn
accuracy for novel viewpoints Significance bars displayed with p-values *=p<0.05, ***=p<0.001

Reaction times (from accurate trials) were foundb® quicker on average for’ 0
presentations (916.2920.56ms) compared to rotated viewpoints (961. 24 ¥6ms) but
results from an ANOVA showed no significant effe¢tviewpoint [F(2.6, 49.6)=2.722,
p>0.05] (Greenhouse-Geisser corrected). A sigmfiedfect of location was found [F(1,
19)= 6.270, p<0.05] and the interaction effect lew location*viewpoint also yielded
significance [F(2.7, 53.08)=4.214, p<0.05]. Bonbair corrected t-tests comparing
reaction times in trials from the study view wittose from the novel viewpoints revealed
a significant difference betweerl nd 90 presentations [t(19)=-3.265, p<0.05], as seen
in Figure A3.3a. Analysing the novel viewpoint lsisseparately with an ANOVA we
found no significant difference in reaction timeeoall [F(1.76, 33.37)=0.465, p=0.607]
and a comparison of the average reaction time tt@movel viewpoints to that from the
0° trials with a paired-samples t-test (Figure A3.36Yealed a significant difference

[t(19)=-2.895, p=0.009].
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Figure A3.3 a) Histogram showing the average reaction time of ipgréints across viewpoints for correct
and incorrect object locations combindx).Mean reaction time for O degree trials versus comth mean
reaction time for novel viewpoints. Significancedare displayed with p-values *=p<0.05 **=p<0.01
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A3.5 Discussion

In this study we demonstrated that performance iewpoints aligned with orthogonal
axes was not superior to performances on non-ootielgaxes and that the only
significant differences in our task existed betwé&inand all other viewpoints. This
would suggest that there perhaps exists an egac@ftitcentric separation, with object-
location on egocentric viewpoints easier to idgntifhis proposition is supported by a
neural dissociation (see Chapter 3). Our findingstrast those of Mou and McNamara
(2002) who found superior performance on intringie orthogonal viewpoints in an
experiment conducted in a circular room. Althougthbmethodologies may have led to a
similar ‘environmental’ perspective, differenceseincoding strategy may have occurred.
Taylor and Tversky (1996) describe gaze, route surdey descriptions. In describing
rooms that can be seen from one viewpoint, peomépgaze descriptions (Ehrich &
Koster 1983; Levelt, 1989). A gaze description (€& Koster, 1983; Levelt, 1989;
Ulimer-Ehrich, 1982) has a stationary viewpointside the environment, from which the
entire scene can be viewed. Objects are descrildraspect to each other from the
external viewpoint in terms ofeft, right, front and back. It is possible differential
strategies may have been employed in the Mou andavh@ara study compared to ours.
In their study the array of objects may also haserbencoded in a more categorical than
co-ordinate manner. Categorical spatial relaticeseasily described by verbal locatives
(e.g. one object is on the left/right or above/belsith respect to another), whereas co-
ordinate spatial relations represent precise, ¢jaéine aspects of the spatial relationships
(Kosslyn, 1987). Again, in the Mou and McNamaradgtall objects were presented
together and therefore could be more likely encoaledl remembered as a scene where
certain manipulations of this scene (coincidinghwihtrinsic axes) are more easily
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accomplished than others. We would suggest thap@sentation of one object at a time
along with landmarks may have resulted in a motatiomal and co-ordinate based
spatial representation. In addition there is argjrbkelihood that our array does not
contain an intrinsic axis. There is no immediatghparent symmetry in our object array
and with the single presentation of objects forleaidon it would have been very
difficult for participants to perceive any partiaul viewpoint as coinciding with an
intrinsic axis. Even if the orthogonal viewpointseng aligned along intrinsic
‘environmental’ axes (due to the environmental gety) participants showed no
significant differences between orthogonal and aghegonal novel viewpoints
suggesting that the use of orthogonal viewpointsrevious experiments (see Chapters 3
& 4) did not confound the results. The results o ttask support the findings of the
Spatial Grid Task (Chapter 3), with data pointiogrards two distinct response patterns
and two possible neural generators.

In support of this idea, Burgess (2006) reviewedawe that both egocentric and
allocentric representations exist in parallel, #8mese representations combine to support
behaviour depending on the demands of the task.t@yee of interaction between the
representations occurs with angular movements ef/point between presentation and
retrieval, with increasing dependence on allocenepresentations as this variable gets
larger (Burgess, 2006). We posit that both egoter@nd allocentric representations
underpin the observed response topography in daratal, as Burgess (2006) suggests,
it is not a clear-cut recruitment of one or theeotlbut an interaction of the two
representations with allocentric reliance incregsas a function of degree of rotation

from zero.
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The results of this experiment provide additionatlence that mental rotation is
insufficient to explain the performance of partaps on novel viewpoints of a spatial
array. Participants had the capability to perforelv@bove chance levels on the novel
viewpoints without the additional time needed fantally rotating the array (Shepard &
Metzler's (1971) mental rotation effect). We sudggeat an allocentric representation is
necessary for an adaptive and flexible spatial mgnsystem and maintain that the
Spatial Grid Task is a valid method of testing eliéinces in mental representations.
Consequently, we can also conclude that viewpailusg orthogonal axes, aligned with
environmental geometry, only aid spatial memory dobject location when the object

relations have intrinsic structure and when thaagyonal and intrinsic axes overlap.
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Appendix IV

Possible sex differences in object-location memory

A re-analysis of the data from Chapter 6 was cotetlicto investigate the
electrophysiological underpinnings of the sex ddfeces reported in the literature (e.qg.,
Eals & Silverman, 1994; James & Kimura, 1997; Maiayet al., 1997; Silverman &
Eals, 1992). With regard to this sexual dimorphise predict superior performance in
females and a possible hemispheric asymmetry osgetpl areas. This hemispheric
difference should highlight the categorical and rdotate spatial strategies used by

females and males respectively (Kosstyral.,1992).

Male vs. Female comparisonBor male/female comparisons ERPs were re-averaged s
that even numbers of males (7) and females (7) Wwemeg compared. The selection of
male subject data to be included was decided aloran Both groups included 6 right-
handed participants. Amplitude differences betweate and females were found across
a number of midline and left parietal electrodesitAn example of this difference can be
seen in Figure A4.3 where conditional ERP wavefofnosn electrode P3 show the
additional positivity recorded from female part@ips. A mixed-factorial ANOVA
compared hemispheric mean amplitudes for malesfaméles and found significant
effects for stimulus type [F(3, 120)=16.094, p<@P0he effect of hemisphere just fell
short of significance [F(1, 40)=4.053, p=0.051]t llere was a significant interaction
effect of sex*hemisphere [F(1, 40)=22.346, p<0.0@hf the between-subjects effect

(sex) was also significant [F(1, 40)=5.212, p<0.08 conducted separate analyses on
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stimulus and landmark presentations. Using indepeatisamples t-test to compare male
and female ERPs elicited by stimulus presentatiaesfound a significant difference in
mean amplitudes over the left parietal cortex (P3, E118) in the time interval 300-
550ms for the Study Stimuli [t(40)=-3.550, p<0.0Q8)=2.4QuV for males and 4.2%/

for females), Correct Location stimuli [t(40)=-29180<0.05] (M=3.31V for males and
4.83.V for females), Incorrect Location stimuli [t(408:506, p<0.001] (M=2.48/ for
males and 4.48/ for females) and Distractors [t(40)=4.669, p<@pPQVi=2.23.V for
males and 4.8/ for females. None of the comparisons between snafel females for
the right cluster (i.e. P2, P4, E121) reached 8mamce (p>0.05) nor did the t-test
comparing mean amplitude responses to landmarleptasons [t(24)=1.950, p<0.05].

A further comparison of the electrophysiologicaladaas undertaken for the time
period identified (410-480ms). Figure A4.2 shows themispheric sex differences in
high threshold time-series CSD (Current Source D@nsaps. Current densities below
1.0uV/ent cortex for females and 0.80pV/éntortex for males are filtered out,
displaying only areas of highest density througlk tortex across the time series
demonstrating greater activity in the left hemigghfer females and the right hemisphere

for males.

327



LANDMARKS

6+

e Males
===Females

S 3

ELECTRODE SITE P3 2
E -
<
PN A A
-100 10 300 500 700 900 1100 1300
N Latency (msec)
STUDY STIMULI
7 ==Males

===Females

Amplitude

Latency (msec)

TEST STIMULI

==Males
“==Females

Figure A4.1 Averaged ERP 3]
waveforms for male and female e
participants for each of the 2 °
landmark and stimulus S 4
presentations. Significantly large E
amplitudes can be seen for Pegn =

females during the stimulus 1]
presentations .These differences
were visible across the parietal
cortex and left lateralised. 3l

4l 328

Latency (msec)




FEMALE MAL

Al Py ol P s s

[T1

Spmaa
Pt
e
T
1
=
il
Pl
S
Pl
L
=

410.0 ms 415.0 ms 420.0 ms 410.0 ms 415.0 ms 420.0 ms
Pl Pl i s e s

g
P
il
Pl
S
T
e
Pl
S
=
Spmaa
Pt

425.0 ms 430.0 ms 435.0 ms 425.0 ms 430.0 ms 435.0 ms
iy iy iy Eas a s

gt
=
il
]
g
e
Sl
]
e
T
g
P

440.0 ms 445.0 ms 450.0 ms 440.0 ms 445.0 ms 450.0 ms
Py iy 2 P ey Py

Spmaa
Pt
e
T
1
=
il
Pl
S
Pl
L
=

455.0 ms 460.0 ms 465.0 ms 455.0 ms 460.0 ms 465.0 ms
Pl Pl i s e s

g
P
il
Pl
S
T
e
Pl
S
=
Spmaa
Pt

470.0 ms 475.0 ms 480.0 ms 470.0 ms 475.0 ms 480.0 ms
445.0 ms reference free 4450 ms reference free
EEG - C.5.D. 1.0 pW/em® /step  EEG - C.S.D. 0.80 pW/em? / step

Figure A4.2 Time-series current source density maps shown &esrand females with density thresholds applied. A
hemispheric difference can be seen with regardéasof cortex with maximum current densities.
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Sex DifferencesThe amplitude differences recorded between malddemales indicate
a possible sex difference, perhaps related tordifteal strategy implementation, which
shows additional left hemispheric cortical actigatifor females over males. Data from
Alexander et al. (2002) suggest that the processing of object featand object
identification in the left cerebral hemisphere maclude processing of spatial
information that may contribute to superior objxtation memory in females relative to
males. The female superiority for object-locatioremory was first explored by
Silverman and Eals (1992) who developed a taskd®e to measure object-location
memory; they reported that females outperformedemah their paper and pencil version
of this task. This has been confirmed by otheeaesh (James & Kimura, 1997). Our
data extend previous claims for sex differences oinject-location memory by
demonstrating possible electrophysiological sexferkhces consistent with an
evolutionary model (Eals & Silverman, 1994; Silvam Choi & Peters, 2007). However
the results of this analysis are merely suggestne at best provide an area for further
more focused study. A thorough investigation of digferences would require significant

controls for menstrual cycle, testosterone lewstlgss etc.

330



Appendix V

Re-analysis of Chapter 3 behavioural data by TestIBck

ACCURACY Tests of Within-Subjects Effects
Measure: MEASLIRE_1
Type Il Sum
Source of Squares df Mean Square F Sig.
block Sphericity Assumed 1259.914 3 419.971 11.289 .000
Greenhouse-Geisser 1259914 1.885 668 427 11.288 000
Huynh-Feldt 1259.914 1.983 635.424 11.289 .000
Lower-bound 1259.914 1.000 1259.914 11.289 00z
Errorihlock)  Sphericity Assumed 4129.336 111 37.201
Greenhouse-Geisser 4129.336 69.741 59.210
Huynh-Feldt 4129 336 73363 A6 286
Lower-bound 4129 336 37.000 111.604
Painwise Comparisons
Measure: MEASLURE_1
Mean 95% Confidence Interval for
Difference Difference”
(I} block  (J) block {I-J} Ztd. Error Sig = Lower Bound | Upper Bound
1 2 -4158 1729 A28 -8.9748 BE2
3 -6.526% 1.097 .00o -9.586 -3.467
4 -7.447* 1.2132 000 -10.829 -4.065
2 1 4.158 1.728 128 - GE2 9.978
3 -2 368 1.350 R26 -5.132 1.395
4 -3.289 1.894 544 -8.564 1.990
3 1 6.526* 1.097 000 3467 9.586
2 2,368 1.350 526 -1.294 6.132
4 -821 820 1.000 -3.2086 1.364
4 1 7. 447" 1.213 000 4 065 10.8249
2 3.239 1.894 544 -1.990 3.568
3 821 820 1.000 -1.264 3206
Based on estimated marginal means
. The mean difference is significant at the .05 level. ACCURACY
a. Adjustment for multiple comparisons: Bonferroni.
EE T
EETE
]
E 4
g
=
£
E
£
u -
Trals 1-122 123-244 243-366 367488
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REACTION TIME

Measure: MEASURE_1

Tests of Within-Subjects Effects

Type lll Sum
Source of Squares df Mean Square Sig
block Sphericity Assumed 870704.351 3 2090234784 59.615 000
Greenhouse-Geisser a70704.351 2132 408348 592 59.615 000
Huynh-Feldt 870704.351 2266 384172.014 .B15 000
Lower-kound 870704.351 1.000 870704.351 59.615 000
Erroriblock)  Sphericity Assumed 540404 521 111 4868.509
Greenhouse-Geisser 540404 521 78.894 G849.795
Huynh-Feldt 540404.521 83.828 6444 248
Lower-ound 540404.521 37.000 14605.528
Pairwise Comparisons
Measure: MEASIUURE_1
Mean 95% Confidence Interval for
Difference DiﬁEFEI‘|C93
(Iy block  (J)block {1-J3 Std. Error Sig.3 Lower Bound | Upper Bound
1 2 104.752* 16.077 .000 50.937 149 567
3 164 487 20737 .0oo 106.682 222293
4 199.579* 18.664 .000 147.552 251.607
2 1 -104 . 7h2* 16.077 .0oo -149 567 -59.937
3 59 735* 14.9891 002 17.945 101.526
4 4 827 12.227 .000 60.745 128.910
3 1 -164 487 20737 000 -222.293 -106.682
2 -50.735* 14.991 .00z -101.526 -17.945
4 35.092* 11.242 021 3.753 G6.431
4 1 -188 579~ 18.664 000 -251.607 -147 552
2z -84 827 12.227 000 -128.910 -60.745
3 -35.09Z2F 11.242 021 -66.431 -3.7583

Based on estimated marginal means

*. The mean difference is significant atthe .05 level.

3. Adjustment for multiple comparisons: Bonferroni.
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REACTION TIME

EsAm aed Marginal Means

Trials 1-122

123-244




