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Characterising uncertainty and external
disturbance sources in wave tank experiments

for wave energy converter modelling
Mahdiyeh Farajvand, Demián Garcı́a-Violini, John V. Ringwood

Abstract—Uncertainty, whether inherent to the dynami-
cal system under study or due to external factors, is intrinsic
to experimental wave tank tests of wave energy converter
(WEC) devices. In order to obtain a representative WEC
model from wave tank experiments, it is crucial to identify
and characterise nonlinearities, uncertainty, and external
disturbance affecting the experimental data, to understand
the level of data contamination at different operating condi-
tions of the system, and to apply the proper methodologies
to compensate for those effects, where appropriate. To this
aim, the current study anlyses wave tank data from an
experimental campaign on a 1/20 scale Wavestar prototype
device to identify a range of linear WEC models, using
force-input experiments at various levels, with a focus on
the identification and quantification of parameters that may
cause uncertainty in the WEC model. To this end, the
analysed phenomena are classified into electromechanical,
hydrodynamic, and structural (support) parts of the test
setup. Effective data pre-processing and post-processing
steps, to mitigate noise and disturbances, as well as
preserving the physical system behaviour, are applied
to identifying representative linear WEC models, which
serves as staring point for robust WEC controller synthesis.
Thus, careful estimation of representative models and a
associated uncertainty region overcomes the limitations of
a single linear model by covering the complete operational
space of the device.

Index Terms—Wave energy converter (WEC), Experi-
mental WEC model, Uncertainty quantification, Linearised
WEC models

I. INTRODUCTION

CONSIDERABLE testing and modeling are re-
quired in order to fully realise, efficiently develop,

and successfully industrialise wave energy converters
(WECs). Mathematical WEC models form the basis of
model-based energy maximising control and directly
affect the ability of model-based controllers to max-
imise energy capture. Models capturing the nonlinear
dynamics of the entire chain of a WEC best reproduce
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the accurate behaviour of the device for model-based
control and precise power production assessment [1],
while models obtained from linear WEC modelling
methods can overestimate both motion and power
absorption.

Numerical modelling, full-scale measurements, and
scaled prototype testing, to mention a few, are various
methodologies that can be applied to model WECs
and predict the dynamic response. However, there are
many nonlinear effects, and diverse factors causing
uncertainty, both in the numerical world [2], [3] and
physical experiments [4], [5], [6], which need to be
identified and quantified for identification of represen-
tative WEC models, which are particularly useful for
model-based control designs. A range of uncertainty
sources in each type of aforementioned experiments
is documented in [7]. By way of example, governing
equations, numerical methods, and numerical imple-
mentations associated with numerical modelling; envi-
ronment, instrumentation, and physical properties of
the fluid associated with full-scale tests; and scaling,
model definition, instrumentation and physical prop-
erties of the fluid associated with model tests are some
of the most important uncertainty sources [5], [7].

Identification of a range of linear WEC models at
different operating points (see, for example, [8], [9]), to
capture underlying nonlinear behaviour and associated
uncertainty, can be considered for obtaining an ade-
quate WEC model, required for implementation of a
linear (robust) controllers. Ignoring model uncertainty
and external disturbances, for instance in the imple-
mentation of a time-invariant (LTI) energy-maximizing
control strategy (LiTe-Con), as in study [10], can lead to
overestimation of the controller performance, and the
deviation trend of the absorbed energy between exper-
imental and simulation results at different sea states.
Consequently, neglecting model uncertainty, leading to
overestimation of power absorption, has a detrimental
impact on the commercial viability of WECs, particu-
larly in control co-design schemes [11].

As mentioned, identification of a range of linear
models at different operating points can be used to
extract a nominal model, and an associated uncertainty
region, that could be used as a basis for a robust
WEC controller synthesis, such as articulated in [12],
showing improvement of the absorbed energy of the
WEC when the controller effectively handles model
uncertainty around the nominal model [2], particularly
ensuring a possitive absorbed energy in a worst-case
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scenario.
A recent study on representative linear model quan-

tification and uncertainty estimation in a WEC system
based on numerical modelling using computational
fluid dynamics (CFD) model and the post-processing
techniques based on the experiment type has been
presented in [2]. Physical wave tank experiments, one
of the most important test setups for validation of
WEC modelling and control, differ significantly from
numerical wave tank (NWT) experiments, in terms
of the range of tests that can be performed, and the
contamination which can affect the measurements used
to determine data-based models. In addition, the range
of post-processing techniques which can be applied
to the different experimental/numerical domains, to
improve the fidelity of the identified models, may
differ between domains. As a result, the determination
of nominal models and associated uncertainty regions,
as well as characterising parameters contaminating the
experimental data should be examined carefully.

In this study, a physical wave-tank-based experi-
mental test (lab scale) is considered for the charac-
terisation of representative linear models at different
operating points with a specific focus on challenges
and uncertainty sources, inherent to experimental set-
tings. Considering the dynamical uncertainty and ex-
ogenous (external) noise sources, such as electrome-
chanical parts, structural parts, measurement noise,
etc., which contaminate experimental data, uncertainty
and noise sources are considered within the two-step
force transmission chain (see Section III). Appropriate
signal processing techniques are presented to exclude
inherent potential nonlinearities and perturbations in-
troduced by the wave tank, which overcome the fail-
ure of the previously proposed filtering methods for
experimental data using chirp signal excitation [2].
The separation of dynamical behaviour of the WEC
from noise and disturbances, introduced by electrome-
chanical and structural parts, and the determination of
representative linear WEC models, provide adequate
representation (model) to replicate tank-based experi-
ments in simulation environments and avoids overesti-
mation of the device motion. An important application
of the proposed study could be obtaining adequate
models of the WEC that can be considered for the
implementation of the LTI energy-maximizing control
strategy, for instance in study [10], and sheds light
on the performance deviation between experimental
and simulation results described in [10], for the LiTe-
Con. Even though the signal-to-noise ratio (SNR) has
been analysed briefly and accounted as the parameter
affecting the control performance in [10], in the present
study (considering the same WEC prototype), we go
into the details of experimental uncertainty and noise
sources that obscure information from the data which
has an impact on the accurate dynamic system descrip-
tion and possibly, control performance.

The remainder of this paper is organised as follows.
Initially, WEC modelling, including standard linear
modelling methods, as well as properties of WEC
systems, are presented in Section II. The parameters
that may cause uncertainties in WEC model tests are

covered in Section III. Next, in Section IV, system iden-
tification methods and uncertainty quantification tech-
nique has been detailed. Data pre- and post-processing
methods for obtaining representative WEC models are
presented in Section V. The application case, including
wave tank setup, force-to-motion experiments, nonlin-
earity and noise detection, and system identification
results are drawn in Section VI, and, finally, overall
conclusions from the study are drawn in Section VIII.

II. WEC MODELING

A. Linear WEC model

Mathematical WEC models, under the assumption of
linearity, are commonly studied using linear potential
flow theory and the well-known Cummins’ equation
[13], where the equation of motion of a 1 degree of
freedom (DoF) floating structure, in the time domain,
can be expressed as:

(m+m∞)ÿ(t) = fex(t)− fu(t)− khy(t)− hr ⋆ ẏ(t), (1)

where m ∈ R+ is the mass of the device and m∞ is
the added mass at infinite frequency. In Eq. (1), y(t),
ẏ(t), and ÿ(t) are the device displacement, velocity,
and acceleration, respectively, while fex(t) is the wave
excitation force, produced by the action of incoming
waves, and fu(t) is the control input applied by means
of the PTO system. kh is the hydrostatic stiffness,
related to buoyancy/gravity forces, and hr(t) is the ra-
diation impulse response function with ⋆ representing
convolution, related to the radiation force, fr(t), arising
from device motion in the fluid.

B. WEC system properties

The properties of stability and passivity are charac-
teristics of a physical WEC system [14] (if the model
is not stable and passive, it does not reflect the real
system). Stability is a well-known concept for dynami-
cal systems, satisfying the condition of bounded-input
bounded-output of the model, and passivity refers to
the property of a system where the dissipation of
energy occurs solely from external sources, such as the
environment or interactions with other systems (the
passive system cannot produce energy on its own).
The passivity of a linear time-invariant (LTI) system
is equivalent to the transfer function being positive
for all frequencies [14], or, equivalently the frequency
response of the system is contained on the right-hand
side of the Nyquist plot. Post-processing methods for
passivisation can be used to render a nonpassive sys-
tem passive [15].

III. PARAMETERS CAUSING UNCERTAINTY IN WEC
MODEL TESTS

Many effects can cause uncertainty in WEC model
tests which can be classified into three parts: Electrome-
chanical effects, hydrodynamic effects, and structural
effects.



FARAJVAND et al.: CHARACTERISING UNCERTAINTY AND EXTERNAL DISTURBANCE SOURCES IN WAVE TANK EXPERIMENTS FOR WECS 376–3

A. Electromechanical effects
WEC systems consist of different electromechanical

parts which can include sources of nonlinearity, un-
certainty, or disturbance that affect the overall perfor-
mance of the WEC. In a WEC with a linear power take-
off (PTO), the electromechanical components include
a linear motor, sensors, and a control system. In this
system, there is generally a force tracking control loop,
which includes a controller, motor, and sensors (Fig. 1),
and generates a deviation between the actual force and
reference force. The components of the force control
loop can contribute to the failure of the correct tracking,
as follows:
• Linear motor: Dead-zone in a linear motor is consid-

ered as a static nonlinearity referring to the operating
range of input that produces no or little response in
the output. Cogging force, generated primarily due
to the interaction between the permanent magnets in
the rotor and the stator’s magnetic field, is another
common nonlinear effect in the linear motor. Due to
actuator nonlinearities, the system does not strictly
follow a linear relationship between input and out-
put and may cause the failure of a force control loop
to accurately generate the target force.

• Sensors: Random variations in the sensor readings
(unrelated to variations in sensor input) are basi-
cally inevitable which corrupt the original data. The
signal-to-noise ratio (SNR) is an important parameter
that determines the level of the strength of a signal
compared to the level of unwanted noise in the
signal. The SNR from time domain signals can be
obtained by the ratio of the root mean square (RMS)
of the signal to the RMS of the noise. In terms of dB,
the SNR will be computed as

SNR = 20 log(RMSsignal/RMSnoise) (2)

Measurement noise can affect the performance of
the force control loop, where the control signal is
computed based on the error between the reference
force and the actual force measured by the force sen-
sor. Another source of error associated with sensors
could be saturation in data reading when the data
are larger than a measurement limit of the sensor.

B. Hydrodynamic effects
WEC systems are, in general, nonlinear and may

contain uncertain sources that may affect the model
due to complex hydrodynamic interactions, viscous
drag, flow separation, and vortex shedding [16]. Re-
flections at laboratory scales, as a result of the interac-
tion between the wave and the tank boundaries, is a
hydrodynamic effect.

C. Structural effects
The mooring system or mounting structure, depend-

ing on the type of WEC, is one of the main sources
of uncertainty in experimental test setups. A detailed
explanation of the uncertainty in model tests involving
mooring lines is discussed in [7]. The mounting struc-
ture may experience vibrations during the experiments,

specifically for large input amplitude forces applied to
a WEC, contributing to artifacts to the experimental
data.

D. Force transmission chain

In this study, nonlinearities, uncertainty, and exter-
nal noise sources, that affect the experimental data,
are considered within the two-step force transmission
chain, as illustrated in Fig. 1. The two-step chain com-

PI
Controller

Linear
Motor

Force
Interactions 

Force
Sensor

M

Fig. 1. Two-step chain: f⋆
u-to-fu mapping (step 1) and fu-to-θ map-

ping (step 2). Each step in the chain is indicated using shadowed-
areas with different colours.

prises:
1) Reference force-to-actual force mapping (force tracking

control): This step is the process of generating the
reference input force (f⋆

u), for the WEC modelling
test which is done via a proportional-integral-
based (PI-based) control loop, acting on a linear
motor (as illustrated on Fig. 1))

2) Actual force-to-motion mapping: This step is the pro-
cess of generating WEC motion from the applied
actual force (fu) (Fig. 1)).

In Fig. 1, each step of the chain is indicated using
shadowed areas, coloured with different colours, while
the perturbation signal df , represents all the forces
considered, for the purpose of the first step of the chain,
as exogenous. As mentioned before in Section I, the
presented study analyses an experimental-based case
study. To clarify the previous explanation, and by way
of example, a picture of the prototype and wave basin
considered for the case study, as well as their schematic
description, including the of PTO system, mounting
structure, motion sensors, load cell, and the locations
of the centre of the gravity of the device (Cg) and still
water level (SWL), are shown in Fig. 2.

1 PTO System 2 Mounting Structure 3 Motion Sensor
4 Load Cell 5 Centre of Gravity 6 Still Water Level

WEC System Diagram

1

2

3

5

6

4

SWL

Fig. 2. Components of the experimental WEC system (photograph
of the WEC system on the left and schematic diagram on the right)

IV. SYSTEM CHARACTERISATION AND UNCERTAINTY
QUANTIFICATION

The linear model for the current study is charac-
terised using standard frequency-domain techniques,
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via the so-called empirical transfer function estimate
(ETFE). Considering the two-step mapping according
to Fig. 1, the mapping f⋆

u(t) → fu(t) (f⋆
u(t) is the

reference input force and fu(t) is the actual input force),
and the mapping fu(t) → θ(t) ((fu(t), θ(t)) is the input-
output pair defined in the time-domain) are calculated.
By defining F ⋆

u (jω), Fu(jω) and Θ(jω) as the Fourier
transform of f⋆

u(t), fu(t) and θ(t), respectively, the
ETFEs, H1(jω) and H2(jω), are computed as:

H1(jω) =
Fu(jω)

F ⋆
u (jω)

, H2(jω) =
Θ(jω)

Fu(jω)
. (3)

The design of the system input is one important issue
in system identification, where a set of input signals
should be designed to cover the full input amplitude
(dynamical) range of the system, while, at the same
time, exciting the system over the frequency range
where the system has a significant frequency response
(a detailed input signal analysis in a NWT setup
has been discussed in [2]). A chirp signal is a signal
with a time-varying frequency that is of particular
interest since a single chirp signal can be designed
to cover the complete frequency range of the interest
(reducing the number of required experiments com-
pared to single-frequency sinusoidal signals). A linear
frequency-modulated chirp signal has the instanta-
neous frequency f(t) changing with time, as f(t) =
ct + f0 (f0 is the initial frequency and c, the chirp
rate). The corresponding time-domain function for a
sinusoidal linear chirp can be formulated as:

x(t) = Asin
(
ϕ0 + 2π

( c

2
t2 + f0t

))
, for t ≥ 0, (4)

where, A and ϕ0 are the amplitude and initial phase of
the linear chirp signal, respectively.

V. DATA PRE- AND POST-PROCESSING

A. Data pre-processing

The output of any experiment that the information
is to be extracted commonly is typically contaminated
with noise. There are many different types of filters
that can be used to reduce the effects of noise and
extract desired information from the signal in the time
domain. Filtering the noise from chirp-type signals is
challenging, due to time-varying contents (frequency).
The application of a moving band-pass filter on a chirp
signal has been studied in [2], showing the difficulty
of correct initialization of the filter output, resulting
in unwanted additional transient behaviour artifacts.
In this study, a Savitzky-Golay (S-G) filter is applied
to chirp-based signals which prove to be particularly
useful in smoothing the signal while preserving the
shape and details of it.

1) Savitzky–Golay filter
S-G filter [17] is a method of data smoothing based

on fitting a local least-squares polynomial to a set of
input samples and then replacing each point of a signal
by the value of the polynomial at that point. If x[n] is a
discrete signal, for a group of 2M + 1 samples (M points
to the left and M points to the right of a given data

point) centered at n, the polynomial can be computed
as:

pn =
N∑

k=0

akn
k (5)

where N is the polynomial order, and the polynomial
coefficients are computed such that the mean-squared
approximation error,

ϵN =
M∑

n=−M

( N∑
k=0

akn
k − x[n]

)2

(6)

is minimised (frame length is 2M + 1).

B. Data post-processing

Based on the characteristics of the input/output
signals, the physical features of the system, and the
level of noise and fluctuations of the ETFE, suitable
data post-processing techniques should be applied in
order to obtain a representative model. Some post-
processing techniques are described as follows:
• ETFE phase correction: In order to respect the physical

features of the WEC device in terms of passivity (Sec.
II-B), data post-processing based on the correction of
the resulted ETFE, in terms of phase components to
0◦ and −180◦ at the low and high-frequency asymp-
totes, respectively, and restriction of the system phase
within [−180 0]◦ for all frequencies, can be applied.

• ETFE filtering (Frequency domain): Filtering can help to
reduce noise in the ETFE and, consequently, retain
the true signal representation. A commonly used
filter in the time-domain (also has interpretation in
the frequency-domain) is moving average method
which is based on the calculation of the average
of a specified number of adjacent time-domain data
points in a sequence.

• Phase unwrapping of the ETFE: The phase wrapping
problem refers to the jump between the consecutive
frequency bins in the phase of the ETFE which
can occur due to particular software implementa-
tion of the fast Fourier transform, or when there
is a high level of noise or distortion in the signal.
Phase unwrapping is a post-processing technique
used to remove phase discontinuities, for instance,
by adding/subtracting 360◦ to compensate for wrap-
ping problem.

VI. APPLICATION CASE
The system prototype considered in this study is

based on the Wavestar system (Fig. 2) [18], [19], which
is a well-established and widely recognized WEC stan-
dard in the wave energy community. This system
essentially consists of a rotational arm connected to a
hemispherical floater. From an overall perspective, the
considered WEC prototype has a 1/20th scale model,
with the float mass of 3.075 [kg], float moment of
inertial (MoI) (at Cg) 0.001450 [kg · m2], float Draft of
0.11[m], float Diameter (at SWL) of 0.256 [m], arm Mass
of 1.157 [kg], and arm MoI (at Cg) of 0.0606 [kg ·m2].

As shown in Fig. 2, the floater is connected to a fixed
reference frame through two joints (joints A and B) and
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Fig. 3. Schematic of the experimental wave tank for identification
tests

a mobile joint (joint C) with a translational displace-
ment indicated by xm, while the rotational motion is
indicated with the angle θ. The position of the PTO
system is measured with a position sensor (labelled as
3 in Fig- 2). The floater arm stands at approximately
30◦ with respect to the horizontal reference plane in
its equilibrium position, indicated as still water level
(SWL) in Fig. 2. The WEC device is instrumented with a
linear motor (equipped with its corresponding driver),
acting as a PTO system, a force sensor, a position
laser sensor, and an input/output data acquisition
board, manufactured by the firm National Instrument.
The linear motor and driver are capable of producing
a force of up to ±200 N, which widely covers the
purpose of this study. The force sensor is an S-beam
Futek LSB302 300lb load cell with SGA Analogue Strain
Gauge Amplifier, which represents a high-fidelity force
measuring system. The position laser sensor used is
a MicroEpsilon ILD-1402-600, also a high-performance
system. It must be noted that, although the linear
position of the PTO system is measured, the angular
position, as considered in the model as output, can be
easily derived using basic trigonometric relationships.
In addition, due to the structural dimensions and
the operational range of the system, the relationship
between linear PTO position and the angle of the arm
can be effectively approximated by a factor of 5 [19].

The experimental data in this study is acquired
during physical wave tank tests in the wave basin at
Aalborg University. The tank measures are 13 m in
length and 8.4 m in width, with a water depth of 0.9
m. The wave tank is schematically depicted in Fig. 3,
including its main dimensions and components. The
prototype device is mounted on a supporting structure,
which holds a bridge for commissioning and operation,
spanning the full width of the tank. The bridge can
be seen in Fig. 2, located in the upper-left corner of
the picture. The wave tank is instrumented with a
wave absorption system to reduce wave reflections,
while a wave maker, generally used to generate waves,
is also utilised to actively absorb waves and reduce
reflections.

A. Force-to-motion experiments

The time-domain force-input experiments are per-
formed over the interval [0 140]s using linear up-
chirp (Eq. 4) experiments in a frequency range
of [0.062875.36]rad/s, and amplitude set Ai =
{2.5, 5.0, 7.5, 10.0, 12.5, 15.0, 17.5, 20.0}N covering the
complete dynamical characterisation of the nonlinear
system. Fig. 4 represents the time traces of the reference
input force signals (f⋆

u), actual force signals (fu), and
angular positions (θ) of all experiments at 8 levels of
input amplitude force.

Fig. 4. Time traces of the reference input force (f⋆
u) signals, actual

force (fu) signals, and angular position (θ) signals

B. Nonlinearity and noise in time domain data

Through an analysis of the data considering the
signals f⋆

u(t), fu(t), and θ(t) corresponding to each ex-
periment at different time intervals, (the complete set of
data is shown in Fig. 4), the existence of nonlinearities,
contamination, and uncertainty sources in the data can
be detected, which can be classified in:
1) Electromechanical effects: At each amplitude level, a

comparison of the reference f⋆
u(t) and actual input

forces fu(t), measured with the load cell, shows
the failure of the force control loop (including a PI
controller, a linear motor, and a sensor) to track the
reference input signal. One of the important aspects
contributes to the failure to track the amplitude
of the reference signal, which is more significant
in experiments with low input amplitude force as
depicted in Fig. 5(a) (e.g. 2.5N). The frequency
variation of the chirp signal is shown with a red
dash-line on the right-hand side of the vertical axis
in Fig. 5(a). Another important issue related to the
failure of the force control loop is observed in the
experiment with the input amplitude level of 20N,
where a big jump at the actual input force at the
time instance of t = 12.6s is observed, illustrated in
Fig. 5(b).
Time-domain analysis of the data also reveals phe-
nomena related to:
• Linear motor: Time-trace analysis of the signals

show an operating range of reference input force
that produces no response in the actual force,
and consequenctly, buoy motion (angular po-
sition). This phenomenon known as dead-zone
(III-A) in the linear motor, is depicted in Fig. 6(a)
and (b) (red highlight), with a comparison of
the reference and actual forces on the left-hand

FARAJVAND et al.: CHARACTERISING UNCERTAINTY AND EXTERNAL DISTURBANCE SOURCES IN WAVE TANK EXPERIMENTS FOR WECS
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Fig. 5. Input force tracking at amplitude levels of 2.5N and 20N.

vertical axis, and angular position on the right-
hand vertical axis for experiments with the lowest
(2.5N) and highest (20N) input amplitude forces,
respectively. The dead-zone phenomenon is more
significant at low input forces. The time interval
with no response in the dynamics of the sys-
tem output (angular position) for the experiments
with an amplitude set of Ai is in the set Ti =
{087, 0.522, 0.425, 0.5, 0.431, 0.33, 0.29, 0.356}s.
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Fig. 6. Dead-zone phenomenon, for the experiments at (a) input
amplitude level of 2.5N and (b) input amplitude level of 20N.

Moreover, due to cogging effects, a nonlinear be-
haviour in the actual input force and consequently
in the angular position of the device can be de-
tected presented as a constant or limited response
to some operating range of the reference signal.
This phenomenon (highlighted in red in Fig. 7)
in the time trace of the output signals (angular
position) corresponding to the lowest and highest
input amplitude forces is represented in Fig. 7,
which is more significant (longer time intervals of
constant response) in experiments with low input
amplitudes.

• Sensors: The measured actual input signals (fu(t))
and measured output signals (θ(t)) contain a level
of noise that can be possibly contributed to the
noise from the sensors during the process of data
reading, can be seen through the observation of
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signals of the experiments at input amplitude levels of 2.5 (the blue
line with the amplitude shown on the left side of the horizontal axis)
and 20N (the green line with the amplitude shown on the right side
of the horizontal axis) .

the actual input signal and output signal in Fig. 6.
In experiments with a small input amplitude force
(2.5N), the SNR ratio is low and by increasing the
input amplitude force, the SNR increases.

2) Hydrodynamic effects
Analysis of the time-domain data reveals the move-
ment of the buoy at a range of time intervals where
the frequency of the input force is much higher
than the resonance frequency of the device and
no response in the output is expected. The major
phenomenon causing this movement, which is sig-
nificant in experiments with high input amplitude
forces, due to stronger radiated waves, is the wave
reflection. The time interval of [130 135]sec of the
output signal at input amplitude level of 20N (fre-
quency interval [69.95 72.64]rad/s) is represented
in Fig. 8, showing the main sinusoidal signal with
the period of approximately 1sec (equivalent to the
resonance frequency of the WEC). The additive si-
nusoidal signal on the main signal will be discussed
later.

3) Structural effects:
In the experiments, additive sinusoidal oscillations
can be observed which is more noticeable in ex-
periments with high amplitude input forces (20N),
which can be possibly due to vibrations of the
mounting structure. Fig. 8 shows a time interval
of [130 135]sec of the angular position of the ex-
periment with the input amplitude force of 20N,
where the additive oscillations with the frequency
of about 73rad/s, (approximately 11.6 oscillations
per second) can be observed.
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Fig. 8. Observation of wave reflection (frequency of 6.27rad/s) and
structural vibration (frequency of 73rad/s) in the output signal of
the experiment at amplitude level of 20N.
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C. System identification results

System identification results include the calculation
of H1(jω) and H2(jω) based on Eq. 3 in Sec. IV. Fig.
9 represents the ETFEs of the first step chain (H1(jω) :
f⋆
u(t) → fu(t) mapping) based on the block diagram in

Fig. 1 at all force input amplitude levels.
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Fig. 9. ETFEs (H1(jω) : f⋆
u(t) → fu(t) mapping) at all input ampli-

tude force levels. (The minimum limit of −20dB on the magnitude
axis, and the limit of [−100 100]◦) on the phase axis have been
employed to enhance resolution.)

In an ideal case, the magnitude of 0 dB (equal
amplitudes of the reference and actual force), and
phase of 0◦ (equal phase components of the reference
and actual force) are expected from (H1(jω) results.
However, the results of the H1(jω) show the failure of
the force control loop both to track the amplitude and
phase of the reference force, especially at frequencies
higher than 5rad/s. The divergence of the amplitude
and phase of f⋆

u(t) from fu(t) is very significant in
experiments with the smallest input amplitude levels
and the reference force tracking process is improved at
higher input force levels, e.g. 17.5N, 20N.

The next step is the calculation of the ETFEs
(H2(jω) : fu(t) → θ(t) mapping) based on the block
diagram in Fig. 1 at all input amplitude levels. Be-
fore the calculation of the ETFEs, data pre-processing
technique based on the methodology provided in Sec.
V-A is applied to the measured output data (angular
position) in all of the experiments, using S-G filtering
with polynomial order of N = 4 (Eq. 5) and frame
length of 401 (M = 200). The parameters of the filter are
tuned to remove the noise from the data in all exper-
iments. The measured output and S-G filtered signals
for two experiments with the input force amplitude
of 2.5N and 20N are represented in Fig. 10. Based on
the results the filtering method perfectly smoothes the
time-domain signal from sensor noise which is more
significant in terms of SNR in experiments at the input
amplitude level of 2.5N. Moreover, applying the S-G
filter in the output data of the experiments at the input
amplitude level of 20N compensates the nonlinearity
of a saturation-like behaviour that can be seen at the
time instance of t = 12.6s which can be possibly
due to saturation in data reading from the sensors.
The failure of the force control loop for generating
the reference force input of 20N, in generating a big
jump in the actual input force at the time instance
of t = 12.6s (Fig. 5)(b), possibly corresponds to the

big jump in the output of the buoy which is beyond
the saturation point of the sensor. One of the most
important advantages of the S-G filter is the separation
of the components that are most likely related to the
vibration of the structure which is more obvious at the
final times in the experiments at the input amplitude
level of 20N . It is worth mentioning that S-G filtering
cannot compensate for the nonlinearity effects of the
signal due to the dead-zone, cogging effect, and the
wave reflections.

Fig. 11 represents in the time domain (upper plot),
and the frequency domain (bottom plot), perturbation
amplitude, and perturbation power, respectively, in
experiments at input amplitude levels of 2.5N and
20N. The perturbation has been calculated through
the difference between the measured output signal
and S-G filtered output signal. At the input amplitude
level of 20N, the S-G filter compensates for the sensor
measurement noise, nonlinearity due to saturation in
data reading of the sensor (at t = 12.6s), and structural
vibration. The inclusion of the structural vibration can
be seen both in the time domain, by the sinusoidal
nature of the noise at input amplitude level of 20N
(magnification of the signal portion highlighted in red
in Fig. 11(a)), and in the frequency domain, by peaks
of the perturbation power highlighted in red, at fre-
quency point of harmonics of the resonance frequency
of the mounting structure (73.32rad/s), at frequencies
of 73.32, 148.38, 217.15, 281.39, and 368.87rad/s.
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Fig. 10. Measured output signal (angular position) and S-G filtered
output signal in experiments with input amplitude levels of 2.5N
(upper plot) and 20N (bottom plot).

After the pre-processing of the signal, the ETFEs
(H2(jω) : fu(t) → θ(t) mapping) (Eq. (3)) have been
calculated for all the experiments with maximum ref-
erence input amplitude level in the set Ai (Sec. VI-A)
which is shown in Fig. 12. The actual input forces
(fu) measured by the load cell, and the S-G filtered
outputs have been used to calculate the ETFEs. More-
over, phase unwrapping (Sec. V-B) has been applied to
compensate the phase jump between the consecutive
frequency bins by subtracting 360°. Based on the re-
sults of both the magnitude and phase of the ETFEs,
fluctuations can be observed that obscure the meaning-
ful information, for instance, the resonance frequency
corresponding ETFEs at each level, and the value of the
ETFE especially at high-frequency asymptotes. More-
over, in the phase plot of the ETFE, the violation of
the passivity by exceeding the limit of −180◦ at high-
frequency asymptotes can be observed. To address
these issues, two post-processing techniques have been

FARAJVAND et al.: CHARACTERISING UNCERTAINTY AND EXTERNAL DISTURBANCE SOURCES IN WAVE TANK EXPERIMENTS FOR WECS
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(a)

(b)

Fig. 11. Perturbation (difference between measured output and S-G
filtered output) amplitude and power for the experiments at input
amplitude levels of 2.5N and 20N.

employed: A) ETFE filtering using moving average
(Sec. V-B) for smoothing both the magnitude and phase
(in the frequency domain) using 10 number of adjacent
data points, and B) ETFE phase correction by forcing
all the phases in the limit of [−180 0]◦ to guarantee the
passivity nature of the WEC. The final ETFEs, after ap-
plying the post-processing techniques are represented
in Fig. 13. Due to the nonlinearity of the WEC system,
different levels of the amplitude of the input signal
result in different levels of ETFEs. The major charac-
teristics of ETFEs of this study are consistent with the
dynamical characteristics of a WEC system analysed in
a NWT setup using the same experiment type (force
input amplitudes) in [9], most noticeably, increasing
trend of the bandwidth, and a decreasing trend of the
peak frequency response (resonance frequency), as the
amplitude of the input signal increases. The resonance
frequency corresponding to each amplitude level can
be obtained by finding the peak point in the magnitude
plot or analysing the phase plot where it crosses −90◦.

M
ag

ni
tu

de
 [d

B
]

Frequency [rad/s]

P
ha

se
 [°

]

Fig. 12. ETFEs (H2(jω) : fu(t) → θ(t) mapping) at all input
amplitude forces after data pre-processing and phase unwrapping
post-processing.

To determine a unique nominal model and uncer-

M
ag

ni
tu

de
 [d

B
]

Frequency [rad/s]

P
ha

se
 [°

]

Fig. 13. ETFEs (H2(jω) : fu(t) → θ(t) mapping) at all input am-
plitude forces after data pre-processing and post-processing (phase
unwrapping, passivisation. and moving average filtering).

tainty bound for the range of linear models obtained
at different amplitude levels of input, the upper and
lower limits of the ETFEs (H2(jω)) is considered as the
uncertainty bounds (black solid-line), and the average
of the whole ETFEs has been calculated to obtain the
linear nominal model (red solid-line), represented in
Fig. 14. The uncertainty bound includes mostly the
hydrodynamic uncertainty of the WEC, and the non-
linearity of the WEC model deviated from the nominal
WEC model.
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Fig. 14. Nominal model (average of ETFEs at all input amplitude
levels) and uncertainty bound.

VII. PERTURBATION QUANTIFICATION
This section provides a quantitative measure of the

perturbation in the measurements of the wave tank
data, including noise, reflection, and structural vibra-
tion. To provide a quantitative measure of the noise
corresponding to each output signal, the SNR (Eq.
2) is calculated as the ratio of the normalised RMS
(NRMS = RMS/number of samples) of the signal to
the NRMS of the noise. Since it is difficult to separate
noise from other perturbations, in the particular case
of this study, the portion of the perturbation signal
(Fig. 11) in the time interval of [60 140]s from the
experiment at the amplitude level of 2.5N has been
considered for the calculation of the NRMS of the noise
at all experiments, since this time interval includes the
most representative white noise corresponding to the
measurement noise of the sensors where there is no
reflection and structural vibration due to small input
amplitude force. Moreover, the movement of the buoy
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is almost zero in this time interval. The SNR at all 
experiments in the units of dB are represented in Fig. 
15. The results show that the experiments with low 
input amplitude forces experience a poor SNR, which 
might affect the system identification. I t i s a lso worth 
mentioning that the SNR cannot be effectively im-
proved after a certain threshold of the input amplitude 
force (12.5N).

Fig. 15. SNR of the output signals at different levels of input
amplitude forces.

Apart from the sensor noise, the other known per-
turbation sources, wave reflection, and structural vi-
bration have effects on the output signal that can be
quantified based on the knowledge of their frequency
contents. To this end, the portion of the time domain
output signals in the interval of [80 140]s where the
frequency of the excitation force is beyond the dynam-
ical range of the device (the buoy movement is due to
perturbations), has been considered for all the exper-
iments. The spectral domain analysis of this portion
of the time signals shows considerable power with the
peaks of the reflection waves (close to the resonance
frequency of the device (6.28rad/s)), and resonance
frequency of the mounting structure (at 73 rad/s) (Fig.
8). In order to quantify the power corresponding to
reflection and structural vibration, band-pass filtering
in the frequency domain, with the centre frequency
equal to the reflection and resonance frequency of the
mounting structure has been applied separately to ex-
periments at all the input amplitude levels. Moreover,
the transformation from the frequency domain to the
time domain has been applied to get the time domain
signals of pure reflection, and structural vibration. The
NRMS (from the time domain) of the reflection has
been calculated at all the experiments represented in
Fig. 16(a1) and the power of the reflection (in the
frequency domain) represented in Fig. 16(a2) (same
colour code as Fig. 16(a1) for experiments at different
input amplitude levels). The same analysis for the
quantification of NRMS (Fig. 16(b1)) and power (Fig.
16(b2)) of the structural vibration have been repre-
sented, showing an increasing trend of the NRMS and
power of the reflection and structural vibration as the
amplitude of the input force increases.

A. Discussion
For the calculation of a realistic hydrodynamic WEC

model in an experimental setup, it is of paramount
importance to calculate the ETFEs based on the ac-
tual force-to-motion mapping, instead of the reference
force-to-motion mapping, and exclude the external
noise and disturbance as much as possible. For the
current study, an example of the ETFEs comparison,
calculated using reference input force/measured out-
put, actual input force/measured output, and actual

(𝑏1) 

(𝑎1) 
(𝑎2) 

(𝑏2) 

Fig. 16. Power analysis of the reflection and structural vibration:
NRMS (a1) and magnitude (a2) of the reflection; NRMS (b1) and
magnitude (b2) of the structural vibration)

input force/S-G filtered output (most realistic ETFE
for WEC hydrodynamic modelling) are represented in
Fig. 17. Comparing the ETFEs computed using refer-
ence input force/measured output, and actual input
force/measured output shows a significant difference
in the magnitude and phase of the ETFEs, pointing out
how the ETFE (for hydrodynamic description of the
system) can be overestimated if the failure of the refer-
ence force tracking is ignored (ETFE based on reference
input force/measured output best describes the whole
system model, including PTO system). Moreover, a
comparison of the ETFEs computed using actual input
force/measured output, and actual input force/S-G fil-
tered output (most realistic case) points out the differ-
ence in the magnitude of the ETFEs at high-frequency
asymptote, as a result of using filtering techniques to
exclude perturbations in the output signal.

It is worth mentioning that, even the most realistic
ETFE computed in this case study, does not represent
the true behaviour of the WEC hydrodynamics (due
to the presence of viscosity, radiated waves, ...), which
requires future work on the quantification and separa-
tion of nonlinearities and uncertainties not addressed
in this study. Moreover, numerical simulation of the
same wave tank experiments would provide useful test
cases to validate the experimental results.

VIII. CONCLUSION
The following conclusions can be drawn from the

experimental wave tank tests with the analysis of
uncertainty and external disturbance sources in wave
energy converter modelling:
• The generation of a target force using a force control

loop including a PI controller, a linear motor, and a
load cell (Fig. 1), fails to accurately track the reference
force amplitude and phase (within the frequency
range of the excitation force) due to dead-zone effect
in the linear motor (no response at the start of the
experiment (as evidenced in Fig. 6), contributing to
the phase shifting, and flat responses at the extremes
(cogging effect, as evidenced in Fig. 7), contributing

FARAJVAND et al.: CHARACTERISING UNCERTAINTY AND EXTERNAL DISTURBANCE SOURCES IN WAVE TANK EXPERIMENTS FOR WECS
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Fig. 17. comparison of the ETFE using actual force-to-motion and
reference force-to-motion mapping at the input amplitude level of
2.5N

to the amplitude difference between reference and
actual force), the measurement noise from the load
cell. The failure of tracking the reference force should
be considered specifically in cases of:
1) Calculation of the representative model of the

WEC, in using actual force-to-motion mapping
for computation of the ETFE instead of reference
force-to-motion mapping to get the more accurate
amplitude and phase information of the ETFE
(articulated in Fig. 17).

2) Consideration of the dead-zone phenomenan of
the linear motor, and as a subject for future
research, analysis on the compensation for this
effect (for instance the method in study [20]) when
implementing WEC control strategy. Considering
that the force input experiments for the system
identification process in this study are basically
applied through the PTO system, the same issues
could be present in the case of producing control
actions through the PTO system in WEC control
implementation.

• The quantification, and exclusion of the perturba-
tions from the data of an experimental wave tank
test, as much as possible, will result in obtaining
representative linear WEC models. High levels of
perturbation at the different operating points (input
amplitude levels) should be considered carefully, as
for example, the dominancy of the noise in small
input amplitude force levels may mislead to provide
the most representative linear model as per theoret-
ically oscillating in the linear region. Ignoring the
possible noise and disturbances can lead to mises-
timation of the WEC systems modelling, affecting
the accuracy of model-based control design, with a
consequence on the absorbed power [10].

• The separation of the reference force-to-actual force
mapping, and actual force-to-motion mapping, as
well as applying the appropriate pre- and post-
processing techniques considering the experiment
type and input force type, will result in more accu-
rate identification of a representative linear model
(beneficial for linear model-based control design)

and smaller uncertainty region (beneficial for robust
control design).
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