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Abstract—In this paper, we investigate the differences between
two control strategies for a two-device linear array of wave energy
converters (WEC) for device spacings of 4 to 80 times the device
diameter. The WECs operate in heave only and are controlled in
real time. The control strategies, called the independent device
and global array control, estimate the excitation forces and
calculate the optimum vertical velocity trajectory and reactive
power take off force to achieve the velocity for a given sea
state. The independent device controller assumes that each device
is in isolation and only computes the excitation forces based
on the incident wave, whereas the global array controller does
take the radiation and diffraction effects from the other devices
into account. Whatever controller is used in the simulations, all
hydrodynamic coupling effects are accounted for.

For a cylindrically shaped single-body device with diameter of
5 m and a draught of 25 m we simulate the device motions for
5 regular wave cases and one irregular sea state representing a
Bretschneider spectrum.

These first test sets illustrate the different control needs
depending on the separating distance of the array members. A
global control algorithm is advantageous for small separating
distances, where radiation is larger.

Index Terms—array interaction, control strategies, power op-
timization, boundary element method, linear theory

NOMENCLATURE

η surface elevation
γ angle between Fe and u in the phasor plane
ω wave frequency
A wave amplitude
E Fourier coefficients of excitation force
Fe excitation force
H Fourier coefficients of hydrodynamic added mass and

damping
H0 wave height
J cost function
K exciting force coefficient
P Fourier coefficients of PTO force
Pe average absorbed power
Pr average radiated power
r radius of cylinder
Rr real part of radiation impedance
T wave angular period
u vertical velocity
X Fourier coefficients of vertical velocities
Subscripts

c constraint
G global array control
I independent device control
Superscripts
A Body A
B Body B

I. INTRODUCTION

For a single WEC, it is well known that the device needs
to be controlled in order to maximize energy production [1],
[2]. The need for control arises because the amount of energy
captured is maximized when the resonance frequency and
resistance of the device is matched to the resonance frequency
and amplitude of the incoming wave. As a consequence away
from resonance the device performs much more poorly [1].
Yet, because of the variable nature of ocean waves, the input
wave frequency constantly changes. By controlling the device,
one can modify its oscillatory motion to match the sea condi-
tions resulting in significantly more energy capture [2]. While
optimal control can provide significant advantages in terms
of power output, careful consideration must be taken of the
oscillation amplitude required, as it can in many cases exceed
the stroke length and power limit of the device in addition to
the modelling assumptions [3], [4]. Several different control
algorithms have been developed that seek approach the optimal
condition under one or several constraints, among them [3],
[5]–[7]. An important point to consider is that, in order to
apply the optimal control algorithms in real time, a prediction
of the incident force is required, as shown in [8]. For irregular
waves this is impossible to model in the frequency domain,
as mentioned in [3] and, as a consequence, a time-domain
simulation is required to model real-time control, for example
as in [7], [9].

Extending these approaches to an array is not a trivial
matter because the motion of each device is influenced by
the others. Since any control scheme will modify the motion
of a single device, it will also modify its influence on the
other devices. Although these effects can be very difficult
to quantify, a simple measure of their cumulative effects on
power absorption in an array is the q-factor, introduced in
1979 in [10]. The q-factor is the power generated by an array
of N devices divided by the power that would be generated
by N single device. If q >1, then the overall array power



absorption is greater than then sum of the power absorbed
by the constituent devices in isolation. Conversely, if q <1,
then the array hydrodynamics have a deleterious effect on
power absorption. Whilst the hydrodynamic interactions in an
array have been extensively studied since the early 1980s, for
example in [11], [12] and [13], all of these studies assumed
optimal control and small body dimensions compared to the
incident wave length in addition to using regular waves.

Recently, however, a number of investigators have looked
into more realistic scenarios where the control is modelled
by a variable damping coefficient for a given sea state [4],
[14]–[16]. Child and Venugopal [14] found that increasing
the damping on the device compared with the optimal value
reduces the constructive effects of radiation by reducing the
device motion near the resonance peak. Folley and Whittaker
[15] found a significant reduction in power when a devices is
tuned away from the optimal frequency, with the result that
the sub-optimal scenarios modelled prevent the WECs in the
array to take advantage of the constructive effects of radiation,
thus significantly reducing the overall power absorbed [15].
Both Cruz et al. [16] and de Backer et al. [4] calculated
q-factors below one, irrespective of the control scheme they
used. The results of these four investigations point to the need
for a more sophisticated control scheme, that is better able to
take advantage of the constructive interference of radiation in
order to maximize array power production. Moreover, a better
understanding of the effects of constraints on power production
in an array is needed.

In this paper, we present the first results toward an im-
plementation of a general time-domain control algorithm that
can be applied to an array of WECs. The overall aim is to
implement a real-time strategy that optimises the power output
of a single device, a single multi-body device or such devices
arranged in an array or wave farm. We investigate the need of a
global optimisation algorithm based on the radiation properties
of WECs near each other and the difference with respect to
control that operates on an individual device level.

Computations are performed for two single-body devices of
cylindrical shape extracting energy from the waves in heave
motion only. The devices are controlled by applying a power
take off (PTO) force that adjusts the vertical velocity in order
to achieve maximum power conversion for the approaching
wave. Two control algorithms are tested: one operating on
an individual device level, also called independent device
controller, and a global array control. The individual device
controller does not take the interactions from the other devices
into account and optimises the motion based on the incident
and diffracted waves only. The global controller takes the
hydrodynamic coupling of both devices into account and acts
accordingly. Results are presented for a WEC of 5 m diameter,
25 m draught, for 5 different regular wave cases and one
irregular sea representing a Bretschneider spectrum. Section
II briefly describes the hydrodynamic model and control
strategies. Results are presented in section III.

II. FORMULATION OF HYDRODYNAMIC MODEL AND
CONTROL STRATEGIES

A. Hydrodynamic Model

Fig. 1. Modelled geometry for body A and B, separation distance S, draught
L, radius r and incident wave heading angle β

For this work we assume non-viscous, irrotational flow. The
amplitude of the waves and device motions are small, which
makes linear wave theory applicable and the hydrodynamic
problem can be solved in the frequency domain. The interac-
tions of the bodies due to the incident waves, the diffracted and
radiated waves can then be described using potential theory.
Here, the boundary element solver WAMIT R© [17] is used.
This package is widely applied in studies of WEC arrays, as
in [4], [15], [16]. Related cases are described, for example, in
[18].

The geometry, that is modelled, can be seen in Figure 1.
As the pressures and forces are only solved for the wetted
surface, the density of the body ρb is set to 0.833 ρw (density
of water) to give 5 m “dry” body height above the still water
level. 5 m is also the maximum amplitude constraint used
for the time domain simulations of the controller (see Section
II-B). The draught is set to 25 m to achieve a resonant period
of the body of approximately 10 s [19], which coincides with
the peak period of the Bretschneider spectrum used for the
simulation of the controlled WECs. In WAMIT R© the high
order method is used and computations are performed for 300
frequencies equally spaced at intervals of 0.0341 rad/s.

B. Control Strategies

The control algorithm used in this paper is adapted from
an isolated self reacting two-body wave energy converter. The
strategy is described in detail in [9] and will only be outlined
briefly here. For the results presented here, knowledge of the
surface elevation time history is assumed. In reality, prediction
is possible for a time window large enough for the controller to
act on the device and tune it to the incoming wave [8], which



makes it possible to use control algorithms in real-time. Errors
in the prediction of the wave elevation result in degradation
of the controller performance. For this paper, however, the
objective is to compare two different control strategies; since
prediction errors affect both controllers in the same manner,
the relative performance between the controllers is not affected
by prediction errors, therefore they will not be considered.
From the wave spectrum, the excitation forces Fe on each
body are calculated based on

Fe (ω) = K (ω) η (ω) (1)

where K is the exciting-force coefficient computed by
WAMIT R© and η is the wave elevation. The next step is to
calculate the optimum vertical velocity trajectory for the wave
experienced by the devices, solving the linear system

X = H (E − P ) , (2)

which is obtained by discretising the time domain equation
of motion of the buoys. The discretisation is carried out by
approximating the motions and the forces acting on the bodies
using a linear combination of basis functions [9], [20]. The
work presented in this paper is based on the approximation
by means of a truncated Fourier series: P is the vector of the
Fourier coefficients of the PTO forces, E is the vector of the
Fourier coefficients of the excitation forces and X is the vector
of the Fourier coefficients of the velocities, all given as

P =
[
PA

PB

]
, (3)

E =
[
EA

EB

]
(4)

and
X =

[
XA

XB

]
. (5)

where superscripts A and B refer to body A and body B,
respectively. The converted energy is described by a quadratic
cost function J(P ) and the optimal PTO force is calculated
by minimizing J(P ) with respect to P .

1) Global Array Control: In the global controller, all hy-
drodynamic effects are taken into account. Therefore the cost
function is given as

JG = PTH (E − P ) = −PTHP + PTHE (6)

with

H =
[
H11 H12

H21 H22

]
(7)

and

P =
[
PA

PB

]
. (8)

The hydrodynamic coupling appears in the off-diagonal
terms of the matrix H , i.e. H12 and H21.

2) Independent Device Control: For the individual device
controller the cost function JI is

JI = PAT

XA + PBT

XB ,

which can be written in the same form of Equation 6 setting
the cross-coupling terms H12 and H21 to zero, such as:

JI = −PT

[
H11 0
0 H22

]
P + PT

[
H11 0
0 H22

]
E. (9)

III. SIMULATION RESULTS FOR DIFFERENT ARRAY
CONFIGURATIONS

The software simulates the motion of the devices, the PTO
forces, the instantaneous converted power and the vertical
velocities and displacements of the WECs for a representative
surface elevation time-history of a given wave spectrum.
Amplitude constraints between 1 and 5 m are applied for
simulations where the waves are 4 m high. No constraints
are used for the small-wave simulations presented here.

In order to simplify the results and be able to separate out
effects such as radiation and diffraction, regular waves are
simulated. Table I shows the different settings for which results
are presented in this section, where the wave heights H0, the
wave periods T and the wavelengths λ are given.

When there are multiple bodies, interaction between the
bodies is caused by both radiation and diffraction. Diffraction
only depends on the incoming waves for any fixed body
geometry and array configuration, while radiation depends
on the body motion, which is calculated by the controllers.
If constraints are not considered, the control algorithm, as
described in the previous section, provides the same velocity
profile as reactive control, which is known to produce large
oscillations, thus large radiated waves even for small incident
waves.

The difference between the global and independent con-
troller is that the global controller also takes into account the
coupling due to radiation when computing the control signal.
If the effect of radiation on one device due to the other one
is small, then the difference between the control signals com-
puted by both strategies is small. For controlled devices in an
array the interaction is the largest when the constraints are not
active. Hence, if the interaction is small for the unconstrained
case, then it will be small also for the constrained. This fact
can be seen, for the case of a monochromatic incident wave,
considering the average radiated power Pr and the average
absorbed power Pe, as defined in [19]:

Pe =
1
2

Re{Fe u
∗} =

1
2
|Fe||u| cos(γ) (10)

Pr =
1
2
Rr|u|2 (11)

where Fe and u are the excitation force and the vertical
velocity of the buoy in the phasor domain, Rr is the real
part of the radiation impedance and γ is the angle between
the excitation force and the velocity in the phasor plane. If



the buoy is controlled with reactive control [19], the optimal
velocity is

û =
Fe

2Rr
(12)

and γ = 0, thus the ratio between the average radiated power
and the average absorbed power is Pr/Pe = 0.5. If constraints
are active then the optimal oscillation velocity ûc is smaller
or equal than the unconstrained case, that is

|ûc| ≤ |û| =
|Fe|
2Rr

(13)

and the ratio Pr/Pe ≤ 0.5 (assuming γ = 0 to maximise
absorption). Therefore, for any amplitude of the incident wave,
when constraints are active the interaction between the two
buoys due to radiation is smaller than the situation when
constraints are not active.

All sea states are simulated for deep-water conditions and
the device/array geometry described in Section II with a radius
r of 2.5m, draught L of 25m and 31 relative separation
distances S/(2r) between 4 and 80.

TABLE I
PROPERTIES OF SIMULATED WAVE CLIMATES

H0 [m] T [s] λ [m]
Bretschneider 0.1, 4 10 156
Regular wave 1 0.1, 4 9.81 150
Regular wave 2 0.1, 4 6.94 75
Regular wave 3 0.1, 4 7.5 87
Regular wave 4 0.1, 4 8 100
Regular wave 5 0.1, 4 9 125

A. Controller performance in regular waves

The mean converted energy of the array is normalised with
twice the mean converted power of a single isolated device
operating in the same sea state. This gives the q-factor for
each spacing as a measure of array performance.

For regular waves of 0.1 m height and periods between
6.94 and 9.81s the q-factors can be seen in Figures 2 - 6. In
all 5 graphs high array efficiencies for both control strategies
can be identified at spacings equal to multiples of half the
incident wavelength. Then the devices are oscillating either
in opposite phase or in phase as shown in Figures 7 and 8
for β = 0 deg, T = 9.8s and relative spacings S/(2r) = 15
and 30. When the array performs badly, less motion of the
downstream device can be observed resulting in less energy
being converted (Figure 9, β = 0 deg, T = 9.81s, S/(2r) =
22).

The magnitude of the q-factors varies from 0.5 to 0.94. This
means that even when the devices are in phase, less energy
is converted than for the same number of isolated devices.
Furthermore, the q-factor seems to converge towards a value
of 0.6 with increasing distance. This is probably due to a
shielding effect for heading angle β = 0 degree.

Between the two control strategies, only small differences
can be identified. Generally, the global array controller per-
forms slightly better. However, for small separating distances
one would expect larger influence of the global controller
on the overall power production of the array, as it takes the
interaction effects into account within the computation of the
cost function (Equations (6) and (9)), i.e. the cross coupling
terms H12 and H21.

For 90 degree heading angle the shielding effect should be
eliminated and diffraction effects should be minimised for
the given sea state of 10 cm height. Thus, the controllers
mainly take the motion of the other devices into account when
computing the optimal velocity profile for which maximum
energy conversion occurs. Figure 10 shows the q-factors for
such a situation (β = 90 degree, T = 9 s). The differences
in the performance of the global and independent controller
are relatively large for small separating distances and vanish
further away. The overall performance for this heading angle
converges to q = 1. This means that shielding effects are
minimised, as one would expect for devices that are arranged
side by side. However, peak performances in this data set occur
at distances equal to the incident wave length. This must be
due to constructive interference caused by diffraction.

Fig. 2. q-factor for device spacings S/(2r) in regular wave, β = 0 degree,
T = 9.81 s, H0 = 0.1 m

Fig. 3. q-factor for device spacings S/(2r) in regular wave, β = 0 degree,
T = 6.94 s, H0 = 0.1 m

When the waves become larger, the amplitude constraints
become active and restrict the vertical motion of the devices,



Fig. 4. q-factor for device spacings S/(2r) in regular wave, β = 0 degree,
T = 7.5 s, H0 = 0.1 m

Fig. 5. q-factor for device spacings S/(2r) in regular wave, β = 0 degree,
T = 8.0 s, H0 = 0.1 m

which was the case for all large-amplitude regular wave cases.
Here, waves of 2 m amplitude were simulated and amplitude
constraints of 1, 2, 3, 4 and 5 m were imposed on the
devices, where both WECs had the same constraint for a
given simulation. Figures 11 and 12 show the q-factors for
all devices for heading angles β = 0 and 90 degree and active
constraint of 3 m. Figures 13 and 14 show the corresponding
displacements for S/2r = 22, which show the motion of the
devices within the bounds of +/- 3 m. The difference in the
q - factors between the global and independent controller are
zero for all constraints, when they are active. The absolute
power generated by the device, of course, increases with the
amplitude, that it is allowed to move.

Fig. 6. q-factor for device spacings S/(2r) in regular wave, β = 0 degree,
T = 9.0 s, H0 = 0.1 m

Fig. 7. Displacements for WECs for global and independent control at
S/(2r) = 15, T = 9.81s, β = 0 degree, H0 = 0.1 m

B. Controller performance for polychromatic seas

Fig. 15. q-factors for all device spacings for the Bretschneider spectrum
(H0 = 0.1 m) and heading angle β = 0 degree



Fig. 8. Displacements for WECs for global and independent control at
S/(2r) = 30, T = 9.81s, β = 0 degree, H0 = 0.1 m

Fig. 9. Displacements for WECs for global and independent control at
S/(2r) = 22, T = 9.81s, β = 0 degree, H0 = 0.1 m

Fig. 16. q-factors for all device spacings for the Bretschneider spectrum
(H0 = 0.1 m) and heading angle β = 45 degree

Fig. 10. q-factor for device spacings S/(2r) in regular wave, β = 90 degree,
T = 9.0 s, H0 = 0.1 m

Fig. 11. q-factor for device spacings S/(2r) in regular wave, β = 0 degree,
T = 9.81 s, H0 = 4 m

Fig. 17. q-factors for all device spacings for the Bretschneider spectrum
(H0 = 0.1 m) and heading angle β = 90 degree



Fig. 12. q-factor for device spacings S/(2r) in regular wave, β = 90 degree,
T = 9.81 s, H0 = 4 m

Fig. 13. Displacements for WECs for global and independent control at
S/(2r) = 22, T = 9.81s, β = 0 degree, H0 = 4 m

Fig. 18. q-factors for all device spacings for the Bretschneider spectrum
(H0 = 4 m) and heading angle β = 0 degree

Fig. 14. Displacements for WECs for global and independent control at
S/(2r) = 22, T = 9.81s, β = 90 degree, H0 = 4 m

Fig. 19. Energy loss in radiated (circular) wave with distance from source
and differences in q-factor for independent and global control for all spacings

For more realistic comparisons, an irregular sea state has
also been simulated. All devices experience the same surface
elevation and simulations are performed for 600 s. The q-
factors are calculated as before, i.e. based on the mean
absorbed power over the simulation time. For H0 = 10 cm and
T = 10 s the q-values are shown in Figures 15 - 17. As for
the regular waves, the differences between the independent and
global controller are small except for small device spacings.
Overall the variation of q-factors with respect to the spacing of
the devices is less pronounced than in regular waves, which is
expected and due to the variation in frequencies and wave
heights for the irregular sea. However, peak performances
occur at spacings S/(2r) = 0.55 λ and multiple integers of
this value for β = 0 degree. When the waves approach the
array at an angle of 45 degree the peak is shifted to 0.8 λ, as
shown in Fig. 16.

For the large-amplitude Bretschneider sea, the differences in
the q - factors between the global and independent controllers
vanish, as it can be seen in Fig. 18 for β = 0 degree and



constraint of 3 m.

IV. CONCLUSIONS

Results are presented for two control strategies of WECs
arranged in an array and operating in heave only. Here, we use
a very simplistic approach of two devices and different spacing
configurations. Simulations are done for 5 regular waves
and also one irregular sea state representing a Bretschneider
spectrum with peak frequency at the natural frequency of the
device.

The simulations consist of two parts: the control algorithm
estimates the optimum PTO force to achieve the optimum
velocity and power capture for the approaching wave. The
device is simulated with these settings for the sea state by
solving the equations of motions in the time domain. From
these the instantaneous converted power is used for the assess-
ment of the performance of the device and array configuration
for both control strategies. The actual velocity of the device
is not calculated.

For the independent device controller the other device does
not exist and only the excitation from the incident wave is
included in the estimation. The cost function is optimised for
each device individually. The time domain simulation however
is done for the full interaction of both devices, which naturally
results in a difference in prediction by the controller and
experienced wave.

The global controller takes the hydrodynamic interactions
between the two devices into account, including radiation
effects. The cost function is solved to optimise the total power
conversion of the array. In this way, each device is commanded
not only to optimise its own favour, but also to provide an
optimum radiated wave to the other device.

At this stage and for the presented data set the differences
are small between an array, in which the devices are controlled
individually or globally with regards to the total array power
output. Differences could be identified for small sea states at
close devices spacings, where hydrodynamic coupling from
radiation occurs, which then becomes large relative to the
incident wave. Hence, closely spaced arrays, such as the
Manchester Bobber or Wavestar, could benefit from a global
control algorithm. However, as differences between the two
control strategies only occur when radiation effects are large
compared to diffraction, an independent (individual) controller
seems preferable than the global, as it does not require
information about the state of the other devices.

The effect, that the difference in the controller performances
vanish with the separating distance of the devices can be
illustrated when the differences in q-factors are plotted against
the distance. As the energy in a wave remains constant when
it travels, but for a circular wave the circumference increases
with distance from the source of radiation, the energy per unit-
length wave crest decreases at a rate of 1/S. In Figure 19,
this function is plotted against the separating distance with the
differences of the q-values of Figure 16. Both graphs coincide
for small distances.

It seems very important to reduce destructive interference
by optimising the array spacing based on wave climate and
diffraction effects in the first place.

As these are early-stage results further tests are necessary
and results for more devices with different dimensions, i.e.
draughts and diameters, operating in other flow regimes need
to be produced. It is also possible to implement other control
strategies which are non-continuous such as latching.
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