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ABSTRACT 1 

In this thesis we investigate the applicability and utility of Monaural Sound Source Separation 2 
(MSSS) via Nonnegative Matrix Factorization (NMF) for various problems related to audio 3 
for hands-free telephony. We first investigate MSSS via NMF as an alternative acoustic echo 4 
reduction approach to existing approaches such as Acoustic Echo Cancellation (AEC). To this 5 
end, we present the single-channel acoustic echo problem as an MSSS problem, in which the 6 
objective is to extract the users signal from a mixture also containing acoustic echo and noise. 7 
To perform separation, NMF is used to decompose the near-end microphone signal onto the 8 
union of two nonnegative bases in the magnitude Short Time Fourier Transform domain. One 9 
of these bases is for the spectral energy of the acoustic echo signal, and is formed from the in- 10 
coming far-end user’s speech, while the other basis is for the spectral energy of the near-end 11 
speaker, and is trained with speech data a priori. In comparison to AEC, the speaker extraction 12 
approach obviates Double-Talk Detection (DTD), and is demonstrated to attain its maximal 13 
echo mitigation performance immediately upon initiation and to maintain that performance 14 
during and after room changes for similar computational requirements. Speaker extraction is 15 
also shown to introduce distortion of the near-end speech signal during double-talk, which is 16 
quantified by means of a speech distortion measure and compared to that of AEC.  17 

Subsequently, we address Double-Talk Detection (DTD) for block-based AEC 18 
algorithms. We propose a novel block-based DTD algorithm that uses the available signals 19 
and the estimate of the echo signal that is produced by NMF-based speaker extraction to 20 
compute a suitably normalized correlation-based decision variable, which is compared to a 21 
fixed threshold to decide on doubletalk. Using a standard evaluation technique, the proposed 22 
algorithm is shown to have comparable detection performance to an existing conventional 23 
block-based DTD algorithm. It is also demonstrated to inherit the room change insensitivity of 24 
speaker extraction, with the proposed DTD algorithm generating minimal false doubletalk 25 
indications upon initiation and in response to room changes in comparison to the existing 26 
conventional DTD. We also show that this property allows its paired AEC to converge at a 27 
rate close to the optimum. 28 

Another focus of this thesis is the problem of inverting a single measurement of a non- 29 
minimum phase Room Impulse Response (RIR). We describe the process by which percep- 30 
tually detrimental all-pass phase distortion arises in reverberant speech filtered by the inverse 31 
of the minimum phase component of the RIR; in short, such distortion arises from inverting 32 
the magnitude response of the high-Q maximum phase zeros of the RIR. We then propose two 33 
novel partial inversion schemes that precisely mitigate this distortion. One of these schemes 34 
employs NMF-based MSSS to separate the all-pass phase distortion from the target speech in 35 
the magnitude STFT domain, while the other approach modifies the inverse minimum phase 36 
filter such that the magnitude response of the maximum phase zeros of the RIR is not fully 37 
compensated. Subjective listening tests reveal that the proposed schemes generally produce 38 
better quality output speech than a comparable inversion technique.  39 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NOTATION  1 

 n Sample Index, 2 
 x(n) Far-end user(s) Signal, 3 
 d(n) Echo Signal, 4 
 v(n) Near-end Speakers Signal (Reverberated), 5 
 e(n) Error Signal 6 
 u(n) Near-end users Speech signal (non-Reverberated) 7 
 y(n) Near-end Microphone Signal  8 
 w(n) Noise Signal 9 
 h(n) Loudspeaker-Enclosure-Microphone Impulse Response 10 
 hT h(n) in vector format, where subscript T denotes transposed 11 
 g(n) Near-end speaker’s lips-Microphone Impulse Response 12 
 gT g(n) in vector format 13 
 Lh, Lg, Truncated lengths of h(n) and g(n) 14 
 T60 Room reverberation time 15 
 f Discrete frequency bin Index for short-time processing 16 
 k, kx Frame indices for short time processing. 17 
 N STFT analysis window size 18 
 m, mx STFT analysis window step sizes. 19 
 X(f,k), Y(f,k), Short-Time Fourier Transforms (STFT) of x(n) and y(n) 20 
 V(f,k), D(f,k) Short-Time Fourier Transforms (STFT) of v(n) and d(n) 21 
 Bd(k) Echo Basis of size N/2 +1 × Rd 22 
 Bv Near-End Speaker Basis of size N/2+1 × Rv 23 
 Rd, Rv Number of Columns, or rank, of Bd(k) and Bv 24 
 B Microphone Basis, i.e. B = [Bd(k), Bv] 25 
 g(k), gd(k), gv(k) Gain vectors for B, Bd(k), and Bv, for frame k. 26 
 φ Number of iterations of restricted NMF procedure 27 
 ψ Number of iterations of unrestricted NMF procedure 28 
 C NMF cost function 29 
 y(k), d(k), v(k) N/2+1 vector of unique values of Y(f,k), D(f,k), and V(f,k), 30 
 e(k) Residual error vector 31 
 v^(k),  d 

^
(k) Estimate of v(k), d(k) 32 

     

€ 

ˆ v (n)  Estimate of v(n) 33 
 ξ(k) NMF-DTD decision variable for frame k 34 
 ||v(k)||2 Euclidean, or 2-norm, norm of v(k). 35 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^
(k) 36 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 tg  Inversion delay factor 5 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g (n)  6 
 gmp(n) Minimum phase component of Room Impulse Response  7 
 gap(n) All-pass component of Room Impulse Response filter 8 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1 INTRODUCTION  1 

Hands-free telephony allows telephone users to converse, per conventional hand-held 2 
telephony, while simultaneously occupying their hands with another task, a convenience that 3 
has fueled the growing popularity of this form of telephony. Moreover, of late a number of 4 
factors have conflated to increase the prevalence of hands-free telephony in society. One of 5 
these has been the prohibition in certain jurisdictions of conventional hand-held telephony 6 
while driving because of safety concerns, which has led to an increase in hands-free operation 7 
of mobile telephones while driving, and another has been the dual factor of the high and rising 8 
cost of travel and improving telecommunications infrastructure, which has encouraged the use 9 
of audio conferencing tabletop products (also known as speakerphones) for conducting 10 
business and for collaboration in general. These developments serve to motivate the topic of 11 
this thesis, audio for hands-free telephony. 12 

Providing high quality, full-duplex, audio for hands-free telephony is a considerable 13 
technical challenge, consisting of solving a number of problems that, to varying degrees, have 14 
an adverse effect on the quality of a telephone conversation [1]. One such problem is reverb- 15 
eration [2], where the (near-end) speaker’s speech signal is received at the telephone micro- 16 
phone with strong reflections of this signal off the enclosure boundaries, and another is back- 17 
ground noise [3, 4], which becomes problematic due to the typically weaker and more reverb- 18 
erant speaker signal received at the microphone. The resulting signal transmitted to the far- 19 
end user(s) is therefore less intelligible and of lower quality than would typically be the case 20 
during conventional hand-held telephony. Perhaps the most significant and well-known prob- 21 
lem associated with hands-free telephony however is acoustic echo [3-5]. Acoustic echo 22 
occurs when the received (far-end) signal is broadcast by the loudspeaker in the near-end en- 23 
closure to be picked up by the corresponding microphone due to direct and indirect (echoic) 24 
acoustic coupling of these two devices. With sufficient latency and gain, the far-end user(s) 25 



 2 

perceives this feedback as echo, which can have a deleterious effect on a telephone conver- 1 
sation. Note that, following convention, we regard the near-end user(s) as operating a hands- 2 
free telephone in an (near-end) enclosure, and the far-end or opposing user(s), as the 3 
receiver(s) of echo.  4 

With the increasing hardware resources available in telephones, matched by the 5 
increasing expectations of telephone users, addressing these problems has been and still is an 6 
active field of research in both academia and industry. In this thesis, we expand on this effort 7 
by proposing, and investigating the utility of, a novel acoustic echo mitigation approach in 8 
which the acoustic echo problem is viewed as a Monaural Sound Source Separation (MSSS) 9 
problem. This approach considers the near-end microphone signal as a mixture comprised of 10 
three source signals; the near-end speakers speech signal, the acoustic echo signal, and noise; 11 
with acoustic echo mitigation achieved by extracting the near-end speakers speech signal from 12 
the mixture, allowing this signal alone to be transmitted to the far-end user. To achieve 13 
extraction, we present an algorithm that customizes the prevalent model-based, spectral 14 
pattern recognition approach to MSSS for the acoustic echo problem. Specifically, ignoring 15 
noise for the present, and operating in the magnitude STFT domain, the echo and near-end 16 
speaker(s) signal are separated by using Nonnegative Matrix Factorization (NMF) [6] to 17 
match the spectral features of the echo signal to the spectral features of the far-end signal, and 18 
those of the near-end speaker signal to a general speaker independent model of spectral 19 
features trained a priori. The spectral data assigned to the speaker model by NMF is then used 20 
to synthesize an estimate of the near-end speakers speech signal.  21 

This novel technique, which we name NMF Near-end Speaker Extraction (NMF-NSE), 22 
has a number of distinct advantages over the prevalent approach to echo mitigation: Acoustic 23 
Echo Cancellation (AEC) [5]. AEC uses the far-end signal and the near-end microphone 24 
signals as the input and reference signals respectively to an adaptive filter that is tasked with 25 
estimating and tracking the acoustic paths between the near-end loudspeaker and microphone; 26 
from which, an estimate of the echo signal is produced and is subtracted from the near-end 27 
microphone signal. When the adaptive filter has converged, AEC removes the echo to leave 28 
the near-end speakers signal (and noise), thereby cancelling the echo; however, the adaptive 29 
filter is generally unable to adapt immediately to sudden changes to the echo path(s), resulting 30 
in echo after such events, and is also generally incapably of adapting during Double-Talk 31 
(DT), during which time both acoustic echo and the near-end speakers signal arrive 32 
simultaneously at the near-end microphone, a scenario which can cause rapid divergence of 33 
the adaptive filter. NMF-NSE, in contrast, may be characterized as using the spectral features 34 
of the far-end signal and those of a speaker independent spectral model to track the spectral 35 
features of the echo and the near-end speaker signals respectively to estimate the near-end 36 
users speech signal. By this way the near-end speaker is considered a source which may be 37 
either inactive or active, thereby innately addressing DT, and by performing a complete 38 
separation of the near-end microphone signal in each frame, it will be demonstrated that 39 
NMF-NSE produces a constant level of echo mitigation that is uninterrupted by room change 40 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and/or doubletalk. It will however also be demonstrated that NMF-NSE invariably admits 1 
some distortion of the near-end users speech signal during DT.  2 

For a sequel, we leverage the functionality of NMF-NSE for Double-Talk Detection 3 
(DTD) for block-based AEC algorithms. As mentioned, DT can cause rapid divergence of an 4 
adaptive filter, thereby diminishing the performance of AEC. A common strategy to mitigate 5 
this divergence is to pause adaptation during DT as indicated by a DT detector. Conventional 6 
DT detectors may be described generically as computing a decision variable from the 7 
available signals and the signals generated by the AEC. Adaptation is suspended if the var- 8 
iable breaches a preset DT threshold, with echo cancellation continuing using the model of the 9 
echo path(s) learned up until that time. By computing the DT decision variable from the 10 
signals generated by the AEC however, conventional DTD is sensitive to room change, which 11 
manifests as false positive DT indications that stall adaptation precisely when it should be 12 
occurring. To address this problem, we propose a novel DTD algorithm that uses the estimate 13 
of the echo signal that is produced by NMF-NSE to compute a suitable normalized DT dec- 14 
ision variable, an approach we call NMF-DTD. In contrast with existing conventional DTD, 15 
by computing the DT variable from the NMF-NSE echo estimate, NMF-DTD will be shown 16 
to be insensitive to echo path change, allowing largely uninterrupted adaptation of its paired 17 
acoustic echo canceller during and after echo path changes, enabling optimum convergence 18 
after such events, which in turn results in optimum acoustic echo mitigation performance.  19 

For a finale, we address the near-end speaker reverberation problem. A common 20 
approach to dereverberation is inverse filtering or deconvolution, which consists of two main 21 
tasks, namely, measuring or estimating the Room Impulse Response (RIR) from the user’s 22 
lips to the microphone, and inverting this RIR. We address the latter problem, specifically in 23 
the case of a single microphone estimate or measurement of an RIR. To this end, we first 24 
explore existing approaches to RIR inversion in the field of audio equalization, in which the 25 
solution criteria differ slightly to those of dereverberation. Then, we turn our focus to those 26 
techniques that seek to compensate principly for the magnitude response of an RIR, and 27 
which employ an all-pass/minimum phase decomposition of the RIR. In this context, we eluc- 28 
idate the effect of all-pass phase distortion on the processed speech, and describe how it arises 29 
from inverting the magnitude response of the maximum phase zeros. Based on this 30 
description, we propose two low-delay single channel inversion techniques that mitigate 31 
perceivable all-pass phase distortion, and which, by virtue of their low-delay, are tailored for 32 
the requirements of single microphone inverse filtering for dereverberation applications. For 33 
one of these techniques, we again employ MSSS via NMF to remove all-pass phase distortion 34 
artifacts directly from the reverberated speech in the magnitude STFT domain, while the other 35 
technique obtains a partial inversion of the RIR such that perceptually detrimental all-pass 36 
phase distortion is mitigated in the resulting processed speech, an approach that represents a 37 
departure from the NMF-based MSSS theme of this thesis. Through comparative listening 38 
tests against an existing comparable approach, we assess the subjective performance of these 39 
schemes, the results of which will be shown to be encouraging.  40 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1.1 Background 1 
This section provides background for the problems that are addressed in this thesis, namely, 2 
the acoustic echo and reverberation problems; noise is not explicitly addressed in this thesis. 3 
The standard formulation of the acoustic echo problem follows from that of the earlier related 4 
problem of network echo; moreover, in the main, the prevalent acoustic echo mitigation 5 
techniques where originally proposed for network echo mitigation. As such, for contextual 6 
reasons, we first describe the network echo problem, and aspects of human auditory 7 
perception related to echo, before describing and formulating the acoustic echo problem. 8 
Subsequently, the near-end speaker reverberation problem is described, including a general 9 
description of reverberation. Note that, in this thesis we address the single microphone case of 10 
each of these problems, and we address each of these problems separately. 11 

1.1.1 The Network and Acoustic Echo Problems 12 
Network echo, also known as Line or Hybrid echo, is a source of echo in telephony that first 13 
became problematic in the 1960s [3, 5]. Network echoes are electrical reflections of a users 14 
send signal that are returned to this user to be acoustically transduced by his/her telephone 15 
loudspeaker. These reflections are generated as the users send signal propagates to the 16 
opposing user’s telephone through the Public Telephone Switched Network (PTSN), which is 17 
basically an interconnection of exchanges, that function to route information between two 18 
users. The most common origin of network echo is the telephone hybrid coil, one of which is 19 
housed at each users local exchange. The hybrid is used to convert a users send signal 20 
between the two-wire circuit of the users local loop and the four-wire circuit that is used by 21 
the PTSN to connect exchanges, and vice versa. A well-known problem with the hybrid is 22 
signal leakage from the conversion process due to an impedance mismatch, by which a 23 
percentage of the users send signal is leaked back to the sender to be received as a scaled and 24 
delayed copy of his/her send signal, viz. network echo.  25 

From the perspective of the human auditory system, an echo that arrives at a listeners 26 
ear before approximately 80-100 ms after the arrival of the original signal (sometimes known 27 
as the integration time of the ear [7]) is fused with the original signal (known as the 28 
integration effect [8]) and as such, is not perceived as a distinct auditory event; a somewhat 29 
related effect, known as perceptual masking, is where the presence of a louder sound stimulus 30 
can render inaudible a weaker sound that is nearby in either frequency or time [9]. Instead, in 31 
the context of network echo, an echo arriving within the integration time of the ear is 32 
perceived as a sidetone, which is not objectionable to the user, and can in fact have a 33 
beneficial effect, adding a sense of presence to a conversation [5]. It follows that network 34 
echoes are required to have a certain delay and gain before the user perceives them as such, 35 
upon which they can severely disturb conversation. Such echoes became more prevalent in the 36 
1960s when long distance communications involving the use of geostationary satellite link 37 
ups, which entail a significant delay, became more widespread [3, 5]. Of late however, the 38 
advent of fiber optical cables has obviated satellite delay [5]. 39 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With the increasing popularity of hands-free operation of telephones, another source of 1 
echo has become problematic in telephony, namely, acoustic echo. For hand-held telephony, 2 
the loudspeaker of the handset is coupled to the near-end users ear such that the far-end users 3 
signal, radiated by the loudspeaker, is typically not incident on the telephone microphone. For 4 
hands-free telephony however, the user(s) is located some distance away from the 5 
loudspeaker in the near-end enclosure, which requires that the loudspeaker radiate the far-end 6 
signal at a level such that this signal is audible to this arbitrarily positioned near-end user(s). 7 
In this scenario, any acoustical paths that may exist between the near-end loudspeaker and 8 
near-end microphone, as illustrated in Figure 1.1, will result in the far-end signal propagating 9 
to the near-end microphone, to be electrically transduced and transmitted to the far-end user, 10 
giving rise to acoustic echo. Similar to network echo, acoustic echo is disturbing if it arrives at 11 
the far-end with sufficient delay (and gain), and if so, similarly impedes fluid conversation. 12 
Owing to the near-end room acoustics, described by Figure 1.1 and to be discussed further in 13 
section 1.1.2, the disturbing acoustic echo is usually perceived as a reverberated version of the 14 
far-end users speech signal rather than a simple echo as it is most commonly for network 15 
echo. 16 

The process of generating either network or acoustic echo can be cast in a linear 17 
framework, where the far-end users signal, x(n), where n is a sample index, excites a linear 18 
system with an impulse response, h(n), comprised of a superposition of impulses each 19 
corresponding to an echo; in the network echo case these impulses arise electrically in the 20 
PTSN, in the acoustic echo case they arise due to acoustical echoes (and a direct acoustical 21 
path component) between the loudspeaker and microphone in the near-end enclosure. Both of 22 
these scenarios produce an echo signal, d(n), which is received at the far-end. Mathematically 23 
d(n) is generated by the linear convolution of x(n), with the impulse response of the echo 24 
path(s), h(n), which is expressed as, 25 

             
Figure 1.1: Schematic illustration of Acoustic Echo. The acoustic paths typically include a direct path between 
loudspeaker and microphone, and numerous indirect paths that arise due to reflections off the boundaries of the 
enclosure, and which result in numerous scaled and delayed copies of the far-end signal being returned to the far-
end. 



 6 

 
    

€ 

d(n) = h(i)x(n - i)
i = 0

Lh−1

∑ , (1.1) 

where i denotes sample index, and Lh is the truncated length of the echo path(s) impulse 1 
response (necessary for a Finite Impulse Response (FIR) digital realization), with Lh being 2 
chosen such that h has sufficiently decayed to zero. The discrete linear convolution in (1.1) 3 
can also be expressed in vector format as d(n) = hTx(n), where x(n) = [x(n), x(n – 1)… x(n – 4 
Lh + 1)]T, n ≥ Lh, and h = [h(0), h(1)…, h(Lh - 1)]T, and the superscript T represents the matrix 5 
transpose operation. This model ignores non-linear effects that may be introduced by certain 6 
components of the hands-free communication chain; we will visit this issue briefly in chapter 7 
2.  8 

Apart from the echo signal d(n), the far-end user will also receive the desired near-end 9 
users speech signal, v(n), typically reverberated (to be discussed in section 1.1.2), and a noise 10 
source, w(n), which represents all extraneous noise sources, including any background 11 
acoustical noise generated in the near-end enclosure. The far-end users receive signal, y(n), or 12 
the near-end microphone signal (if network echo is ignored), can be expressed as,  13 

 y(n) = d(n) + v(n) +w(n). (1.2) 

The ultimate aim of single channel echo mitigation, both network and acoustic, is to present 14 
the near-end users speech signal, v(n), to the far-end user without echo i.e. d(n) = 0, with or 15 
without w(n); noise reduction is generally considered a separate problem, which is the 16 
purview of speech enhancement, a review of which is available in [10]. 17 

While both the network echo and acoustic echo share the same model, the network 18 
echo impulse response and the acoustic impulse response, also known as a Room Impulse 19 
Response (RIR), differ considerably in their complexity. After emanating from the 20 
loudspeaker, the far-end signal, x(n), excites the near-end enclosure for a relatively long 21 
period of time owing to the relatively slow speed of sound. This results in numerous impulses 22 
of decaying amplitude over a relatively long period of time, giving RIRs their characteristic 23 
exponentially decaying profile; an example RIR is displayed in chapter 6, Figure 6.2. 24 
Consequently, the acoustic echo impulse response is typically longer and contains a higher 25 
density of impulses than the network echo impulse response, which is typically sparse, 26 
comprised of one or more well-spaced impulses. Moreover, while the network echo path is 27 
typically stationary during a conversation, though differs for different paths through the 28 
PTSN, the acoustic echo paths often change during a conversation due to the movement of 29 
people, objects, of the loudspeaker or microphone in the near-end enclosure during the 30 
conversation, which often leads to sudden and drastic changes in the RIR. Acoustic echo is 31 
also often accompanied by higher levels of background noise due to the typically weaker and 32 
more reverberant near-end speaker signal received at the microphone. These issues serve to 33 
make the acoustic echo problem a more difficult problem to address than the network echo 34 
problem. 35 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1.1.2 The Near-end Speaker Reverberation Problem 1 
Hands-free telephony also gives rise to another problem that is mostly irrelevant during 2 
conventional hand-held telephony, namely, reverberation of the near-end users speech. 3 
Similar to the composition of the acoustic echo signal d(n), during both hands-free and hand- 4 
held telephony the near-end speakers speech signal, v(n), is comprised of a direct path 5 
component, the speech signal of the near-end user after propagating the direct acoustic path 6 
between the users lips and the microphone, and numerous indirect acoustic path components 7 
or echoes, arising from indirect acoustic paths between the users lips and the microphone due 8 
to reflections in the near-end enclosure. For hands-free telephony, the relatively large 9 
displacement between the near-end users lips and the telephone microphone, as illustrated in 10 
Figure 1.2, means that the direct acoustic path is longer than during hand-held telephony, and 11 
therefore, the corresponding signal is weaker; for this discussion the indirect paths may be 12 
considered to be the same in both cases. The relative strength of the direct path signal during 13 
hand-held usage is such that the indirect components or echoes typically negligibly 14 
reverberate the resulting near-end users speech signal, v(n); whereas, during hands-free 15 
telephony the weaker direct path signal can be significantly reverberated by these echoes, so 16 
much so that the intelligibility of v(n) at the far-end can be significantly impaired [2]; to be 17 
discussed further below. 18 

To model this undesired reverberation, linearity is assumed (similar to the network and 19 
acoustic echo problems) such that the effect of a room is characterized by the Room Impulse 20 
Response (RIR) sequence from the users lips to the near-end microphone, which also 21 
incorporates the effect of direct path attenuation and delay. It follows that the process of 22 
creating the near-end users speech signal, v(n), is represented by the discrete linear 23 
convolution of the speech signal emanating from the users lips, u(n), and the RIR measured 24 
between the users lips and microphone, g(n), (assumed stationary for simplicity for the 25 
present), given by, 26 

            
Figure 1.2: Schematic illustration of Reverberation. 
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v(n) = g(i)u(n - i)
i = 0

Lg−1

∑ , (1.3) 

where Lg is the truncated length of g(n). As for (1.1), (1.3) can be expressed in vector format 1 
as v(n) = gTu(n), where u(n) = [u(n), u(n – 1)… u(n – Lg + 1)]T, n ≥ Lg, g = [g(0), g(1)… g(Lg - 2 
1)]T. The complete hands-free problem, incorporating echo, (1.1), reverberation, (1.3), and 3 
noise can now be expressed as, 4 

 
    

€ 

y(n) = d (n)+ v(n)+w(n) = h(i)x(n - i)
i = 0

Lh−1

∑ + g( j)u(n - j)
j = 0

Lg−1

∑ +w(n) , (1.4) 

where j denotes an index variable, or in vector format as, 5 

 y(n) = hTx(n) + gTu(n) + w(n). (1.5) 

This model is also displayed in block diagram form in Figure 1.3. It is apparent that the ideal 6 
objective for hands-free audio processing is for the far-end user to receive only u(n). 7 

As described for network echo, the reason reverberation is perceived as a single 8 
auditory event rather than as a succession of distinct echoes is because the delay between 9 
successive echoes is such that these echoes are integrated by the human auditory system, 10 
resulting in a single but prolonged auditory event. The effects of reverberation on the original 11 
speech signal, u(n), are often judged with reference to the RIR measured between the speech 12 
source and the microphone. RIRs are often characterized as being comprised of early 13 
reflections, which are individually resolvable as impulses in the early part of the RIR, and late 14 
reflections that are irresolvable in the tail of the RIR owing to their density of arrival at the 15 
microphone. Early reflections impart coloration on the speech spectrum, and late echoes 16 
smear the spectral content of speech imparting it with a distinctive echoic sound. By smearing 17 
the frequency content of a speech signal, the late echoes cause the spectral content of 18 
successive speech phones or phonemes to overlap, resulting in what is known as overlap 19 
masking [11, 12], which severely reduces the intelligibility of the overlapped phones or 20 
phonemes, and thus, that of the overall speech signal. By this way, late echoes are considered 21 
to impart the greatest adverse effect on speech [8], while early echoes, in contrast, are often 22 
beneficial as they can reinforce the direct path signal thereby increasing the signal to noise 23 
ratio of the original speech [8].  24 

                        
Figure 1.3: Block diagram of handsfree telephony. 
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Although no standard measure of reverberation has emerged [2], an oft-cited parameter 1 
of a room is its reverberation time, T60, which is measured as the time required for the energy 2 
in a room to decay by 60 dB, with higher values for T60 indicating that the room produces 3 
more reverberated speech signals. Reverberation time varies depending on the physical 4 
characteristics of a room, with the degree of attenuation or delay of a particular echo 5 
depending on the characteristics of its acoustic path; its length relative to the direct path, and 6 
the frequency dependent absorption characteristics of its reflecting boundaries. For example, 7 
in a standard office sized room T60 can be expected to vary between 0.1-1 s [2], which implies 8 
thousands of taps for a FIR realization of an associated RIR at standard sampling rates. 9 
Another measure of reverberation is the ratio of the energy of the direct path signal to the 10 
accumulated energy of the echoes, or reverberant energy, known as the Direct to Reverberant 11 
energy Ratio (DRR) [2], which is usually computed from the RIR as is typical for 12 
reverberation measures. DRR, per the description of near-end speaker reverberation above, is 13 
typically high for conventional hand-held usage of telephones, while hands-free gives rise to 14 
lower values of this measure, implying more highly reverberated speech signals.  15 

1.2 Outline of thesis 16 
This thesis is composed of six subsequent chapters, the subjects and structure of which are 17 
outlined here.  18 

In chapter 2, we review existing techniques for acoustic echo mitigation including 19 
relevant network echo mitigation techniques. This chapter, like each chapter of this thesis, 20 
begins with an introduction in which the subject matter of the chapter is broadly set out; in 21 
chapter 2, this involves discussing some early acoustic and network echo mitigation 22 
techniques and introducing AEC. AEC is then the primary focus of the remainder of chapter 23 
2, in which we first describe the various classes of adaptive algorithms that have been 24 
deployed for AEC, and which are central to its performance, and then comprehensively 25 
review step-size control and DTD algorithms, which are also central to AEC performance. 26 
Throughout chapter 2, the issues of the Acoustic Echo problem, such as DT and echo path 27 
variations, i.e. room changes, and those of DTD, are elucidated to motivate the contributions 28 
in chapters 4 and 5. Chapter 2 ends with a discussion concerning existing acoustic echo 29 
mitigation approaches with a view to motivating an alternative perspective of this problem, 30 
one that is offered by chapter 4. 31 

In chapter 3, we review existing approaches to model-based MSSS, and we describe 32 
NMF. The purpose of this chapter is to survey the model-based MSSS and NMF literatures, 33 
and to describe and motivate the techniques that will be subsequently employed in chapters 4, 34 
5 and 6. After the chapter introduction, we describe NMF, which includes a description of the 35 
various cost functions and optimization techniques that have been deployed to compute NMF, 36 
with a particular focus on those that been employed for model-based MSSS. The remainder of 37 
the chapter then focuses on the model-based MSSS paradigm, in which information 38 
concerning the sources in a mixture is known, and where separation is performed using either 39 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probabilistic inferential or matrix factorization techniques. At the end of the chapter, we 1 
motivate the application of NMF to the AE problem by demonstrating the utility of NMF for 2 
modeling the spectrogram of reverberant speech.  3 

In chapter 4, the first contribution chapter of this thesis, we present Nonnegative 4 
Matrix Factorization Near-end Speaker Extraction (NMF-NSE), which addresses the acoustic 5 
echo problem based on some of the techniques outlined in chapter 3. NMF-NSE is described 6 
and formulated in detail and is then evaluated experimentally. The evaluation is comprised of 7 
two parts: a parameter study, which elucidates the influence of the various parameters of 8 
NMF-NSE; and a comparative study with a existing AEC-DTD approach, in which the 9 
performance of NMF-NSE is positioned with respect to AEC-DTD, and the room change 10 
robustness of NMF-NSE is demonstrated. 11 

In chapter 5, we present a Double-Talk Detection (DTD) algorithm based on NMF- 12 
NSE, which is called NMF-DTD. The new detector is formulated and is then evaluated by 13 
comparing its classification performance to that of conventional DTD in a standard DTD 14 
detector evaluation framework, both stable near-end enclosures and enclosures that vary are 15 
employed. The benefits of NMF-DTD for conventional AEC are also demonstrated via the 16 
relative performance of its paired acoustic echo canceller. 17 

In chapter 6, we present two new single channel RIR inversion techniques for 18 
dereverberation applications. This final contributory chapter is more self-contained than the 19 
two previous contributory chapters in that we begin with a review of existing approaches to 20 
single channel RIR inversion, mainly from the perspective of audio equalization, and then we 21 
elucidate open problems, particularly in relation to phase distortion and processing delay. 22 
Subsequently, we describe in detail how audible artifacts related to phase distortion arise 23 
during RIR inversion, and explore some of the properties of this distortion. We then propose 24 
two separate inversion approaches that mitigate phase distortion that are tailored for 25 
dereverberation. Continuing the central theme of this thesis, the first approach applies NMF in 26 
a supervised MSSS framework to the inverted speech signal directly; whereas, the second 27 
approach modifies the RIR prior to inversion to mitigate phase distortion. 28 

In chapter 7, we discuss the contributions of the thesis and offer directions for future 29 
work. Chapter 8 contains the references of the thesis. 30 

 31 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2 ACOUSTIC ECHO MITIGATION 1 

In this chapter we describe and review acoustic echo mitigation, including relevant network 2 
echo mitigation algorithms. Section 2.1 establishes the required background for the review, 3 
which includes; briefly describing echo suppression; presenting the standard linear 4 
formulation underlying Network/Acoustic Echo Cancellation; and introducing the major 5 
themes associated with this approach, namely, adaptive filter type and step-size control, 6 
especially Doubletalk. In sections 2.2 and 2.3 the topics, adaptive filtering for AEC, and step- 7 
size control, are respectively addressed in greater detail. In these sections existing approaches 8 
are surveyed. After describing alternative acoustic echo mitigation techniques in section 2.4, 9 
the chapter ends in section 2.5 with a discussion concerning the conflicting requirements of 10 
AEC, that is, robustness to Doubletalk and fast convergence after room changes, which 11 
motivates the contributions in chapters 4 and 5.  12 

2.1 Introduction and Background 13 
The echo suppressor is an early device for network echo mitigation [3, 5, 13, 14]. Echo 14 
suppressors basically attenuate, or block completely, the near-end microphone signal, y(n), if 15 
it is deemed to contain only echo, i.e. if y(n)  = d(n) (assuming w(n) = 0), thereby preventing 16 
echo from reaching the far-end user; an identical device is placed symmetrically for the near- 17 
end user. To implement such an approach, a detection algorithm is required to discriminate 18 
between three states; d(n) > 0, v(n) = 0; d(n) = 0, v(n) > 0; and d(n) > 0, v(n) > 0; with 19 
suppression only applied for the first state such that the near-end users speech v(n) is not 20 
explicitly suppressed; consequently for the state d(n) > 0, v(n) > 0; v(n) is received with echo. 21 
Apart from the obvious drawback of unattenuated echo during the state d(n) > 0, v(n) > 0 22 
(double-talk), the state detector is liable to generate errors, due to noise for example, which 23 
may subsequently lead to suppression, i.e. clipping, of v(n) [5]. A further drawback of echo 24 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suppressors is that the delay inherent in long distance telecommunications changes normal 1 
conversation patterns making detection error even more likely [5], and which can effectively 2 
result in half duplex discipline being enforced on users [5]. 3 

Another early approach to the network echo problem, which has since become the pre- 4 
dominant approach to both the network and acoustic echo problems, and is, accordingly, the 5 
main topic of this chapter, is Echo Cancellation (EC) [13], or Acoustic Echo Cancellation 6 
(AEC) as it is referred to in the Acoustic Echo case [3-5]. Echo cancellers, in both the 7 
network and acoustic contexts, seek to estimate the echo signal, d(n), so that the estimate may 8 
be subtracted from y(n) in an attempt to cancel d(n), thereby mitigating the echo disturbance 9 
for the far-end user. EC/AEC overcomes the problems of echo suppression by seeking to 10 
remove d(n) only, thereby avoiding suppression of v(n), and thus enabling better quality full- 11 
duplex telecommunication. With reference to Figure 2.1, echo cancellers are essentially an 12 
application of system identification, where the far-end speech signal x(n) is considered the 13 
input/reference signal that is passed to both the system to be identified, denoted by h, and to 14 
the estimate of this system,   

€ 

ˆ h , which generates an estimate of the echo signal,     

€ 

ˆ d (n) , given by,  15 

 
    

€ 

ˆ d (n)= ˆ h (i)x(n-i)
i = 0

Lh−1

∑ , (2.1) 

or in vector format by, 16 

       

€ 

ˆ d (n) = ˆ h Tx(n) , (2.2) 

where it is assumed that h and       

€ 

ˆ h  = [ ˆ h (0), ˆ h (1)...,  ˆ h (Lh- 1)]T  have identical FIR structures. The 17 
echo estimate is then subtracted from y(n) to yield the error signal, e(n),  18 

 e(n) = y(n) -    

€ 

ˆ d (n)  = d(n) -       

€ 

ˆ h Tx(n)  + v(n) + w(n). (2.3) 

Assuming no post-processing, the output from the echo/acoustic canceller, e(n), can be 19 
considered the signal received by the far-end user; e(n) is also employed to guide the identifi- 20 
cation of h, which will be discussed momentarily. If h has been identified or is known, i.e. 21 
    

€ 

ˆ h  = h , then [d(n) - hTx(n)] = 0 i.e. cancellation of the echo is achieved, and therefore, e(n) 22 
contains only the desired near-end users speech signal and the noise signal i.e. e(n) = v(n) + 23 
w(n). However, if h is only partly identified,   

€ 

ˆ h  ≠ h , then the residual [d(n) - hTx(n)] 24 

 
Figure 2.1: Block diagram of AEC. 
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represents echo that is sent to the far-end user along with the v(n) and w(n) signals, i.e. e(n) = 1 
[d(n) - hTx(n)] + v(n) + w(n). It is apparent therefore that the level of echo received by the far- 2 
end user, or equivalently, the efficacy of an (acoustic) echo canceller, depends on how close 3 
  

€ 

ˆ h  is to h. 4 
As described in chapter 1, h may vary significantly over the course of a conversation 5 

due to changes in the near-end enclosure, or between calls in the network echo context. 6 
Therefore, to identify h (acoustic) echo cancellers conventionally employ an adaptive 7 
algorithm to update the coefficients of   

€ 

ˆ h . Adaptive algorithms work by periodically 8 
minimizing some function of the error signal e(n) that represents the closeness of   

€ 

ˆ h  and   

€ 

h; 9 
collectively, the adaptive algorithm and the associated time-varying filter   

€ 

ˆ h  are often referred 10 
to as an adaptive filter. The field of adaptive system identification is well established, as is its 11 
application to the acoustic/network echo problem, and the associated literature contains a 12 
wealth of algorithms for obtaining the optimal   

€ 

ˆ h  in an adaptive fashion for AEC/EC. Of the 13 
many desirable attributes of an adaptive algorithm for this application, some of the most 14 
important are; fast convergence upon initialization, to minimize echo at the start of 15 
conversations; good tracking performance, to minimize the echo ensuing a change to h; a low 16 
level of residual echo at steady state; robustness to noise and v(n), i.e. doubletalk; a small 17 
hardware resource requirement, i.e. low computational and memory requirements; low delay; 18 
and numerical robustness. We devote section 2.2 to describing the main approaches to 19 
adaptive filtering for AEC, and to discussing their various properties with reference to the 20 
above attributes. Section 2.2 is an exposition of the major themes of adaptive filtering relating 21 
to AEC, rather than an exhaustive review of the wider topic of adaptive system identification, 22 
and its outline broadly follows that of previous reviews of adaptive filtering for AEC/EC that 23 
are available in [1, 3-5, 15].  24 

The broad range of attributes desired of an adaptive filter for AEC, and various 25 
operational conditions of the network and acoustic echo problems, require that the adaptation 26 
rate or step size of the adaptive filter be controlled in some way in order to achieve 27 
satisfactory performance. This topic is the focus of Section 2.3. The most problematic such 28 
condition is Double-Talk (DT), that is, contemporaneous echo and near-end speaker activity 29 

 
Figure 2.2: Block diagram of a generic AEC based Acoustic Echo Mitigation system. 
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in the near-end enclosure, v(n) ≠ 0 and d(n) ≠ 0; as mentioned above, echo suppressors are 1 
ineffectual for this situation. DT occurs approximately 20 % of the time over the course of a 2 
normal conversation [16], a common example being when the near-end speaker politely 3 
interrupts the far-end speaker. During (DT), the near-end signal v(n) acts as a strong 4 
interference source that can perturb adaptive algorithms and can consequently cause the 5 
coefficients of   

€ 

ˆ h  to diverge, often rapidly, from optimality. A common and effective strategy 6 
to prevent such divergence is to fix   

€ 

ˆ h  at the onset of DT, until DT ceases [3, 5]. Such a 7 
strategy necessitates a mechanism for DT Detection, for which it is desirable to correctly 8 
classify DT for a minimum of miss-classifications. DT detection is reviewed as part of the 9 
more general topic of step-size control in Section 2.3. 10 

The many attributes required of AEC algorithms has also prompted alternative 11 
methods of system identification, which will be discussed in Section 2.4. Section 2.4 will also 12 
describe Residual Echo Suppressors (RES), which are tasked with suppressing the echo that is 13 
not canceled by the AEC. The relationships between the various components of a generic 14 
acoustic echo mitigation system are illustrated in Figure 2.2, in which AEC is considered to 15 
be an adaptive filter allied with a step-size control technique, the output of which is passed to 16 
the RES before being sent to the far-end user.  17 

2.2 Adaptive System Identification for Acoustic Echo Cancellation 18 
In this section we describe the main families of adaptive algorithms that have been deployed 19 
for EC/AEC, and we describe the various customizations to these algorithms that have been 20 
engineered for the EC/AEC application. Unless stated otherwise, it is assumed in this section 21 
that the near-end speaker is silent, v(n) = 0, i.e. no DT, such that y(n) = d(n) + w(n).  22 

2.2.1 Stochastic Gradient Descent  23 
A commonly employed error criteria for adaptive filtering in the (acoustic) echo cancellation 24 
context is the Mean Squared Error (MSE), denoted by       

€ 

JMSE( ˆ h ) , and which is defined as,  25 

       

€ 

JMSE( ˆ h ) = E{e(n)2} = E{[y(n) - ˆ h Tx(n)]2} , (2.4) 

where E{·} denotes the expected value, and where we assume, for the present, that h is time- 26 
invariant. This cost function is minimized by setting the derivative of (2.4) with respect to the 27 
coefficients of   

€ 

ˆ h  to zero and then solving for   

€ 

ˆ h , which yields the following, 28 

 
    

€ 

Rxx
ˆ h  = ryx , (2.5) 

where the autocorrelation matrix of x(n), Rxx, of dimensions Lh×Lh, is defined as, 29 

       

€ 

Rxx = E{x(n)x(n)T} , (2.6) 
and the length Lh cross correlation vector, ryx, is defined as, 30 

       

€ 

ryx  = E{y(n)x(n)}. (2.7) 

Assuming that the inverse of Rxx exists,  31 

 
  

€ 

h* = Rxx
−1ryx . (2.8) 
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The Lh×1 vector h* is known as the Wiener optimal solution. 1 
The Wiener optimal solution can also be obtained in a more adaptive fashion using the 2 

method of Gradient Descent (GD). The GD method begins by initializing the coefficients of 3 
  

€ 

ˆ h  with an arbitrary set of values; typically,       

€ 

ˆ h (nNG) =  0, nNG = 0 , where nNG is the GD 4 

iteration index. Then       

€ 

ˆ h (nNG)  is updated iteratively, in the direction of steepest descent at each 5 

iteration, until it converges to h*. The direction of steepest ascent, at a point       

€ 

ˆ h (nNG) , is the 6 
direction of the gradient of the cost function (2.4) at that point, which is defined as, 7 

 
      

€ 

∇J (ˆ h (nNG)) = 2[Rxx
ˆ h (nNG) - ryx] = 2E{x(nNG)e(nNG)} . (2.9) 

At each nGD, the coefficients of       

€ 

ˆ h (nNG)  are updated in the direction of steepest descent as, 8 

       

€ 

ˆ h (nGD+ 1)  = ˆ h (nGD) - µ∇J( ˆ h (nGD)) , (2.10) 

where µ is the step size parameter, and controls how far in the direction of the negative of the 9 
gradient the coefficients of   

€ 

ˆ h  are updated at each nGD. By this way, the stepsize parameter µ 10 
controls if, and at what the rate,       

€ 

ˆ h (nNG)  converges to h*. Note that for notational convenience 11 
µ,   

€ 

ˆ h  and e(n) are used to denote stepsize, adaptive filter impulse response, and error signal, 12 
respectively, for each of the adaptive algorithms to be described in this chapter; the particular 13 
adaptive algorithm referred to should be clear from the context. 14 

The convergence of       

€ 

ˆ h (nNG)  to h* by the GD method may be analyzed by expressing 15 

successive updates of (2.10) recursively, and by incorporating the initial estimate,     

€ 

ˆ h (0) , and 16 
the desired estimate h* to give, 17 

       

€ 

ˆ h (nGD) =  h* + [I − 2µRxx]
nGD[ ˆ h (0) − h* ] . (2.11) 

It is apparent from this expression that       

€ 

ˆ h (nGD) − h*  tends to 0 as the term       

€ 

[I − 2µRxx]  tends to 18 
0. By diagonalizing Rxx, this may be expressed as,  19 

 
    

€ 

lim
nGD→ ∞

 [1 − 2µϑ xx, i]
nGD= 0 ,   for i = 1, …, Lh, (2.12) 

where ϑxx,i is the ith eigenvalue of Rxx. GD is therefore guaranteed to converge       

€ 

ˆ h (nNG)  to h* if,  20 

 

€ 

0 < µ < 1/ϑmax , (2.13) 

where ϑmax is the largest eigenvalue of Rxx. It follows from (2.12) that the rate at which 21 

      

€ 

ˆ h (nNG)  converges to h* by GD is directly proportional to the spread of the eigenvalues of Rxx, 22 
which is quantified by the condition number of Rxx, given by the ratio of ϑmax to ϑmin. For an 23 
ill-conditioned Rxx, i.e. ϑmax/ϑmin>>1, µ must be set very small to ensure that all the 24 
eigenmodes in (2.12) converge, which results in modes with large eigenvalues converging 25 
slowly. The convergence rate of the GD algorithm therefore is fastest when ϑmax/ϑmin= 1, 26 
which implies Rxx = ILh×Lh, with white noise being an example of a signal with such 27 
autocorrelation characteristics. Unfortunately, speech signals exhibit high autocorrelation, and 28 
therefore, in contrast to white noise, the Rxx of speech signals typically differ considerably 29 
from the identity matrix [15], and thus, speech signals are relatively poor excitation signals for 30 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GD. This analysis serves to demonstrate that the convergence of GD algorithms, and 1 
stochastic GD algorithms (to follow), is relatively slow for speech excitation [3, 5, 15]. 2 

To apply GD in practice, the expectation operation in (2.9) must be approximated; 3 
moreover, considering now the inherent time-variation of   

€ 

h,   

€ 

ˆ h  must be updated periodically; 4 
for example, a batch estimate of the gradient in (2.9) for each n can be attained by computing 5 
E{x(n)e(n)} as the arithmetic mean over a number of previous samples. Of particular interest 6 
is the minimal estimate of the gradient, that is, using only the current input vector x(n) and 7 
current error signal sample, e(n), to compute the gradient for each sample index n, which 8 
leads to the following update rule,  9 

       

€ 

ˆ h (n+1) = ˆ h (n) + 2µx(n)e(n) . (2.14) 

This update rule modifies       

€ 

ˆ h (n), dependency on n added, at each sample index using the 10 
instantaneous estimate of the gradient of       

€ 

JMSE( ˆ h (n)) , which is known as the stochastic 11 
approximation of the gradient, and (2.14) is the update rule for the well-known Least Mean 12 
Squares (LMS) adaptive algorithm, which is an example of a stochastic gradient descent 13 
algorithm [17].  14 

The LMS updates converge       

€ 

ˆ h (n) to h* in the mean, that is, the expectation of the 15 
squared difference of       

€ 

ˆ h (n) and h* converges to zero as the number of iterations tends to 16 
infinity [17]. Assuming a stable configuration of LMS, upon achieving a steady state value for 17 

      

€ 

JMSE( ˆ h (n)) ,       

€ 

ˆ h (n) wanders randomly in a region around h* known as the minimal capture 18 

zone, in which the expected mean squared difference between       

€ 

ˆ h (n) and h* is known as the 19 
misadjustment [17], i.e.       

€ 

E{[ ˆ h (n)  - h*]2} . As Rxx is unlikely to be known when using LMS, 20 
the stepwise bounds to ensure convergence are usually given as [3, 5],  21 

 

€ 

0 < µ < 1
Lhσ x

2 , (2.15) 

where 

€ 

σ x
2 is the variance of x(n). The denominator term in (2.15) is equivalent to the sum of 22 

the eigenvalues of Rxx, which is always greater than ϑmax, since Rxx is a positive definite 23 
matrix and thus all its eigenvalues are positive. The stepsize bound in (2.15) therefore, is a 24 
conservative estimate of the range of stable step sizes that can be employed for LMS. Within 25 
this range, the misadjustment of       

€ 

ˆ h (n) is directly proportional to µ, with large values of µ 26 
resulting in larger random deviations about the optimum, and therefore, a larger minimal 27 
capture zone and larger misadjustment; small values of µ have the opposite effect. 28 

The normalized LMS (NLMS) algorithm is a variant of the LMS algorithm that 29 
normalizes the instantaneous gradient estimate to remove the dependency on the scaling of 30 
x(n), and its update rule is given by, 31 

 
      

€ 

ˆ h (n+1)  = ˆ h (n) + 2µ e(n)x(n)
x(n)x(n)T  + δ

, (2.16) 

where δ is typically a small positive regularization parameter. Applying the standard 32 
convergence analysis to this algorithm results in the stability bound, 0 < µ < 2. From this 33 
bound it can be seen that, unlike LMS, the convergence rate of NLMS is independent of the 34 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gain of the input signal; however, the convergence rate of NLMS is still dependent on the 1 
excitation properties of x(n). Within this step-size bound, the choice of µ is a trade-off 2 
between misadjustment and convergence rate, with µ being directly proportional to both. 3 
NLMS is a popular adaptive algorithm for AEC. This stems from its simplicity, robustness 4 
with finite precision arithmetic, and low cost, with its computational load being on the order 5 
of the length of       

€ 

ˆ h (n), i.e. Lh; or in big O notation, O(Lh) computations per sample. However, 6 
because the convergence rate of NLMS is relatively slow in the EC/AEC application, due to 7 
the speech excitation signal, it produces rather modest echo cancellation upon initialization 8 
and after enclosure changes [3, 5, 15].  9 

The many desirable attributes of NLMS have meant that numerous auxiliary schemes 10 
have been devised to improve its convergence rate and tracking performance for the EC/AEC 11 
application [18, 19]. One effective and relatively straightforward approach, is to artificially 12 
enhance the excitation properties of the far-end speech signal, x(n), before supplying it 13 
to      

€ 

ˆ h (n), such that faster convergence and better tracking performance is attained [18-22]. To 14 
this end, error predictive filters, both adaptive and fixed, have been employed to decorrelate 15 
x(n) before it is passed to the adaptive algorithm such that the ensuing optimization problem is 16 
better conditioned. The resulting estimate of the echo signal is then passed to the inverse of 17 
the decorrelation filter before being subtracted from y(n) to produce e(n) [20, 22], or 18 
alternatively, this inverse is required to be learned by the adaptive filter [21]. 19 

If h is sparse, by sparse we mean a small number of non-zero coefficients, then another 20 
way to improve the convergence rate of NLMS is to assign each coefficient of       

€ 

ˆ h (n) a separate 21 
weighting that is proportional to the its magnitude. This is the idea behind Proportionate 22 
NLMS (PNLMS) [23], which has the following update rule, 23 

 
      

€ 

ˆ h (n+1)  = ˆ h (n) + 2µ e(n)Q(n)x(n)
x(n)TQ(n)x(n) + δ

, (2.17) 

where Q(n) is an Lh×Lh diagonal matrix that weighs the adjustment applied to each coefficient 24 
of       

€ 

ˆ h (n) at each update. The Lh diagonal elements of Q(n), denoted by qυ(n), 0 ≤ υ ≤ Lh-1, are 25 
updated as, 26 

 
        

€ 

ϖυ (n) = max ρ, max δp, ˆ h 0(n), … , ˆ h L-1(n)( ), ˆ h υ(n){ } , (2.18) 

 

€ 

qυ (n) = ϖυ (n)

ϖ i(n)
i=0

L−1

∑
, 

(2.19) 

where the parameter δp is a small positive value that ensures the diagonal elements of Q(n) are 27 
not initialized to zero, and ρ is another small positive value used to prevent stalling of the 28 
adaptation of coefficients that are have a magnitude much smaller than that of the largest 29 
coefficient. By assigning large weights to the dominant non-zero coefficients of a sparse       

€ 

ˆ h (n), 30 
as expressed in (2.17)(2.18)(2.19), the convergence rate of these coefficients is increased [24]. 31 

PNLMS has originally proposed for the network echo problem, which has an 32 
inherently sparse impulse response, and in that context, was shown to converge faster than 33 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NLMS [24]. However, PNLMS is less useful for AEC, because RIRs are generally dispersive; 1 
save for the start of the response, which is dominated by early reflections, which was 2 
specifically exploited in [25]. Indeed, the crude step size rule in (2.18)(2.19), which is tailored 3 
for sparse impulse responses, means PNLMS converges slower than NLMS for dispersive 4 
impulse responses [26]. This problem is ameliorated by PNLMS++ [27] which employs 5 
alternating NLMS and PNLMS updates. To extend the idea of proportionate stepwise more 6 
generally, the Improved PNLMS (IPNLMS) algorithm was proposed in [26]. IPNLMS allows 7 
the level of proportionality incorporated into Q(n) to vary between that of NLMS i.e. Q(n) = 8 
I, and PNLMS. In the acoustic echo context, IPNLMS can exploit the structure of the RIR, 9 
assuming an appropriate choice of proportionality, to attain a faster convergence rate over 10 
NLMS; this is similar to an earlier idea [28], where each coefficient of       

€ 

ˆ h (n) was assigned a 11 
static weight, with the weight profile imitating that of typical RIRs. It has also been proposed 12 
[25, 29] to more specifically employ impulse response sparseness for adaptive filtering, i.e. 13 
sparseness controlled NLMS (SC-NLMS), where Q(n) is dependent on the sparseness of h, as 14 
measured by the relationship between the L1 norm and L2 norm of       

€ 

ˆ h (n). More information on 15 
adaptive filtering for identifying sparse impulse responses may be found at [30]. 16 

Another approach to optimize the performance of NLMS is to employ a time-varying 17 
step size, µ(n), such that the conflicting attributes of fast convergence after changes to h and a 18 
low misadjustment are attained. In general, Variable Step-Size (VSS) adaptive algorithms 19 
adjust µ so that it becomes larger whenever fast convergence is desired, and smaller whenever 20 
a small misadjustment is desired. As these traits are desirable for adaptive filtering in general, 21 
numerous applicable techniques for varying µ(n) for NLMS, and for stochastic gradient 22 
descent algorithms in general, have been proposed [31-35], some of which are compared in 23 
[36]. VSS adaptive algorithms that are more specific to the AEC/EC application, i.e. attempt 24 
to also contend with the DT condition, have also been proposed [37-39]. As this approach is a 25 
form of step-size control, these algorithms will be described in section 2.3.  26 

The utility of the regularization parameter δ (in (2.16)) to improve NLMS performance 27 
has also been explored [17]. This parameter, which is often nominally described as preventing 28 
division by zero, can also be used to improve or control the performance of NLMS in a 29 
manner similar to the step-size parameter, i.e. for NLMS, µ = 0 corresponds to δ = ∞. This 30 
role for the regularization parameter is explored in [17], where it is compared to the step-size 31 
parameter. Regularization of NLMS and related algorithms, such as PNLMS, is examined in 32 
[40], in which an optimal time-varying expression for the regularization parameter was 33 
developed. This time-varying regularization parameter was demonstrated to allow for lower 34 
misadjustments and consistent convergence rates for varying levels of w(n) compared to 35 
conventional NLMS. The topic of regularization will be revisited in section 2.2.4, where it 36 
will be discussed in relation to the more general problem of inverting ill-conditioned matrices 37 
for adaptive filtering. 38 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2.2.2 Least Squares Adaptive filtering 1 
Least Squares (LS) is another approach to adaptive filtering [41]. The error criterion of Least 2 
Squares for the time index n may be expressed as  3 

 
    

€ 

JLS( ˆ h (n)) = e2(n − i)
i=0

M−1

∑ ,  (2.20) 

which can be interpreted as the arithmetic mean over the current and M-1 previous samples of 4 
e(n), where it is assumed that M > Lh. By substituting for e(n) in terms of   

€ 

ˆ h (n)  and x(n), this 5 
cost function can be expressed as, 6 

 
      

€ 

JLS( ˆ h (n)) = ˆ h (n)TX(n)X(n)T ˆ h (n) − 2ryx(n)T ˆ h (n) + y2(n − i)
i=0

M−1

∑ , (2.21) 

where X(n) = [x(n), x(n-1), …, x(n-M+1)], and where the Lh×1 vector ryx(n) is given by,  7 

 
      

€ 

ryx(n) = y(n − i)
i=0

M−1

∑ x(n − i) . (2.22) 

Setting the gradient of (2.21) to zero yields, 8 

 
      

€ 

ryx(n) = X(n)X(n)T ˆ h (n) . (2.23) 

The  

€ 

ˆ h (n) that minimizes this is computed by,  9 

 
      

€ 

ˆ h (n) = [X(n)X(n)T]−1ryx(n) . (2.24) 

If the Lh× Lh batch auto-correlation matrix X(n)X(n)T is ill-conditioned, (which is often the 10 
case in AEC given the excitation signal, as discussed in section 2.2.1), the matrix may be 11 
regularized to improve its conditioning, which is further discussed in section 2.2.4. In terms of 12 
computations, inverting X(n)X(n)T requires O(Lh

3) computations per update, which if 13 
performed per sample is a prohibitively high computational load for AEC. Note that, 14 
assuming x(n) and w(n) are Gaussian random processes, the LS solution in (2.24) and the 15 
Wiener optimum solution in (2.8) are related, whereby as M tends to infinity, the LS solution 16 
approaches h*, asymptotically [3]. Moreover, under the same assumptions, the LS solution 17 
can be interpreted as that which maximizes the likelihood of the output vector, [y(n), y(n-1), 18 
…, y(n-M+1)]T, given the input vectors in X(n).  19 

Recursive Least Squares (RLS) is a computationally efficient variant of the LS 20 
algorithm just described. The RLS cost function is defined as, 21 

 
    

€ 

JRLS( ˆ h (n)) = λie2(n − i)
i=0

∞

∑ , (2.25) 

where 

€ 

λ  is chosen in the range 0 <

€ 

λ< 1. The parameter 

€ 

λ , known as a forgetting factor, 22 
serves to weight present and past samples of the e(n) such that earlier error samples have less 23 
influence on the current update; as such, 

€ 

λ  is said to apply an exponential window to the data.  24 
The RLS cost function can be expressed in terms of   

€ 

ˆ h (n)  and x(n) as,  25 

 
    

€ 

JRLS( ˆ h (n)) = ˆ h (n)TRxx
λ (n) ˆ h (n) − 2ryx

λ (n)T ˆ h (n) + λiy2(n − i)
i=0

∞

∑ , (2.26) 

where the exponentially weighted auto-correlation Lh× Lh matrix,  

€ 

Rxx
λ (n) , is given as  26 

 
    

€ 

Rxx
λ (n) = λix(n − i)

i=0

∞

∑ x(n − i)T, (2.27) 
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and the exponentially weighted cross-correlation vector, Lh×1, vector   

€ 

ryx
λ (n)  is given by,  1 

 
  

€ 

ryx
λ (n) = λiy(n − i)

i=0

∞

∑ x(n − i) . (2.28) 

Setting the derivative of (2.26) to zero, the optimum   

€ 

ˆ h (n)  at sample n is the solution of, 2 

 
  

€ 

ˆ h (n) = Rxx
λ (n)−1ryx

λ (n) , (2.29) 

which, as for Least Squares, incurs a prohibitively high computational load. However, in this 3 
case, the terms   

€ 

Rxx
λ (n)−1  and   

€ 

ryx
λ (n)  can be estimated recursively at each sample as, 4 

 
    

€ 

ryx
λ (n) = λryx

λ (n−1) + y(n)x(n − i) , (2.30) 

 
    

€ 

Rxx
λ (n)−1 =  λ−1Rxx

λ (n−1)−1

                  −  λ−2Rxx
λ (n−1)−1x(n)[1+λ−1x(n)TRxx

λ (n−1)−1x(n)]-1x(n)TRxx
λ (n−1)−1

 (2.31) 

which is a computationally efficient way of estimating these terms.  5 
RLS may also be expressed in the form of an update rule as,  6 

       

€ 

ˆ h (n+1)  = ˆ h (n) + Rxx
λ (n)−1x(n)e(n) , (2.32) 

which is similar to the LMS update rule in (2.14) except that the term 2µ has been subsumed 7 
into   

€ 

Rxx
λ (n)−1 . Indeed, assuming x(n) is stationary, such that, 8 

 
  

€ 

Rxx
λ (n) = 1

1−λRxx , (2.33) 

the convergence of RLS may be contrasted with that of GD by substituting     

€ 

Rxx
λ (n)−1  for 2µ in 9 

(2.11), which gives the following expression for the convergence of RLS,  10 

       

€ 

ˆ h (n) =  h* + [I − (1 − λ)Rxx
-1Rxx]

n[ ˆ h (0) − h* ], (2.34) 

such that,  11 

       

€ 

ˆ h (n) =  h* + λn[ ˆ h (0) − h* ] . (2.35) 

From this analysis, it apparent that the convergence of RLS is independent of Rxx such that 12 
the convergence of the eigenmodes of (2.34) is independent of the conditioning of Rxx, and 13 
therefore converges at a rate of λn, which is a considerable improvement over GD-based 14 
adaptive algorithms. These convergence characteristics suggest that RLS can be used 15 
effectively with autocorrelated excitation signals such as speech. In terms of hardware 16 
resources, the RLS algorithm requires O(Lh

2) computations per iteration, making it more 17 
computationally efficient than LS but less efficient than NLMS algorithm. This computational 18 
load can be reduced to O(Lh) per iteration by using Fast RLS (FRLS) algorithms [42].  19 

A disadvantage of the RLS algorithm, particularly for EC/AEC applications, is that it 20 
is susceptible to numerical instability in finite precision arithmetic due to its inherent 21 
recursive nature; FRLS algorithms are even more susceptible to this instability [15, 42]. This 22 
implies that in practice 

€ 

λ  must be chosen carefully, and so to must the initial values for 23 

  

€ 

Rxx
λ (n)−1 ; indeed, in practice these parameters are periodically reset for certain FRLS 24 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implementations to ensure numeric stability [3, 5]. Another significant issue with RLS is 1 
tracking. After a change in h, the ensuing re-convergence period can be prolonged with RLS 2 
because the current updates continue to be influenced by past samples of e(n), which occurred 3 
before the change, and which serve to slow convergence to the new optimum [15]. 4 

2.2.3 Affine Projection Algorithm  5 
The NLMS algorithm computes the estimate of the gradient for each n using only the current 6 
input signal vector i.e. x(n). The Affine Projection Algorithm (APA) generalizes the NLMS 7 
algorithm by computing the current estimate of the gradient using M input vectors, where M 8 
can be less then Lh [43]. The update rule for the APA algorithm is [43], 9 

       

€ 

ˆ h (n) = ˆ h (n-1) + µX(n)[X(n)TX(n) + δI]−1e(n) , (2.36) 

where X(n) is defined as above except the constraint M > Lh is lifted, e(n) = [e(n), e(n- 10 
1),…e(n-M+1)]T, and the matrix δI, regularizes X(n)TX(n). Note that for M = 1 the NLMS 11 
update rule is obtained, and the stability stepsize bound for APA in general is the same as that 12 
of NLMS, i.e. 0 < µ < 2 [15].  13 

APA obtains its name from the interpretation of its update as a projection of       

€ 

ˆ h (n) onto 14 
an affine subspace, the dimensionality of which depends on the order of the APA algorithm 15 
i.e. M [43]. The convergence rate achievable by APA can be appreciated by expressing (2.36) 16 
in the following form [3],  17 

       

€ 

ˆ h (n) =  ˆ h (n-1) + [X(n)X(n)T  + δI]−1x(n)e(n) . (2.37) 

It can be seen that the APA update is similar to the RLS update in (2.32), except the inverse 18 
term of the APA update is a regularized, rank deficient version of the autocorrelation matrix 19 
of RLS, or more precisely the LS autocorrelation matrix. The convergence of APA therefore 20 
can be considered to range between that of NLMS for M = 1, and that of RLS as M 21 
approaches infinity, implemented using an exponentially weighted recursive update of the 22 
inverse. The computational load of APA varies accordingly, with O(MLh) computations 23 
required per update, with Fast APA (FAPA) [44] implementations reducing the computational 24 
load to approximately O(2Lh + 14M) [15]. 25 

In terms of AEC/EC, the APA algorithm can be tailored for speech excitation by 26 
varying M, which results in faster converge over NLMS [15, 44]. Furthermore, the tracking 27 
performance of APA is better than that of RLS as fewer previous input vectors are used to 28 
compute the gradient at each update. For fast APA algorithms however, which are 29 
implemented similarly to FRLS algorithms, numerical issues arise for M > 1 [44]. Moreover, 30 
the tracking performance of APA algorithms degrades if too many previous samples are 31 
employed when computing the update. Like for NLMS, Proportionate APA (PAPA) was 32 
proposed in [45] for sparse system identification. 33 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2.2.4 Regularization for AEC 1 
As described above, the autocorrelation matrix of x(n), Rxx, and similar matrices such as 2 
X(n)X(n)T, are typically ill-conditioned, or in some cases even singular, owing to the highly 3 
auto-correlated nature of speech signals; in the case of singular matrices the pseudo-inverse 4 
may be employed. Moreover, for RLS, an ill-conditioned   

€ 

Rxx
λ (n) term implies a greater 5 

variance on the estimated impulse response [46]. Regularization is a technique for improving 6 
the conditioning of such matrices.  7 

The most common form of regularization is known as Tikonov regularization [47] 8 
whereby a diagonal matrix, i.e. δI, is added to the matrix before it is inverted; this was 9 
explicitly included in equation (2.37) for APA. In [46], a more general, non-identical diagonal 10 
matrix regularization term was presented specifically for adaptive filtering for AEC. For this 11 
approach, the available input signal x(n) and a priori knowledge of the characteristics of the 12 
RIR were incorporated into selecting the diagonal entries of the regularization term such that 13 
it is optimized to improve the performance of the adaptive filter for AEC. The resulting 14 
regularization approach, applied to the RLS algorithm, was demonstrated to result in a faster 15 
convergence rate and a lower misadjustment than both Tikonov and Levenberg-Marquardt 16 
regularized RLS. Also in [46], by considering NLMS as an underdetermined recursive least 17 
squares algorithm, a link was established between NLMS, regularized by this term, and the 18 
proportionate style NLMS algorithms that where discussed in section 2.2.1.  19 

In [48] regularization for AEC is achieved by assuming that h is both sparse and non- 20 
negative. Incorporating these prior assumptions into the LS cost function, for which sparsity 21 
was introduced by way of a L1 constraint in the form of a penalty term on the non-negative 22 

      

€ 

ˆ h (n); it is shown that the resulting optimization problem requires a nonnegative quadratic 23 
programming problem to be solved, which the authors solve using multiplicative updates that 24 
where proposed in [49]. This system identification approach was evaluated on RIRs generated 25 
using the mirror image method [50], which produces non-negative impulse responses, and 26 
speech data. In the absence of noise, it was shown to have a comparable convergence rate and 27 
misadjustment to NLMS. For decreasing SNR, the proposed approach was demonstrated to 28 
have a faster convergence rate and a lower misadjustment than NLMS.  29 

2.2.5 Frequency Domain Adaptive filtering  30 
Stochastic Gradient descent can be performed in a block fashion, whereby   

€ 

ˆ h  is updated less 31 
frequently, once per block instead of once per sample, but still converges to h* [51]. This 32 
approach is known as Batch Stochastic Gradient Descent, and involves buffering N input 33 
vectors to form a block, computing an estimate of the gradient from this block, using this 34 
estimate to update the adaptive filter, to eventually produce an output vector of length N. 35 
Formally, the batch echo estimate is computed as, 36 

     

€ 

ˆ d (m) = ˆ h (m)TX(m), (2.38) 

where m is the block index, corresponding to blocks of length N, X(m) = [x(Nm), x(Nm-1), …, 37 
x(Nm-N+1)] and       

€ 

ˆ d (m) = [ ˆ d (Nm), ˆ d (Nm−1),…, ˆ d (Nm−N+1)]T ; these terms correspond to the 38 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same terms in sections 2.2.2 and 2.2.3 except for the substitution of the time index n with the 1 
block index m, where n = Nm. The block error vector, e(m), is computed as,  2 

       

€ 

e(m) = y(m) − d(m) , (2.39) 

where e(m) = [e(Nm), e(Nm-1),…e(Nm-N+1)]T. The update rule for the Block exact version of 3 
LMS (BLMS) is defined as [51],  4 

       

€ 

ˆ h (m +1) = ˆ h (m) + 2µX(m)e(m) , (2.40) 

The main significance of batch-based adaptive filtering is that both   

€ 

ˆ d (m) and the batch 5 
gradient are the result of a linear convolution, which can be computed efficiently using the 6 
Fast Fourier Transform (FFT). This serves as one of the main motivations for Frequency 7 
Domain Adaptive Filtering (FDAF) [51-53]. FDAF employs the FFT in conjunction with 8 
either the Overlap-Save or Over-Add method to perform the linear convolutions in (2.38) and 9 
(2.40) [51]. Another factor that motivates FDAF is that the FFT approximately orthogonalises 10 
a signal [51], such that the values produced at each frequency bin over time can be treated 11 
separately. FDAF algorithms exploit this by assigning each frequency bin of x(n) a separate 12 
time varying step size, which can be inversely proportional to the average energy at that 13 
frequency bin, thereby compensating for spectral non-uniformity; spectral non-uniformity 14 
being the frequency–domain manifest of auto-correlated signals. FDAF algorithms therefore 15 
offer fast convergence for low computational load, making them attractive for AEC [51].  16 

A drawback of FDAF however, and BLMS, is the buffering delay associated with 17 
batch processing. Early FDAF algorithms employed a block size that was the same length as 18 
the adaptive filter, i.e. N = Lh [51, 54], which is the optimal setting from a computational 19 
efficiency standpoint. For applications such as AEC however, where h is typically very long, 20 
such block sizes incur a prohibitively long buffering delay. This can be remedied simply by 21 
reducing N; however, such block sizes are not computationally optimal [51]. To address this 22 
problem in a computationally optimal fashion, a FDAF scheme for block sizes N < Lh was 23 
proposed in [55], in which the overlap-save paradigm was extended by partitioning both the 24 
input signal and the impulse response h into blocks; this will be described in detail shortly. 25 
This approach, which is known as the Multi-Delay adaptive Filter (MDF), performs FDAF 26 
efficiently using block sizes shorter than Lh; therefore, it retains the advantages of FDAF, 27 
while also enabling the block size, and therefore the delay, to be controlled independently of 28 
the length of the adaptive filter. These attributes mean that MDF is highly suited for AEC 29 
[56]. The Generalized Multi-Delay adaptive Filter with overlap (α) (GMDFα) generalizes the 30 
MDF filter by allowing for the blocks to overlap by more than 50% [57].  31 

We now seek to formally describe FDAF generally. To this end, we first describe how 32 
linear convolution is performed in a block-based manner using the overlap-save method by 33 
considering the convolution in (2.38). Then, we describe how the GMDFα algorithm, which 34 
is equivalent to MDF and conventional FDAF for certain configurations of its parameters, 35 
performs adaptation. The following description of GMDFα is adapted from that in [57]. 36 
Underlined symbols denote frequency domain variables in the following description. Note 37 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that in Chapters 4 and 5 of this thesis the GMDFα algorithm is employed as an experimental 1 
benchmark.  2 

To compute the convolution in (2.38) in a block fashion in the frequency domain, the 3 
adaptive filter impulse response,   

€ 

ˆ h , dependency on m removed for the present, is partitioned 4 
into K contiguous blocks (non-overlapping) of length N. 5 

 
        

€ 

ˆ h k  = [ ˆ h (kN), ˆ h (kN+1), … ˆ h (kN+N−1)],   0 ≤ k ≤ K−1 (2.41) 

where k is the block index and where it is assumed that Lh/KN = 1, i.e. K is a non-negative 6 
integer. Each block is then padded with N zeros, and the resultant vector is transformed into 7 
the frequency domain using the DFT to give the following frequency domain vector     

€ 

ˆ h k ,  8 

 

€ 

  
      

€ 

 ˆ h k   = W
ˆ h k
0N ×1

 

 
 

 

 
 , (2.42) 

where W is the 2N × 2N DFT matrix:  9 

 

€ 

  
      

€ 

 W = exp −i2πχν2N
 
 
  

 
  , 0 ≤ χ, ν ≤ 2N -1 . (2.43) 

This matrix representation for the DFT enables later operations to be expressed neatly using 10 
matrix algebra; in practice, the FFT algorithm is used to perform the DFT. The N zeros 11 
appended to the impulse response block   

€ 

ˆ h k before computing the DFT are necessary to 12 
perform linear convolution using the overlap-save method. The resulting K frequency domain 13 
filter vectors are stacked vertically to yield the K·2N vector  

€ 

ˆ h , 14 

 

        

€ 

 ˆ h   = 

ˆ h k
   
ˆ h k -1

 

 

 
 
 

 

 

 
 
 
. (2.44) 

Turning now to the input signal, we define X(m) as a 2N × 2N diagonal matrix, whose 15 
entries are equal to the DFT coefficients of a input vector of size 2N,  16 

 

        

€ 

 X(m)  = diag2N W

x(Qm - N )
x(Qm-N +1)
         
x(Qm+N -1)

 

 

 
 
 
 

 

 

 
 
 
 

 

 

 
 
 
 

 

 

 
 
 
 

 , (2.45) 

where diagN[·] is the diagonal matrix of size N operator. The nonnegative integer Q denotes 17 
the step-size of the input vector, and as such denotes the number of new input samples that are 18 
processed per block m. We also define a nonnegative integer α to denote the overlap factor, 19 
i.e. Q = N/α. Like for     

€ 

ˆ h k , it is necessary to take the DFT over 2N samples of x(n) instead of N 20 
so that linear convolution can be performed by the overlap–save method. Note that for α = 1, 21 
MDF is attained i.e. the overlap between successive input blocks is N; and for α = 1, K = 1 22 
regular FDAF is attained i.e. N = Lh, and   

€ 

ˆ h  is not partitioned into blocks.  23 
Having defined the relevant terms, the frequency domain estimate of the echo signal, 24 

      

€ 

ˆ d (m), is expressed as, 25 

 
        

€ 

ˆ d (m)  = X(m), … X(m-α(K-1))[ ]h(m) = ˜ X (m)h(m) . (2.46) 
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Taking the IFFT of       

€ 

ˆ d (m) i.e.      

€ 

 W-1ˆ d (m) , yields a 2N × 1 time domain vector of which the upper 1 
or earlier N samples correspond to circular convolution in which time aliasing has occurred, 2 
and the lower or more recent N samples correspond to the filtered output samples for the 3 
current block m. For α = 1, i.e. MDF, these lower N samples correspond to   

€ 

ˆ d (m), completing 4 
the convolution in (2.38). For α > 1 successive input blocks overlap by more that N samples; 5 
therefore, to form the output vector each output section, i.e. each batch of N linearly 6 
convolved samples, are joined to the preceding batch using Weighted Overlap and Add 7 
(WOLA), which is described in [57].  8 

We now proceed to describe the GMDFα update rule. Defining the frequency domain 9 
microphone signal vector y(m), of dimensions 2N × 1, as, 10 

 

€ 

  
      

€ 

 y(m)  = W
0N ×1

y(m)
 

  
 

  
, (2.47) 

    

€ 

ˆ h  is updated for each new block as, 11 

 
      

€ 

 ˆ h (m +1)  =   ˆ h (m) + µ
2N CT(m) ˜ X H(m)[y(m)-Sˆ d (m))], (2.48) 

where the superscript H denotes Hermitian transpose, and the dependence of     

€ 

ˆ h  on m has been 12 
restored. This expression may be construed as a generic FDAF update rule, and will be 13 
explained by analogy with the time domain BLMS update rule in (2.40). 14 

The (2N × 2N) sectioning matrix S, which is defined as, 15 

 
      

€ 

S  =  W
0N ×N    0N ×N  
0N ×N    IN

 

  
 

  
W-1, (2.49) 

is used to select the useful part of the estimated desired signal,       

€ 

ˆ d (m). S does this by 16 
transforming       

€ 

ˆ d (m) into the time domain, zeroing the upper N time aliased samples, and 17 
transforming the resultant vector back to the frequency domain. The resultant frequency 18 
domain vector is then subtracted from y(m) to give the GMDFα analogue of the error term of 19 
BLMS. The GMDFα error term is then multiplied by the input signal block matrix term, 20 

      

€ 

˜ X H(m), to compute the frequency domain estimate of the gradient of each block; analogous to 21 
the convolution in (2.38). 22 

The diagonal block Toeplitz matrix,       

€ 

T(m), of dimensions K·2N × K·2N, is known as 23 
the normalization matrix, and its purpose is to exploit the orthogonalising properties of the 24 
FFT for a faster convergence rate. This matrix applies a separate, block wise varying, weight 25 
to each frequency bin of the K frequency responses in       

€ 

˜ X H(m), such that spectral coloration, 26 
which is indicative of a correlated input signal, is mitigated. A relevant choice is to vary the 27 
weights according to the inverse of the signal power [57], which can be computed recursively,  28 

       

€ 

T(m) = λT(m) + (λ−1)[ ˜ X (m)H ˜ X (m)]-1, (2.50) 

where λ is a forgetting factor; many variations on this theme exist [58]. This implementation 29 
is often referred to as the self-orthogonalisation implementation.  30 

Before updating     

€ 

ˆ h  it is necessary to multiply the K gradient estimates by a constraint 31 
matrix   

€ 

C, of dimension K·2N × K·2N, which is defined as  32 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€ 

C = diagK W
1N    0N  
0N    0N

 

  
 

  
W-1, , W

1N    0N  
0N    0N

 

  
 

  
W-1 

  
 

  
. (2.51) 

Similar to S, the role of C is to apply data constraints to each block gradient estimate such that 1 
the N zeros that where appended to the block   

€ 

ˆ h k in (2.42) are reflected in the corresponding 2 
gradient estimate so that the structure in (2.42) is preserved for subsequent updates. As is 3 
evident, it does this by transforming each block gradient estimate into the time domain using 4 
the IFFT, zeroing the lower N samples of the time domain vectors, and transforming the 5 
resulting vectors back to the frequency domain using the FFT. After scaling by µ/2N the 6 
update is then ready to be applied to       

€ 

ˆ h (m) . Note that for, C = I the unconstrained version of 7 
GMDF is obtained, which is computationally more efficient than the constrained version 8 
described above, but the estimate of the desired response is no longer obtained by linear 9 
convolution [52]. GMDF without any data constraints, i.e. no zero-padding or overlap add, 10 
results in a relatively high misadjustment as the solution does not converge to the Weiner 11 
optimum [51]. This special case is related to system identification in the STFT domain, which 12 
may achieve a lower misadjustment by employing cross-band filters as will be discussed in 13 
section 2.2.7. 14 

The stepsize bound for GMDF is given as [57],  15 

 

€ 

0 < µ < 4
1+K . (2.52) 

It can be seen that the upper bound for µ decreases as the number of blocks K increases. By 16 
way of different assumptions, a less restrictive step-size bound was proposed in [59]. 17 

The main advantage of the GMDF algorithm over MDF is that it allows overlap greater 18 
than N between successive input blocks. This option allows the adaptive filter to be updated 19 
more often, which was demonstrated in [60], in the AEC context, to produce faster 20 
convergence and better tracking; albeit, for a somewhat higher misadjustment and N/Q extra 21 
computations per block [57]. This option has also engendered GMDFα for use in conjunction 22 
with noise reduction algorithms, which typically employ overlapping frames; for a review of 23 
combined AEC and noise reduction applications see [61, 62].  24 

Given its desirable attributes, FDAF has received a significant amount of attention in 25 
the AEC literature. In [5], a generalized derivation of adaptive filtering in the frequency 26 
domain was presented, which encompasses the RLS cost function. Also in [5], a link was 27 
established between the MDF algorithm and a frequency domain version of APA. In [38], the 28 
MDF algorithm was extended, by which the correlations between successive blocks were 29 
exploited to further improve the convergence rate. The resulting algorithm was shown to have 30 
faster convergence than MDF, albeit for an increased computational load [38].  31 

Data-reuse [63, 64] is another option for improving the convergence rate and tracking 32 
performance of adaptive filtering in general. Data-reuse implies that the adaptive filter is 33 
updated more than once per input sample (time-domain), or block of input data (frequency 34 
domain). For sample-by-sample based time-domain algorithms data-reuse adds significant 35 
computational complexity [65], precluding its use in this domain. It was similarly shown in 36 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[65] that data-reuse is a rather computationally intensive for FDAF; although, it was reported 1 
in [63] [64] to improve the convergence rate of MDF, for moderate increases over baseline 2 
implementations.  3 

2.2.6 Subband Adaptive filtering  4 
Another established adaptive filtering approach that can be employed for AEC is subband 5 
adaptive filtering [66]. For this form of adaptive filtering, the input signal x(n) and the near- 6 
end microphone signal y(n) are each passed to an identical subband filter, which is comprised 7 
of an analysis filterbank that serves to decompose a signal into a number of subband signals. 8 
Each pair of resulting input and output subband signals is then supplied to a separate subband 9 
adaptive filter, which is tasked with adaptively identifying that subband’s contribution to the 10 
overall impulse response. In general, the resulting subband error signals are combined using a 11 
synthesis filter bank to create the full band error signal, e(n). 12 

While the total number of subband and fullband adaptive filter coefficients is usually 13 
the same, subband adaptive filtering can be rendered computationally efficient by down- 14 
sampling each subband signal before performing adaptive filtering [51]. The resulting 15 
decimated signals contain fewer samples resulting in fewer computations compared to 16 
fullband adaptive filtering. Moreover, the subband signals are approximately decorrelated, 17 
similar to FDAF, such that the convergence rate can be optimized for each subband adaptive 18 
filter separately, with each subband signal typically having a more uniform distribution of 19 
spectral energy. As for FDAF, these two attributes have made subband adaptive filtering, 20 
which can be performed using an array of different adaptive algorithms, an attractive choice 21 
for AEC [5]. 22 

There are however some performance trade-offs associated with subband adaptive 23 
filtering, mostly related to the design of the analysis filterbank [66]. For example, the analysis 24 
filterbank typically impart the subband signals with a delay, the length of which is directly 25 
proportional to the order of its constituent bandpass filters. However, for optimum subband 26 
adaptive filtering, it is desirable to minimize the spectral overlap between the bandpass filters 27 
of the filterbank. Relatedly, it is desirable to have high stop band attenuation so that the 28 
decimation rate can be increased without introducing excessive spectral aliasing. Both of 29 
these attributes entail bandpass filters of higher orders and therefore a longer delay. It is 30 
apparent therefore that the performance of subband adaptive filtering is limited by the 31 
attributes of the filterbank. Further information on subband adaptive filtering can be found in 32 
[66]. 33 

2.2.7 STFT based adaptive filtering 34 
System identification can also be performed in the STFT domain. As mentioned in section 35 
2.2.5, this approach can be considered a special case of FDAF adaptive filter. However, it 36 
most often considered a special case of subband adaptive filtering, with the FFT/IFFT 37 
corresponding respectively to analysis/synthesis filterbanks, with each frequency bin 38 
coefficient with respect to time corresponding to a subband signal. The use of the FFT as a  39 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ALGORITHM DOMAIN DELAY COST 
FUNCTION RECURSIVE COMPLEXITY CONVERGENCE 

PROPERTIES 

LMS/NLMS Time Sample MSE No O(Lh) 
Dependent on 
Condition number of 
excitation signal 

RLS Time Sample  LS Yes O(Lh
2) 

Independent of 
Condition number of 
excitation signal 

APA Time Sample MSE No, 
(FAPA Yes) O(MLh) 

Adjustable, can be 
independent of 
Condition number of 
excitation signal 

FDAF Frequency 
Block 
length MSE No 

Less than 
NLMS. See 
section 4.2.2 

Ill-conditioning 
mitigated by spectral 
normalisation. 

Subband Subband 
Filterbank 
delay MSE 

Depends on 
adaptive filter 
algorithm, see 
[5]. 

Depends on 
adaptive filter 
algorithm, see 
[5]. 

Ill-conditioning 
mitigated in 
subbands 

STFT STFT 
STFT 
frame 
length. 

MSE 

Depends on 
adaptive filter 
algorithm, see 
[67, 68]. 

Depends on 
adaptive filter 
algorithm, see 
[67, 68]. 

Potential for STFT 
bin-specific 
stepsizes. 

       Table 2.1 : Summary table listing some important properties of the different Adaptive filtering paradigms.  1 
filter bank implies a large degree of spectral overlap between the subband signals [51]; 2 
therefore, to adequately identify a system in the STFT domain it is necessary to employ cross- 3 
band filters in each subband [69]. The performance of STFT system identification using cross- 4 
band filters adapted using the NLMS algorithm was analyzed for the task of AEC in [67, 68]. 5 
It was shown that in comparison to no cross-band filters, cross-band filters slow the 6 
convergence of NLMS but they enable a lower misadjustment to be achieved at steady state. It 7 
was also shown that in comparison with fullband NLMS, cross-band STFT-based NLMS has 8 
a lower computational load but has a higher misadjustment. Further information on STFT 9 
adaptive filtering using cross-band filters is available in [67]. 10 

2.3 AEC Control  11 
This section reviews step-size control schemes for optimizing AEC performance, including 12 
those schemes that were originally proposed for EC and which are relevant to AEC. As 13 
described in the introduction, of most importance are those schemes that mitigate divergence 14 
of the adaptive filter during DT, for which DT detection is the most prevalent. Generically 15 
speaking, DT detectors compute the value of a decision variable, denoted as ξ unless 16 
otherwise stated, for each adaptive filter update (sample/frame) and compare this value to a 17 
prescribed fixed threshold, denoted as T. This results in a binary control variable, which 18 
multiplies the step-size to control adaptation. By this way, the step-size can be considered as 19 
varying between two values, 0 and its prescribed value. A selection of AEC control 20 
techniques that produce a more variable step size will also be described in this section.  21 

2.3.1 The Geigel DTD Algorithm 22 
The Geigel DTD algorithm [70] performs a waveform level comparison between x(n) and 23 
y(n), given as, 24 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€ 

ξ (n) = max x(n), … ,x(n-Lh+1){ }
y(n) . (2.53) 

The comparison is performed over Lh samples of x(n), i.e. x(n), to compensate for the delay 1 
between y(n) and x(n). The detection variable ξ(n) is then compared to a user prescribed 2 
threshold, with DT indicated for the current sample if ξ(n) < T. Because of noise, indications 3 
of DT are typically held for a hold time of between 20-30 ms.  4 

In the presence of DT, this approach relies on a relative increase in the magnitude of 5 
y(n) relative to the maximum magnitude of x(n) over the last Lh samples. This works well for 6 
network echo cancellation, where the echo level is typically 6 dB below that of x(n) such that 7 
the difference between y(n) = d(n), and y(n) = d(n) + v(n), can be discerned by T = 2. For AEC 8 
however, such a salient level difference relationship does not exist, with RIRs producing d(n) 9 
signals with various level relationships to x(n). As such, the Geigel algorithm’s utility is 10 
typically limited to the network echo application.  11 

2.3.2 Similarity based DTD 12 
The similarity between various signals of the AEC problem in both the time and frequency 13 
domain has been used to detect DT. In [71], a DTD algorithm was proposed that recursively 14 
computes a sample estimate of the envelope of x(n), and y(n), and then performs an energy 15 
based comparison. DT is declared if the envelope of y(n) exceeds that of x(n) by a certain 16 
amount. A time-varying threshold, T(n), was also proposed, which is dependent on the ratio of 17 
the envelope of     

€ 

ˆ d (n)  to that of y(n). This algorithm was shown to exhibit equivalent 18 
performance to the Normalized Cross Correlation (NCC) DTD algorithm (to be described in 19 
section 2.3.4) in terms of classification of DT, but generated more false classifications of DT. 20 
The proposed approach was also shown to be more computationally efficient than NCC DTD.  21 

In [60] a DTD was presented that periodically measures the distance between the 22 
spectra of y(n) and x(n). The signal spectra were attained from two auto-regressive models, 23 
one fitted separately to each of these speech signals; the squared distance between these two 24 
models was then compared to a fixed threshold to decide on DT. Similarly in [37], the cepstral 25 
distance between the x(n) and y(n) signals over short time windows was proposed as a DT 26 
decision variable. This approach was found to be accurate classifier of DT and somewhat 27 
robust to echo path changes. In [72] various techniques were investigated that incorporate 28 
pitch estimators to solve the DT problem. It was found that pitch information, extracted from 29 
y(n) can improve the discrimination of DT. 30 

Another comparison based DTD that exploits psychoacoustic principles was proposed 31 
in [73]. This DTD inserts spectral gaps into the spectrum of x(n) before it is emitted by the 32 
loudspeaker. The spectral gaps are chosen to exploit the masking properties of the human 33 
auditory system such that the corresponding distortion is inaudible to the near-end user. DT 34 
detection is then performed by monitoring the energy levels in the same frequency bands of 35 
the near-end microphone signal y(n), whereby if the band energy exceeds a threshold DT is 36 
indicated. This technique is shown to achieve consistent performance for most conditions, but 37 
choosing the threshold is problematic as the spectral gaps in y(n) will typically contain 38 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smeared spectral energy resulting from reverberation in the absence of DT. A similar DTD, 1 
based on watermarking, is proposed in [74].  2 

2.3.3 Cross-Correlation Step-Size control 3 
The cross-correlation between various AEC signals has been proposed as a means of 4 
controlling the adaptation rate of AEC. In [75], a cross-correlation detection value between 5 
e(n) and x(n) samples was proposed to control the step-size of stochastic gradient descent 6 
algorithms. The decision variable of the algorithm is defined as, 7 

 

        

€ 

cxe
(1)(n) = E{x(n)e(n)}

E{x2(n)}E{e2(n)}
,

          = cxe, 0
(1) , cxe, 1

(1) , … cxe, Lh−1
(1)[ ]

T,
 (2.54) 

where   

€ 

cxe, 0
(1)  is the cross-correlation coefficient between x(n-0) and y(n); as for the Geigel 8 

algorithm, the cross-correlation vector is computed over the length of x(n) to ensure coverage 9 
over Lh previous samples. A suitable norm, such as the infinity norm, is then applied to the 10 
resulting vector   

€ 

cxe
(1)(n)  to produce a scalar decision variable, for example 11 

 
  

€ 

ξxe(n) = cxe
(1)(n)

∞
. (2.55) 

The decision variable ξxe(n) is then compared to a preset threshold; if ξex(n) ≥ T, further 12 
adaptation of the AEC is permitted, and if ξex(n) < T adaptation of the AEC is halted. This 13 
decision logic is based the assumption that the signals v(n) and x(n) are uncorrelated, such that 14 
if   

€ 

ˆ h  has converged or if there is DT, there will be little correlation between e(n) and x(n); 15 
conversely if   

€ 

ˆ h  was not converged then the correlation will be high. This approach therefore 16 
indicates when further adaptation is warranted, and does not explicitly detect DT.  17 

The cross-correlation between x(n) and y(n) was also proposed as a means of 18 
controlling the adaptation of an AEC [76], defined as, 19 

 
  

€ 

ξxy(n) =  E{x(n)y(n)}
E{x2(n)}E{y2(n)} ∞

. (2.56) 

Unlike ξxy(n), this decision variable explicitly indicates DT to control adaptation, with a 20 
relatively low cross-correlation between x(n) and y(n), i.e. ξxy(n) < T, indicating v(n) > 0 and 21 
therefore adaptation is suspended, and high cross-correlation, i.e. ξxy(n) ≥ T indicating v(n) = 0 22 
and therefore adaptation continues.  23 

Both of these cross-correlation based step-size controllers provide significantly better 24 
DT detection for AEC then energy based DTDs such as the Geigel DTD in section 2.3.1, with 25 
ξxy(n) being considered more robust and reliable than ξxe(n) [3]. However, a criticism of these 26 
decision variables is that they are poorly normalized [77], that is, for different circumstances 27 
they will produce different ranges of correlation values. This in turn means that the task of 28 
setting a value for T that is applicable in all contexts is difficult, with a T optimized for AEC 29 
in a certain room may be inadequate for another. This issue motivates the normalized decision 30 
variables that are described in the following section. 31 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ALGORITHM  DECISION VARIABLE 
DESCRIPTION COMMENTS 

Energy-based DTD Maximum value of 
Waveform-level Comparison  

Suited to Network Echo, Level 
comparisons unreliable for 
Acoustic Echo 

Cross-Correlation based DTD  Maximum value of Cross-
correlation function 

Range of maximum correlation 
values may vary, may not 
explicitly detect DT.  

Normalised Cross-Correlation 
based DTD 

Normalised Cross- 
correlation value, Coherence, 
Normalised inner product. 

NCC value constrained to be less 
than or equal to one, with less 
than one idicative of DT, 
explicitly detects DT. 

Table 2.2 : Summary table comparing key properties of Energy based, Cross-correlation based, and Normalised 1 
Cross-correlation based DTD algorithms. 2 

Note that the statistical quantities introduced in this section, and to be introduced in the 3 
next, typically involve expectation(s) that have to be approximated in practice, and the 4 
underlying speech signals are non-stationary such that the estimates must be computed 5 
periodically. Two common methods for estimating these quantities in a time varying fashion 6 
are running window estimation and recursive estimation. For example, a running window 7 
estimate of the quantity, E{x(n)e(n)}, may be computed as, 8 

 
      

€ 

rex(n) = e(n−i)
i=0

I−1

∑ x(n−i), (2.57) 

where I is the length of the window employed. The parameter I controls the trade-off between 9 
the response time of the estimate, and the reliability of the estimate, with I being inversely 10 
proportional to response time and directly proportional to smoothing.  11 

A recursive estimate may be computed as,  12 

       

€ 

rex(n) = λrex(n − 1) + (1−λ)x(n)e(n) , (2.58) 

where 0 < λ < 1 is a forgetting factor. Similar to I, λ strongly influences the estimate, and it is 13 
inversely proportional to time response and directly proportional to smoothing/reliability. In 14 
the context of step-size control, a fast response time is desirable to mitigate divergence of the 15 
adaptive filter at the onset of DT, but a sufficiently accurate estimate is also desirable to 16 
mitigate false positive indications of DT that slow adaptation.  17 

2.3.4 Normalized Cross-Correlation DTD  18 
The normalized cross-correlation algorithm DTD (NCC) [77] explicitly detects DT, and has a 19 
suitably normalized decision variable, in the sense that for v(n) = 0, ξ(n) = 1 and for v(n) > 0, 20 
ξ(n) < 1. The NCC decision variable is explained through the following derivation, taken from 21 
[77], where the relevant sources are assumed stationary. 22 

Suppose that v(n) = 0 therefore,  23 

 
    

€ 

σ y
2 = E{y2(n)} = hTRxxh . (2.59) 

Since y(n) = hTx(n), and     

€ 

rxy = Rxxh , (2.59) can be re-written as,  24 

 
    

€ 

σ y
2 = rxy

TRxx
-1rxy . (2.60) 

In general, for v(n) ≠ 0, (2.56) becomes,  25 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€ 

σ y
2 = rxy

TRxx
-1rxy + σ v

2 . (2.61) 

Dividing (2.60) by (2.61) and taking the square root, the following normalized cross- 1 
correlation detection variable is obtained,   2 

 
    

€ 

ξ  = rxy
T σ y

2Rxx( )−1r
xy

. (2.62) 

By substituting (2.59) and (2.61) into (2.62), the detection variable may be expressed as  3 

 
    

€ 

ξ  = hTRxxh
hTRxxh + σ v

2
.  (2.63) 

It can be deduced form (2.63) that for v(n) = 0, ξ = 1 and for v(n) > 0, ξ < 1, demonstrating  4 
that the NCC decision variable is properly normalized. Note that, theoretically, this decision 5 
variable is also immune to echo path changes.  6 

The definition of the NCC detection value in (2.62) requires the inverse of Rxx, which 7 
is a computationally intensive operation, and Rxx is ill conditioned, making this version of the 8 
NCC decision variable impractical. A fast version of the NCC decision variable in (2.62) was 9 
implemented in conjunction with the FRLS algorithm in [78]. However, NCC is most 10 
commonly implemented by noticing that (2.62)(2.63) can be simplified by assuming that 11 

€ 

h ≈ ˆ h , and by incorporating the expression     

€ 

Rxx
-1rxy= h , to give a computationally efficient 12 

variant of the NCC decision variable [79], 13 

 

€ 

ξNCC  =
rxy
T h
σ y

 ≈ 
rxy
T ˆ h 
σ y

.  (2.64) 

The NCC-DTD algorithm, incorporating this decision variable, is a popular DTD algorithm. 14 
In general, the NCC-DTD has been shown to provide superior DT detection performance 15 
relative to cross-correlation techniques, such as those described in section 2.3.3; the properties 16 
of these algorthms are contrasted in Table 2.1. The NLMS-NCC pairing is used as an 17 
experimental comparison in Chapter 4. 18 

While the detection value in (2.64) is computationally much less intensive than that of 19 
(2.62)(2.63) and the fast NCC in [78], the accuracy of this approximation will depend on the 20 
misadjustment of   

€ 

ˆ h . In general, the misadjustment will be large upon initialization, and 21 
during and after room changes, during which time NCC-DTD will consequently produce 22 
inaccurate detection values, which can lead to false positive indications of DT [80]. False 23 
positives in turn lead to pauses in adaptation precisely when it should be taking place. A 24 
particularly deleterious consequence of this sensitivity is that should adaptation be paused due 25 
to a change in h being mislabeled as DT, the DTD may consequently mislabel DT in 26 
subsequent frames, indefinitely [37]. This scenario can severely reduce the convergence rate, 27 
and can lead to a self-perpetuating loop, effectively freezing the AEC system [37], which has 28 
been referred to as deadlock in the literature [81, 82].  29 

To control the trade-off between missed and false DT detection; those induced either 30 
by noise, room changes or estimation error; and to reduce the risk of deadlock, a threshold is 31 
prescribed for NCC with adaptation suspended if ξ(n) < T, where 0 < T ≤ 1 is the allowed 32 
range of the threshold, with T typically being close to 1. Similar to the influence the step size 33 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has on the convergence rate of an adaptive filter, T influences the sensitivity of NCC-DTD 1 
(and DTD algorithms generally), with the choice of T being a trade-off between higher 2 
sensitivity to DT (T closer to 1), entailing less missed detection of DT but more false 3 
detections, and lower sensitivity (T further away from 1), entailing more missed detections of 4 
DT and less false detections. This in turn implies that, analogous to the step-size for the 5 
adaptive filter, T influences the convergence rate of the adaptive filter, with greater sensitivity 6 
to DT entailing slower convergence due to false positives, while lower sensitivity filter 7 
implying greater instances of divergence of the adaptive due to DT.  8 

The robustness of NCC-DTD to noise was improved by the introduction of a noise 9 
offset term into the NCC decision variable definition [83]. This noise offset was computed 10 
recursively from y(n) during detected pauses in both echo or near-end speaker speech. The 11 
robustness of NCC to noise was further improved in [83] by a variable DT threshold, T(n), 12 
that is dependent on an estimate of the echo to noise ratio. In [84], the NCC decision variable 13 
was analyzed in a statistical context for the purposes of calibration and performance 14 
evaluation. Based on this analysis a signal dependent variable decision threshold, T(n), was 15 
introduced, which, compared to a fixed DT threshold, was closer to a theoretically defined 16 
maximum detection of DT probability for the same probability of false detection of DT. 17 

A normalized DTD based on the cross-correlation between y(n) and e(n) was proposed 18 
in [85]; named Microphone signal, Error signal, Cross-Correlation (MECC). The MECC 19 
decision variable is, 20 

 
    

€ 

ξ (n) = 1 − 
rey(n)
σ y

2(n)
.  (2.65) 

where rey(n) and 

€ 

σ y
2(n) are estimated recursively. The similarities between this decision 21 

variable and that of NCC in (2.63) are apparent by expressing (2.65) equivalently as, 22 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ξ  = 
ˆ h TRxxh

ˆ h TRxxh + σ v
2 ,  (2.66) 

where the time dependency has been removed. It is apparent that the MECC value differs only 23 
in the square root and substitution of   

€ 

ˆ h  for   

€ 

h, which, given that   

€ 

ˆ h  is routinely used as an 24 
approximation for   

€ 

h for NCC, implies that the decision variables of these DTDs are very 25 
similar, a fact also borne out by the results of a comparative study, also presented in [85]. In 26 
terms of computation load, since e(n) and y(n) are time aligned only the zeroth lag cross- 27 
correlation value is computed; in contrast, for NCC-DTD Lh lags are required to account for 28 
the length of x(n), thus MECC-DTD is computational more efficient. However, both room 29 
changes and DT induce large increases in the magnitude of the error signal e(n); therefore, 30 
similar to NCC, the substitution of   

€ 

ˆ h  for   

€ 

h renders MECC sensitive to room changes, with 31 
concomitant slower tracking performance of its paired AEC. 32 

In [86], a DTD was presented with a normalized decision variable that can be 33 
interpreted as a measure of the angle between y(n) and     

€ 

ˆ d (n), which is defined as, 34 

 
      

€ 

ξ (n) = 
ˆ d T(n)y(n) 
ˆ d (n)

2
y(n) 2

.  (2.67) 
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This decision variable is then compared to a threshold to decide on DT. This approach was 1 
demonstrated to be an effective DTD; although the behavior of this detection value was not 2 
analyzed for room changes, for which we contend the increase in the magnitude of e(n) after a 3 
room change will impact negatively on its performance. The decision variable and decision 4 
logic of this algorithm were analyzed in [87] and were improved, resulting in a reduced 5 
decision lag. 6 

In [88] a DTD detection variable was introduced based on the estimated squared 7 
coherence between x(n) and y(n), whereby the coherence is equal to 1 for v(n) = 0 and less 8 
than 1 when v(n) > 0, i.e. a normalized decision variable. The squared coherence, S(k), is 9 
defined as, 10 

 
  

€ 

S(k) = 
Sxy(k )

2

Sxx(k )S yy(k )
,   (2.68) 

where Sxy(k) is the DFT based cross-power density spectrum, Sxx(k) and Syy(k) are the power 11 
spectral densities of x(n) and y(n) respectively, for the kth frequency index. The DT detection 12 
value was formed by taking the average over a number of frequency bins, which were chosen 13 
for their propensity to have higher signal to noise ratios [88]. A connection between the 14 
coherence DTD and the NCC-DTD was demonstrated in [77]. 15 

The coherence function is particularly useful for batch based AEC control, including 16 
FDAF [89], for which step-size control/DT detection is also necessary (and subband 17 
techniques). Moreover, adaptive algorithms with fast convergence typically diverge fast at the 18 
onset of DT, making DTD for such algorithms particularly important [38]. In [90], a 19 
Frequency domain version of the NCC-DTD algorithm was presented. This variant of NCC 20 
was then generalized for MDF in [56]. Based on the notation introduced in section 2.2.5, the 21 
MDF-DTD decision variable is given by 22 

 
      

€ 

ξ(m) = 
E{ ˜ X H(m)y(m)}H ˆ h (m)

σ y
2 .  (2.69) 

This frequency domain decision variable is essentially analogous to that in (2.64). Through 23 
experiments it was demonstrated that the benefits of NCC translate into the frequency 24 
domain; though, so to the sensitivity to echo path changes, which, as described, elicit false 25 
positive indications of DT. The frequency domain version of MECC was presented in [91], 26 
with similar performance to the time-domain version. Note that MDF-DTD is used as an 27 
experimental comparison in Chapters 4 and 5 of this thesis.  28 

Assuming a time-invariant and linear loudspeaker transfer function, it was shown in 29 
[92], that knowledge of the loudspeaker impulse response can be used to reduce the 30 
computational load of practical AEC-DTD algorithms by reducing the number of adaptive 31 
filter coefficients i.e. obviating the estimation of the coefficients attributable to the 32 
loudspeaker. This approach was demonstrated for the AEC-DTD pairing of NLMS and NCC 33 
DTD. 34 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2.3.5 Two Path Model  1 
The two-path model is another AEC adaptation control approach, which can be used as an 2 
alternative to DTD. The original two-path model approach [93] was proposed for network 3 
echo cancellation, and employed two identical filters to model h; a foreground filter and a 4 
background filter, with the foreground filter echo estimate used to cancel the echo. The 5 
foreground filter is not adaptive per AEC/EC, and instead obtains it coefficients from the 6 
background filter, which is adapted per AEC/EC. The coefficients of the background are 7 
transferred over to the foreground filter only when they are deemed to be performing better 8 
than the foreground filter’s current coefficients [93]. By this way, during DT the foreground 9 
coefficients are fixed while the background coefficients diverge, such that echo cancellation 10 
performance is not interrupted. As no DTD is employed, the original two-path model 11 
approach overcomes the deadlock problem. However, echo path changes still affect the two- 12 
path model performance while the background filter is converging.  13 

The decision to transfer the background filter coefficients to the foreground filter was 14 
originally based on a number of conditions that were tailored to the network echo problem, 15 
such as energy-based comparisons similar to that used by the Geigel DTD algorithm, which 16 
are unsuitable for AEC. To remedy this, two-path model transfer logic structures tailored for 17 
AEC have been proposed [81, 82, 94]. Of particular interest, is the decision logic introduced 18 
in [95], which does not require the tuning of any threshold parameters.  19 

The main incarnation of the two-path model in AEC however, is as a means of 20 
preventing deadlock [78]. For this, both the background and foreground adaptive filter are 21 
adapted, and as before, only the adaptation of the foreground AEC is stalled when DT is 22 
detected by a DTD. However, to compute its decision variable, the DTD uses the estimate of 23 
the enclosure from the background filter. This ensures that the DTD never freezes foreground 24 
adaptation; although, since room changes affect both filters equally, the DTD may still 25 
generate false positives in response to room changes. Another benefit of this approach is that 26 
the characteristics of the background filter can be customized for the DT problem, i.e. the 27 
background filter can be endowed with a faster convergence rate such that it diverges faster 28 
than the foreground filter in the face of DT, enabling faster detection of DT, which in turn 29 
allows the foreground adaptive filter to be fixed before it diverges. Examples of AEC DTD 30 
pairings that have adopted this approach include those presented in [38, 56, 78, 90]. A 31 
downside to this approach is the extra computational load required to run an independent 32 
background adaptive filter. Note that this two-path model structure for AEC-DTD is 33 
employed in Chapter 5, wherein a novel DTD algorithm is proposed. 34 

2.3.6 Echo Path Change Detection 35 
Some schemes have been devised to differentiate between echo path change and DT, which, 36 
as described, are often confused by DTD detectors, and which demand the opposite response 37 
from the AEC in terms of adaptation. By contrasting the decisions from an echo path change 38 
detector with those of a DT detector, the sensitivity of DT detector can be increased without 39 
the increase in false positives following room changes.  40 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It was noted in [37] that echo path changes mainly effect the higher frequencies of 1 
e(n), with DT influencing lower and higher frequencies equally. This knowledge was used to 2 
devise an echo path change detector that computes the ratio of the short time power spectra of 3 
e(n) to that of y(n), separately for a higher and lower frequency band respectively; computes a 4 
decision variable by computing the ratio of the high frequency and low frequency values, 5 
summed over previous such values to remove noise; and then compares the resulting detection 6 
variable to a threshold to flag echo path change. This approach was demonstrated to detect 7 
echo path change reliably, i.e. without erroneously flagging DT, but after a small delay [37]. 8 

Also in [37], the two-path model was customized to perform echo path change 9 
detection for AEC. For this approach both the foreground and background filters are adapted 10 
per AEC, with DTD used to control only the foreground adaptation. However, the background 11 
filter is given less filter coefficients and its step size is dependent only on the input signal x(n), 12 
i.e. for NLMS µ = 1, such that it has a faster convergence rate than that of the foreground 13 
adaptive filter; though the foreground filter achieves a lower misadjustment. It follows then 14 
that after a room change the level of the error signal of the background filter will drop below 15 
that of the foreground adaptive filter for a period, which is used to indicate an echo path 16 
change. In comparison with the previously described approach, this echo path change detector 17 
flagged echo path changes with similar accuracy though with less delay. 18 

Echo path change was tackled by a two stage DTD proposed in [96]. The proposed 19 
algorithm first detects both DT and echo path change, and then, assuming that   

€ 

ˆ h  changes 20 
more rapidly for an echo path change than for DT, DT and echo change are distinguished by 21 
comparing the derivative of the gain of   

€ 

ˆ h  to a threshold. It was shown experimentally that this 22 
approach can accurately distinguish between DT and echo path change, and the 23 
accompanying DTD performance has a lower probability of missed detection of DT than 24 
NCC DTD. 25 

An echo path detector based on the smoothed short time squared coherence between 26 
e(n) and the echo estimate       

€ 

ˆ d (n)  was proposed in [97]. This technique uses the increase in the 27 
squared coherence between these two signals that follows a room change as a signifier of echo 28 
path change. In [98], and following a similar derivation to the MECC DTD, a normalized 29 
echo path change detector was proposed with a decision variable that may be expressed as: 30 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ξrc  = (ˆ h  - h)TRxx
ˆ h 

hTRxx
ˆ h  

,   (2.70) 

where ξrc denotes the room change decision variable. It can be seen that for   

€ 

ˆ h   = h  this 31 
variable is equal to 0 and for   

€ 

ˆ h   ≠ h  is greater than zero. This detector was combined with the 32 
MECC DTD, which was shown to provide comprehensive control of an AEC in terms of echo 33 
path and DT [99]. 34 

2.3.7 Combined AEC control 35 
It is evident that some AEC step-size control techniques require a number of decision 36 
variables to configure the AEC for the various operational conditions of the Acoustic Echo 37 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problem. It has been tacitly assumed thus far that the various detectors, such as DT and echo 1 
path change detectors produce binary control signals that can be combined with Boolean logic 2 
to control the stepsize, which entails the tedious task of manually tuning various detector 3 
thresholds. Accordingly, some work has been performed on systematically combining the 4 
control information fed to a specialized AEC control algorithm. A general framework was 5 
described in [15] for which information from various sources or detectors can be combined to 6 
classify the current operational condition, and to vary the step-size accordingly. For this 7 
approach, the various AE operational conditions are classified as states, such as DT and 8 
misadjustment. A representative set of feature vectors containing values of the various 9 
decision variables are then collected during each state. A Vector Quantization technique, or 10 
other similar techniques, can then be used to partition the feature space, with each state being 11 
assigned a suitable step-size. Based on this approach, in [100], a fuzzy rule-based control 12 
approach was proposed that uses information about the misadjustment of the adaptive filter 13 
and the decision variable from an echo path change detector, [37] described in section 2.3.6, 14 
to classify the current state of the system and to vary the step-size of the adaptive filter 15 
accordingly. This approach was shown to produce a considerable improvement in perform- 16 
ance for most states or operational conditions.  17 

In [101] an approach to DTD was presented that uses a real-time recurrent learning 18 
classifier to combine information from various independent speech detectors. For this 19 
approach, three speech detectors are employed; a far-end speech detector, to detect far-end 20 
speaker activity; a near-end speaker detector, to detect near-end activity, which can be from 21 
the near-end speaker or echo; and a third detector which is used to compare the far-end and 22 
near-end signals. In a frame wise manner, the various time-frequency features produced by 23 
each detector are fed to a single layer neural network with recurrent feedback, which outputs a 24 
value between 0 and 1 that is used as a decision variable for DT. This approach is shown to 25 
produce comparable performance to the NCC DTD for less computational load, and was 26 
stated to work independently of the RIR. 27 

2.3.8 Doubletalk Robust Adaptive Filtering 28 
As described at the end of section 2.3.3, a delay is required to estimate the statistical terms of 29 
the various detection variables that have been described in this section. This implies that at the 30 
onset of DT, a short interval typically ensues until the DT detector flags DT, during which 31 
time the adaptive filter may have diverged significantly. Moreover, DTD is prone to detection 32 
errors, such as failing to detect a short period of DT, which may also cause divergence of the 33 
adaptive filter. Under the interpretation of adaptive algorithms that minimize the mean 34 
squared error as being optimized for a noise signal, w(n), drawn from a Gaussian PDF, 35 
samples of v(n) manifest as large errors in the tails of this PDF that in turn, because the first 36 
derivative of the log-likelihood function of a Gaussian PDF is monotonically increasing, 37 
cause commensurately large gradients that diverge the adaptive filter coefficients rapidly. As 38 
described above, the rate of this divergence may be curtailed by setting a small step-size, or 39 
by decreasing the DTD threshold T, or both, at the expense of a reduction in convergence rate. 40 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Alternatively, researchers have proposed robust forms of many of the adaptive algorithms 1 
used for AEC [102]. Robustness here implies an ability to withstand a certain amount of DT 2 
without diverging; for example, during the period between the onset and detection of DT. To 3 
derive a robust adaptive algorithm, a cost function is employed that has the property that its 4 
gradient is bounded. This means that values, either negative or positive, of the error signal 5 
e(n) above a certain threshold induce a gradient that is bounded. This strategy therefore 6 
reduces divergences due to DT but also reduces the convergence rate after room changes; 7 
though, varying the level of robustness can mitigate this. 8 

To exemplify the robust adaptive filtering paradigm, the update rule for the robust 9 
form of the NLMS algorithm derived in [102], is given as, 10 

 
      

€ 

ˆ h (n+1)  = ˆ h (n) +   µx(n)
x(n)Tx(n) + δ

ψ
e(n)
s(n)
 
  

 
  
sign{e(n)}s(n) , (2.71) 

where s(n) is the adaptive scale factor. The function ψ(⋅) in (2.71) was chosen in [102] to be 11 
the following limiter function: 12 

 
  

€ 

ψ
e(n)
s(n)
 
  

 
  
 = min{ e(n)

s(n) , ζ}, (2.72) 

where ζ is a minimum offset. It is apparent from (2.72) that for s(n) = 1 and ζ = 0, the NLMS 13 
gradient is attained, while s(n) > 1 results in a scaled or robust form of the NLMS gradient. 14 
The factor s(n) therefore controls the level of robustness of this algorithm, and may be 15 
controlled in some way to maximize robustness to DT while allowing for a fast convergence 16 
rate in the absence of DT [102]. Robust adaptive algorithms such as this are typically 17 
accompanied by a DTD, and as for conventional AEC, adaptation is stalled by setting the µ = 18 
0. Robust versions of other adaptive algorithms have also been derived, such as FRLS in 19 
[103], extended MDF in [38], PAFA in [104], PNLMS in [105] and Variable Step Size NLMS 20 
(VSS NLMS) in [106]. 21 

Other DT robust acoustic echo mitigation approaches outside the preceding paradigm, 22 
include those presented in [107, 108], which additionally allow for adaptation during DT. For 23 
these approaches a pseudo-random noise sequence is added to x(n) such that both signals are 24 
radiated by the near-end loudspeaker. Cross-correlating the pseudo random sequence with the 25 
near-end microphone signal produces a time-varying estimate of h, which can be estimated 26 
both during DT and in the absence of DT, thereby obviating DTD. Based on the same 27 
principles, a DT detector that differentiates between echo path change and DT was proposed 28 
in [109].  29 

Inspired by similar techniques used for Acoustic Echo Feedback, a prediction-error- 30 
approach was applied to the AEC problem in [110], whereby both h and an auto-regressive 31 
model of v(n) + w(n) are identified jointly. For this purpose, two adaptive algorithms were 32 
derived, one based on a stochastic gradient descent update and another based on a Gauss- 33 
Newton update, both of which seek to optimize a prediction error based error criterion for the 34 
joint estimation of the coefficients of h and those of the AR model. The learned h is used to 35 
create an echo estimate for AEC. These approaches were demonstrated to be very robust to 36 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DT, without the a fall off in convergence rate after changes to the echo path, with the Gauss- 1 
Newton based adaptive approach performing worse then stochastic gradient descent after echo 2 
path changes. 3 

2.3.9 Variable step size 4 
The hard decision of DTD and the resulting two-state step size variable, which deals with the 5 
DT operational condition only, contrasts with the Variable Step Size (VSS) approach, which 6 
provides a varying stepwise that attempts to obtain the optimum adaptation rate for all AE 7 
operational conditions, i.e. echo path change, DT, and noise. AEC specific VSS approaches 8 
therefore, aim ultimately to mitigate the divergence of the coefficients of an adaptive filter in 9 
response to DT, and, as discussed in 2.2.1, to improve adaptive filter performance by 10 
satisfying the competing requirements of fast recovery after changes to h and a small 11 
misadjustment. Intuitively, this requires a zero or low stepsize during DT; and in the absence 12 
of DT, a step size in proportionate to the adaptive filter misadjustment, and the background 13 
noise level. 14 

Under the assumption that x(n), w(n) and v(n), are white, short-time stationary, 15 
mutually uncorrelated signals, the following optimum step-size, µ*(n), for NLMS, was 16 
proposed in [111], 17 

 
    

€ 

µ*(n) = E{(d(n) - ˆ d (n))2}
E{e2(n)}

. (2.73) 

This expression follows from the preceding discussion, with µ*(n) becoming small whenever 18 
E{e2(n)} becomes large due to DT or high background noise, and with µ*(n) tending towards 19 
zero as the numerator tends to zero. In practice, this VSS rule is problematic however, as 20 
speech signals do not satisfy the underlying assumptions of (2.73), and the numerator of 21 
(2.73) is not observable and must be estimated. Techniques for estimating the numerator and 22 
the associated issues are discussed in [37].  23 

Recently, another variable step size approach was proposed for the NLMS algorithm 24 
[112], which, as above, considers both the misadjustment and near-end speaker when varying 25 
the step size, but unlike above, no assumptions are made regarding the signals. It is argued in 26 
[112] that the optimal stepsize should be set such that,  27 

     

€ 

E{[y(n) - ˆ d (n)]2} = E{[v(n) + w(n)]2}, (2.74) 

which entails the following expression for µ*(n), 28 

 
    

€ 

µ∗ (n) = 1 − E{[v(n) + w(n)]2} 
E{e(n)2}

. (2.75) 

For v(n) = 0, it can be seen that for a large misadjustment, such as upon initiation or after a 29 
room change, µ*(n) approaches 1 enabling fast convergence, while µ*(n) tends to zero as the 30 
adaptive filter converges, enabling a lower misadjustment. Moreover, during DT 31 

    

€ 

E{(v(n) + w(n))2} = E{e(n)2} , and thus, µ*(n) = 0, assuming the adaptive filter has converged. 32 
Another benefit of this VSS rule is the absence of thresholds, which can be difficult to tune in 33 
practice; although, as for (2.73), the VSS rule requires the terms in (2.75) to be estimated. In 34 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[112], it is assumed v(n) = 0 and w(n) is stationary, such that     

€ 

E{[v(n) + w(n)]2}=E{w(n)2}  1 
which is estimated during pauses in speech, and the resulting adaptive algorithm, which is 2 
termed Non-Parametric Variable Step Size NLMS (NPVSS-NLMS), was demonstrated to 3 
provide a lower misadjustment for a similar convergence rate to conventional NLMS. 4 

In the presence of DT, the inherent non-stationarity of v(n), entails that 5 

    

€ 

E{[v(n) + w(n)]2} must be estimated periodically. To this end, a Near-End Signal Energy 6 
Estimator (NESEE) was proposed in [39] that accurately estimates     

€ 

E{[v(n) + w(n)]2} using,  7 

 

      

€ 

γ (n) = E{e(n)2} − 1 
E{x(n)2}

rex(n)Trex(n),

        = E{v(n)2} + E{w(n)2},

        = E{[v(n) + w(n)]2}, 
 (2.76) 

where γ(n) denotes the NESEE estimate, v(n) and w(n) are assumed uncorrelated, and all 8 
terms are observable and estimated recursively in practice. NPVSS-NLMS in conjunction 9 
with NESEE was demonstrated to be very robust to DT [39]; a similar novel algorithm, 10 
named NEW-NPVSS-NLMS, was also proposed in [39] and shown to have comparable 11 
performance to NPVSS-NLMS. However, both NEW-NPVSS-NLMS and NPVSS-NLMS 12 
exhibited a slower convergence rate, compared to fixed step size NLMS, after a change to h, 13 
which was ascribed to a trade-off between robustness to DT and convergence rate. These 14 
adaptive algorithms were not tested for a room change during DT.  15 

The preceding VSS paradigm and the proportionate step-size paradigm were melded 16 
for NLMS in [23]; and in [113], VSS for the APA algorithm was presented. VSS has also 17 
been investigated for MDF in [114], where an optimal step size for NLMS was derived and 18 
then applied to the MDF algorithm.  19 

2.4 Alternative Acoustic Echo Mitigation techniques and Residual 20 
Echo Suppression 21 
This section describes alternative adaptive system identification approaches to acoustic echo 22 
mitigation and Residual Echo Suppression (RES) algorithms.  23 

2.4.1 Blind Source Separation AEC  24 
Conventional AEC adaptive algorithms almost exclusively employ first and second order 25 
statistics of the available AEC signals, i.e. mean, variance, and correlation of x(n), y(n) and 26 
e(n), to identify h in an adaptive fashion; likewise for DT detectors with respect to DTD. In an 27 
bid to obviate DTD and its complications, and to perform adaptation during DT, techniques 28 
developed for Blind Source Separation (BSS) [115], for which higher order statistics are often 29 
employed, have been considered to adaptively identify h. BSS is applicable here because the 30 
AE problem can be viewed as a BSS problem, in which y(n) and x(n) are two mixtures, with 31 
y(n) containing the sources v(n) and a reverberated version of x(n); because of the availability 32 
of x(n) this has been referred to as Semi-Blind Source Separation (SBSS). The aim in this case 33 
therefore is the separate v(n) and d(n). Ignoring noise, the associated mixing model may be 34 
expressed as [116],  35 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The main benefit of this model of AEC is that v(n) is incorporated into the model from the 1 
start, and therefore, DTD is not required and adaptation can occur during DT. The demixing 2 
model for (2.77) is, 3 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, (2.78) 

where, as in the AEC case, e(n) represents the signal sent to the far-end user, and contains any 4 
residual echo, v(n) and noise. Like conventional adaptive filtering, it is apparent from the 5 
demixing model that   

€ 

ˆ h  must be estimated to achieve separation; this entails a convergence 6 
period upon initiation and after room changes similar to conventional adaptive filtering. Note 7 
that for this discussion, we ignore the scaling and permutation ambiguities inherent to BSS.  8 

System identification algorithms based on well-known BSS cost functions have been 9 
developed to estimate the demixing system in (2.78) to achieve AEC. In [116], a system 10 
identification approach based on Independent Component Analysis was presented, whereby a 11 
cost function measuring the mutual information between y(n) and x(n) was employed. A 12 
sample-by-sample based stochastic gradient descent algorithm was presented to minimize this 13 
cost function, where the required signal PDFs were estimated recursively using a Parzen 14 
window over previous samples of the signals. The performance of the resulting technique was 15 
shown to be the comparable to NLMS in terms of initial convergence, tracking and 16 
computational load, but the proposed algorithm worked well during DT.  17 

It was shown [117] that by inserting different noise suppressing, memory-less, non- 18 
linearity’s into the error fed back loop of a conventional AEC, different cost functions are 19 
attained, some of which reduce to cost functions based on higher order statistics [117], such as 20 
those used for ICA and BSS in general. This approach is also similar to Robust Adaptive 21 
filtering discussed in section 2.3.8 in that a non-linearity is used to compress e(n) to limit 22 
large increases in misadjustment. Several different non-linearity’s were investigated in [117] 23 
by placing them in the error feedback loop of NLMS, and separately, in the error feedback 24 
loop of a block based FDAF algorithm. It was shown the introducing non-linearity’s provides 25 
robustness to DT, with passable convergence and misadjustment performance. It was also 26 
shown that by allowing the FDAF with the non-linearity to update more often than once per 27 
frame (data-reuse), improved convergence and misadjustment performance are obtained 28 
relative to once per frame. This improvement was ascribed to the fact that iterative algorithms 29 
based on higher order statistics are more suited to processing batch data recursively in an 30 
offline fashion, rather than sample-by-sample data in an online fashion.  31 

In [118], the correlation functions of the AEC signals was exploited to perform AEC in 32 
the context of convolutive BSS, which was implemented efficiently in the frequency domain. 33 
In [119], an AEC approach based on BSS was presented that, using a gradient descent 34 
approach, minimizes the Kullback-Leibler divergence between the PDFs of x(n) and y(n), 35 
which are estimated periodically using a histogram method. It was reported that the proposed 36 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algorithm achieves good results on simulated data and promising results on real recorded data. 1 
More recently, the same author proposed a BSS system identification approach for both EC 2 
and AEC that exploits the non-stationary, or the distinct time domain correlation of the 3 
signals, to produce separation [120]. It was shown that the resulting approach was efficacious 4 
at learning h; although convergence is relatively slow as much speech data is required to 5 
obtain enough information to converge. In [121], the non-gaussianity of the near-end speakers 6 
speech signal is used to effect separation of the echo and the near-end speaker. More 7 
specifically, super Gaussian priors for the echo and near-end users speech signals are 8 
employed in a maximum likelihood framework to perform separation. The efficacy this 9 
approach was then demonstrated empirically. Semi-BSS techniques have also been researched 10 
for multichannel AEC applications [122].  11 

2.4.2 Non-Linear AEC  12 
In this thesis, we assume linearity of the various components in the hands-free 13 
telecommunications chain. While this is an acceptable and routinely invoked assumption, 14 
efforts have been undertaken to address a source of non-linearity for this problem, that is, the 15 
loudspeaker [123]. Consumer loudspeakers operating at the highest signal level are known to 16 
introduce a significant amount of harmonic distortion into the broadcast far-end users speech 17 
signal [123-125], which may in turn be propagated to the far-end user. To cancel these non- 18 
linear effects, which are typically perceived as echo by the far-end user, non-linear AEC 19 
algorithms have been proposed. A typical approach for non-linear AEC is to use a separate 20 
model for the harmonic distortion; Volterra filters are commonly employed for this purpose, 21 
in combination with a conventional linear AEC model. A suitably tailored adaptive algorithm 22 
is used to updates the coefficients of both models [124, 125]. In general, non-linear AEC 23 
based on Volterra filters has been shown to be an effective approach to mitigating the 24 
harmonic distortion induced by consumer loudspeakers [124, 125]. However, Volterra filters 25 
have a high computational cost, which is approximately O(L3) per sample, and have slow 26 
convergence [124, 125]. Non-linear AEC filtering has also been addressed using higher order 27 
statistics in [126]; Volterra filtering in the STFT domain in investigated in [127]; and the 28 
performance of Volterra filters in the frequency domain using the MDF algorithm was 29 
examined in [128]. 30 

A novel approach to non-linear AEC was described in [129]. For this approach, the 31 
signal acquired from an accelerometer mounted on the frame or magnet of the loudspeaker is 32 
fed with e(n) to the adaptive filter. This approach was demonstrated to induce a 15 dBs 33 
increase in echo reduction over conventional, linear, AEC. 34 

2.4.3 Acoustic Echo Suppression  35 
The goal of AEC is to cancel d(n) at the waveform level; in contrast, the algorithms in this 36 
section attempt to estimate the echo such that it can be suppressed via noise reduction/speech 37 
enhancement techniques. In [130], acoustic echo mitigation is performed in the magnitude 38 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STFT domain. This approach, known as Acoustic Echo Suppression (AES), considers the 1 
following model of the acoustic echo problem, 2 

     

€ 

Y( f, k)  = D( f, k)  + V( f, k)  + W( f, k) , (2.79) 

where Y( f, k) is the STFT of y(n), f denotes discrete frequency, k is the frame index, and | · | is 3 
the magnitude of a complex value; the STFT is defined in Chapter 3, in which the use of such 4 
approximate spectral models is also discussed. |V( f, k)| and |D( f, k)| represent the v(n) and 5 
d(n) components of the mixture in the magnitude STFT domain. The aim of AES is to 6 
estimate the echo component |D( f, k)| such that it may be suppressed.  7 

To estimate |D( f, k)|, D( f, k) is first estimated using adaptive system identification in 8 
the STFT domain. Regular FIR subband filters are employed instead of cross-band filters, and 9 
the RLS algorithm is used to adapt the filter coefficients. To mitigate the large misadjustment 10 
error, attributable to system identification in the STFT domain without cross-band filters, an 11 
estimate of the magnitude response of |D( f, k)|, denoted by     

€ 

ˆ D ( f, k) , is computed and is 12 
applied to |Y( f, k)| using the following spectral subtraction rule,  13 

 
    

€ 

ˆ E ( f, k)  = Y( f, k)α − β ˆ D ( f, k)α[ ]
1
α , (2.80) 

where     

€ 

ˆ E ( f, k)  is the modified error term. The terms, α and β control the trade-off between 14 
distortion of the near-end users speech during DT, and suppression of the echo interference, 15 
with β being directly proportional to distortion and to echo suppression. The modified time 16 
domain error signal, to be sent to the far-end user, is then synthesized from     

€ 

ˆ E ( f, k)   and the 17 
phase response of Y( f, k), with a simple overlap and add scheme. It was shown that, in 18 
comparison with AEC, this AES algorithm attains higher echo reduction, and offers 19 
robustness to changes in h, but also introduces distortion into the resulting near-end users 20 
speech during DT. It was described that the room change robustness demonstrated by AES is 21 
proportional to β; therefore, AES may be construed as sacrificing some magnitude distortion 22 
(and phase distortion) in return for some robustness to room changes.  23 

Another AES technique was presented in [131, 132], in which the subbands are 24 
partitioned according to the bark scale, with a subband filter in each critical band. The 25 
reduced number of subbands signals significantly reduces the computational load of this 26 
algorithm in comparison to the previous approach. The estimate of |D( f, k)| is computed by a 27 
linear interpolation of the gains of each of the subband filters. This interpolated estimate was 28 
then used to suppress the echo using the following spectral modification rule, 29 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with the phase response of Y( f, k) and a simple overlap and add scheme used to synthesize the 30 
output. This AES approach was compared to AEC, with both AES and AEC adapted using 31 
NLMS. Both approaches were shown to exhibit a comparable misadjustment and initial 32 
convergence rate. Furthermore, similar to the previous AES algorithm, because of its 33 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magnitude STFT formulation and the option to sacrifice magnitude distortion for robustness 1 
to changes in h by increasing β, AES was shown to be robust to room changes that affect the 2 
phase response of h and the fine detail of its magnitude response. It was also reported that 3 
musical noise was less prevalent in the processed speech in comparison to the previously 4 
described AES algorithm. This was ascribed to applying the smoother modifications to 5 
|Y( f, k)|.   6 

Like AEC, AES algorithms require a DTD. In [133] the previously described AES 7 
technique was paired with a frequency domain DTD. This DTD employs numerous different 8 
cross-correlations between the various signals of the AES problem (similar to the time domain 9 
decision variables that were presented in [134]), which were chosen for their ability to 10 
discriminate DTD. Training data consisting of feature vectors comprised of values for these 11 
cross-correlations variables collected during separate periods of double-talk and echo, where 12 
used to train a separate Gaussian Mixture Model (GMM) for these events. These GMMs were 13 
subsequently used, given an observation of y(n), in a likelihood ratio test to classify DT and 14 
single talk to control the AES algorithm. This approach was shown to be effective at 15 
discriminating DT but was not tested for room change.  16 

A hybrid AEC and AES technique was presented in [135]. This approach employs 17 
AEC to cancel the early reflections of the RIR and AES to suppress the late reflections of the 18 
RIR. It is shown that this results in a better compromise between distortion and robustness to 19 
room change. This hybrid approach also serves as a link between AES, which substitutes for 20 
AEC, and some similar Residual Echo Suppression (RES) techniques, which compliment 21 
AEC, and are described in the following section. 22 

2.4.4 Residual Echo Suppression  23 
Residual Echo Suppression (RES) algorithms are commonly employed to reduce residual 24 
echo that is not cancelled by the AEC; the residual echo may be comprised of non-linear 25 
artifacts, as discussed above, or may arise from a poorly adjusted adaptive filter. Early RES 26 
techniques evolved from the echo suppressor, introduced at the start of this chapter, and were 27 
typically nonlinear processors (NLP) that serve to clip or suppress e(n) in the absence of DT 28 
[14]. Like echo suppressors however, NLP can significantly suppress v(n) due to detection 29 
errors, which has motivated more sophisticated RES algorithms. 30 

RES algorithms based on speech enhancement have been developed [136]. Similar to 31 
AES, these RES algorithms operate in the magnitude spectral domain and consider |E( f, k)|, 32 
as containing a near-end speaker component, |V( f, k)| and a residual echo, component, 33 
denoted by |DR( f, k)|; the aim being to suppress |DR( f, k)| for minimum distortion of |V( f, k)|. 34 
Noise is also often considered by RES algorithms to give the following model, 35 

     

€ 

E( f, k)  = V( f, k)  + DR( f, k)  + W( f, k) . (2.82) 

The phases of E( f, k) are used to synthesize an output signal. In [136], three techniques for 36 
suppressing |DR( f, k)| based on post-filtering |E( f, k)| were compared. Each technique 37 
employed smoothed recursive estimates of the power spectral densities of the respective 38 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signals, but differed in the type of post-filter; generally speaking, these post-filters were 1 
Weiner-based and assigned time-frequency points with predominately residual echo a low 2 
gain and those with predominately near-end user speech a relatively high gain. It was shown 3 
that post filtering can significantly suppress the residual echo in a typical e(n) signal. As 4 
expected however, objective measures indicated that each algorithm produced some distortion 5 
of the near-end users speech signal, but the authors contend that subjectively this distortion 6 
has a modest effect on the speech quality.  7 

In [137], a RES algorithm was presented that incorporated psychoacoustic knowledge 8 
to improve the subjective quality of the processed speech, and to reduce speech enhancement 9 
artifacts. Specifically, a perceptually weighted frequency domain filter was constructed in a 10 
frame-wise manner to shape both |DR( f, k)| and |W( f, k)| so that they are, as much as possible, 11 
masked by |V( f, k)| during DT, and such that suppression artifacts are not introduced in the 12 
absence of DT. This approach was shown to result in better quality speech with less over- 13 
suppression artifacts such as musical noise (a significant issue for RES algorithms) but 14 
requires a significant computational expense to compute the masking threshold of the near- 15 
end speech. A statistical RES approach was presented in [138], where a frequency domain 16 
Wiener filter is applied to |E( f, k)| to suppress |DR( f, k)|. This filter is updated depending on 17 
four different states: x(n) > 0; x(n) > 0, v(n) > 0; x(n) > 0, [d(n) - hTxn] > 0; and v(n) > 0, 18 
x(n) > 0, [d(n) - hTxn] > 0. Each state is discerned using hypothesis testing based on the 19 
estimated PSD of the sources, which are then used to update the Weiner filter. This approach 20 
is shown to produce better performance in terms of echo suppression than a comparative 21 
algorithm.  22 

Operating in the same domain and again similar to AES, adaptive RES algorithms have 23 
recently been developed. In [139] a regression approach is adopted whereby each frequency 24 
bin of |DR( f, k)| is modeled as a linear combination of the previous bins of |X( f, k)|. This 25 
model is learned adaptively using stochastic gradient descent. This approach was evaluated 26 
and shown to offer an additional 7 dB of echo mitigation. Using the same model, |DR( f, k)| is 27 
related to the previous frames of |X( f, k)| using the expectation maximization algorithm in 28 
[140]. This approach performs achieves significantly increased echo mitigation, relative to 29 
baseline AEC, in terms of objective measures of performance, and subjectively in terms of 30 
mean opinion scoring. An adaptive RES algorithm is presented in [141], in which each bin of 31 
|DR( f, k)| is modeled as a linear combination of previous bins of the magnitude STFT of     

€ 

ˆ d (n) . 32 
It is shown that by applying a time varying gain to each frequency bin of |DR( f, k)| 33 
suppression of echo is achieved, albeit with some distortion of |V( f, k)| at high frequencies. 34 
Note that adaptive RES algorithms must be controlled using a DTD to prevent divergence of 35 
their model.  36 

Finally, jointly optimizing AEC and RES for acoustic echo mitigation has also been 37 
explored [142-145]. For the approach described in [142] the acoustic echo-path(s) is modeled 38 
as a linear statistical model in an attempt to explicitly model its time-invariance. The 39 
corresponding MMSE solution is described as a generalized Wiener solution, which consists 40 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of a deterministic component and a statistical component that are addressed by AEC and a 1 
Wiener post-filter [146] respectively. A state space model-based controller for the adaptation 2 
of both filters was presented in [142], and, using the FFT algorithm and a number of 3 
approximations, a computationally efficient implementation of the Kalman filter was derived 4 
to estimate the state from the available signals. It was shown that this approach achieved good 5 
performance for a slowly varying echo path model and does not require any tuning of 6 
parameters. 7 

2.5 Discussion 8 
It is apparent that the performance of conventional AEC is constrained primarily by echo path 9 
change and DT. Considering these conditions in the context of adaptive filtering alone, while 10 
adaptive algorithms such as APA, RLS and GMDFα have a fast convergence rate, which can 11 
be employed to mitigate the effects of room changes, faster convergence generally implies 12 
faster divergence during DT. It follows therefore that room changes dictate a fast convergence 13 
rate, while DT in contrast, dictates a slow convergence rate; setting a static compromise step- 14 
size to address these constraints is inadequate, as adaptive filters can diverge quite rapidly at 15 
the onset of DT even for small stepsizes, while also having an impaired convergence rate and 16 
tracking capability. Now considering these conditions in the context of adaptive filtering 17 
paired with DTD, by detecting DT, thereby enabling adaptation to be stalled, DT detectors 18 
mitigate the deleterious divergence of the adaptive filter during DT, which, ostensibly at least, 19 
allows for a faster convergence rate. However, since DT detectors tend to erroneously flag 20 
echo path changes as DT, stalling convergence after such events, the benefits of a faster 21 
convergence rate are effectively diminished. Moreover, if the sensitivity of the DTD is 22 
reduced, by adjusting its threshold variable, such that it is less likely to erroneously flag echo 23 
path changes, then there is greater chance of missed DT, leading the greater divergence of the 24 
adaptive filter, which in turn entails a lowering of its step-size. This circular dependency 25 
between DTD and AEC serves to highlight the difficulty in dealing with DT and echo path 26 
change using this approach, and the resulting inconstancy of AEC-DTD performance due to 27 
these events.  28 

As described in this Chapter, to alleviate this dependency, alternative AEC control 29 
approaches incorporating echo path change detectors or the two-path model have been 30 
deployed. However, both room change and DT detectors typically require a lead time before 31 
the relevant statistical quantities register a change, which implies that the adaptive filter will 32 
be somewhat diverged, curtailing the convergence rate of the adaptive filter or necessitating 33 
greater detector sensitivity; both of which, as described, having effectively the same effect on 34 
performance. Adaptive algorithms robust to DT and variable step-size adaptive algorithms 35 
have also been proposed, but like AEC-DTD, they too exhibit a trade-off between 36 
convergence rate and robustness to DT; perhaps confirming a fundamental trade-off of AEC. 37 
Furthermore, even if perfect DTD were available or perfect robustness to DT, adaptive 38 
algorithms cannot generally immediately adapt to a room change, and as such some echo is 39 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usually sent to the far-end user after a room change irrespective of the adaptive algorithm. 1 
This is complicated further still by the possibility of a room change occurring during DT, 2 
which is an operational condition not commonly addressed by the conventional AEC 3 
literature. These problems have motivated distinctly new approaches to AEC, such as BSS 4 
based system identification, AES, prediction error filtering, and more elaborate RES 5 
approaches. However, these approaches are still rooted in the adaptive system identification 6 
approach of AEC and are consequently sensitive to echo path change; albeit AES, and AEC 7 
with RES are less so; with AES also requiring a DTD, and so too some RES techniques. 8 

Given the complications with the predominant adaptive system identification approach 9 
to AE, and the apparent maturity of acoustic echo mitigation as a research topic within this 10 
framework (beginning as it does with the earlier problem of network echo), we contend that it 11 
may now be fruitful to experiment with some new frameworks for acoustic echo mitigation 12 
that may offer the flexibility required to more aptly address the AE problem. Accordingly, in 13 
Chapter 4 we eschew the conventional adaptive system identification framework and the 14 
concomitant complications and propose a new framework for acoustic echo mitigation. This 15 
framework casts the AE problem as a monaural sound source separation problem, in which 16 
the near-end microphone signal is considered a mixture containing an echo and a near-end 17 
speaker signal, with the aim of separating the echo and the near-end speaker. By treating v(n) 18 
as a source that may be inactive or inactive, akin to BSS system identification; and by 19 
acknowledging that complete separation is not possible, manifesting as distortion of the near- 20 
end users speech signal, akin to AES/AEC-RES; we will show that this framework allows for 21 
an invariable level of acoustic echo mitigation, during all the operational conditions of the AE 22 
problem, without the requirement of a control algorithm or without the trade-offs associated 23 
with adaptive system identification. This approach does however give rise to a new trade-off, 24 
which can also be controlled, namely, between distortion of v(n) and suppression of d(n), 25 
which we contend is more attractive trade-off than those of AEC. 26 

Additionally, since this approach treats v(n) as a source that may be inactive or 27 
inactive, it may also be employed, independently, to address the DT detection problem for 28 
conventional AEC. Specifically, the separated near-end signal can be used to form a DT 29 
decision variable, which can be compared to a threshold to control the step-size of a 30 
conventional acoustic echo canceller. Because many of the desired attributes of an acoustic 31 
echo mitigation system have a counterpart in AEC control, such as sensitivity to DT and 32 
insensitivity to room change; the benefits of framing acoustic echo mitigation as an MSSS 33 
problem are duly inherited by this DTD, and therefore it compliments conventional AEC. 34 
This novel DTD is described and evaluated in Chapter 5. 35 

The next chapter reviews the MSSS techniques that inspired, and enabled, this 36 
alternative interpretation of the acoustic echo mitigation problem and of the Doubletalk 37 
Detection problem to be realized.  38 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3 MODEL-BASED MONAURAL SOUND SOURCE SEPARATION 1 
AND NONNEGATIVE MATRIX FACTORIZATION 2 

This chapter reviews Monaural Sound Source Separation (MSSS) and Nonnegative Matrix 3 
Factorisation (NMF). This review begins in section 3.1 with a general introduction to MSSS 4 
and model-based MSSS, including some background on the more general source separation 5 
problem. Before tackling model-based MSSS in greater detail, we deem it necessary to 6 
describe NMF in section 3.2. Since NMF is a central theme of this thesis, we take the 7 
opportunity to describe it in considerable detail, beginning with a general description of its 8 
properties, followed by specific subsections in which common NMF cost functions, auxilary 9 
contraints and algorithms are discussed. In section 3.3, we return to model-based MSSS. 10 
Section 3.3 begins by formulating the MSSS problem, followed by an outline of CASA, 11 
including hybrid CASA/model-based techniques. Then, in section 3.3.2, we describe the 12 
various spectral representations in which model-based MSSS algorithm operate, and discuss 13 
some of the theortical and practical implications of using these representations. In the 14 
subsequent two sections; 3.3.3, and 3.3.4, we review model-based MSSS by considering two 15 
classes of algorithms; namely, those based on probabilistic inferential techniques and matrix 16 
factorisation techniques respectively. Both sections have a similar structure, whereby a 17 
generic algorithm, representative of this class, is first described, followed by a review of the 18 
specific techniques contained by the class. Chapter 3 ends in section 3.4 in which we discuss 19 
source modeling for reverberated speech signals. In this section, it is demonstrated how low- 20 
rank NMF bases can be used to represent both reverberated and non-reverberated speech 21 
signals in the spectral domain, motivating its application to the acoustic echo and doubletalk 22 
detection problems in subsequent chapters. Also in section 3.4, we introduce and motivate 23 
some of the techniques that are to be used in these chapters. 24 



 49 

3.1 Introduction and Background 1 
There exist numerous scenarios in which an arbitrary number of signals, emanating from 2 
independent sources of the same physical class, are observed contemporaneously by an 3 
arbitrary number of sensors. Some examples include; microphone recordings of people speak- 4 
ing in a room, or of a musical ensemble playing; non-invasive observation of neuronal brain 5 
activity using electroencephalography, magnetoencephalography, or functional magnetic res- 6 
onance imaging; or multiple telecommunication signals received at an array of antennas. In 7 
each of these scenarios, the source-sensor geometry and the possibility for multi-path pro- 8 
pagation means that each sensor observes a superposition of a filtered version of each source 9 
signal. The type of filtering or source mixing depends on the specific scenario, with source 10 
mixing often classified as either linear, where the filtering applied to a source in a mixture is 11 
modeled by a single gain, i.e. instantaneous mixing; or more generally, as convolutive, where 12 
it is modeled by an arbitrary number of delayed gains, accounting for multi-path propagation, 13 
i.e. reverberation. A special case of convolutive mixing is where a scaled and delayed version 14 
of the source signals is received, corresponding to direct path signals only, which has been 15 
referred to as anechoic mixing [115].  16 

Given a mixture or set of mixtures it is often desirable to observe the original source 17 
signals in isolation, motivating source separation; it is also desirable for generality that a 18 
minimum number of source signal properties be invoked to achieve separation. These 19 
considerations are the remit of the active research topic of Blind Source Separation (BSS). 20 
Considering linear-mixing BSS problems where the number of sensors exceeds (over- 21 
determined) or matches (even-determined) the number of sources, BSS algorithms typically 22 
seek to separate the sources by identifying the inverse mixing system, which can be identified 23 
up to an indeterminate permutation and scaling. In this context, a commonly exploited 24 
property of source signals is their statistical independence [147]. This assumption underpins 25 
numerous BSS algorithms that identify an inverse mixing system by optimizing an 26 
objective/cost function that measures the independence of the set of mixtures, a review of 27 
which is available in [148]. This approach can be interpreted as decomposing a multivariate 28 
signal into its independent components, which gives rise to the term Independent Component 29 
Analysis (ICA) [149]. Besides ICA, numerous other BSS algorithms for over- 30 
determined/even-determined mixing have been devised that exploit alternative, and typically 31 
equally generic, properties of source signals to identify the inverse mixing system; see [150] 32 
for a general review of BSS. Many of these algorithms, including ICA, have been applied to 33 
the special BSS case of AEC, as discussed in Chapter 1 section 2.4.1.  34 

Considering BSS problems with fewer mixtures than sources, the now under- 35 
determined mixing system does not permit an inverse mixing system, precluding separation 36 
by the techniques just described. Another property of signals that has been exploited for BSS, 37 
and which is applicable to under-determined problems, is sparsity [151-154]. A signal is said 38 
to have a sparse representation in a certain domain if its energy in this domain is concentrated 39 
in relatively few coefficients, such that most coefficients are zero. For a mixture of sources in 40 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a sparse representation, this implies that most of the energy of the source signals reside in 1 
mutually disjoint sets of coefficients, allowing for each source’s coefficients to be grouped 2 
using an appropriate grouping cue, effectively separating the sources. A formalism of this 3 
concept for speech signals in the STFT domain is provided in [153, 155] where it is termed 4 
Windowed Disjoint Orthogonality (WDO), and where it is empirically demonstrated that 5 
speech signals in the STFT domain approximately satisfy this property. Based on the WDO 6 
assumption, the signals of different speakers in two anechoic speech mixtures can be 7 
separated in the STFT domain by grouping the domain coefficients based on their inter- 8 
mixture spatial information [155, 156]. An approach for separation of stereo music signals 9 
(linear mixing) that uses sparsity is described in [157, 158]. Sparsity-based sound source 10 
separation is reviewed in [115].  11 

Separating an arbitrary number of sound sources from a single mixture of those 12 
sources, which we refer to as Monaural Sound Source Separation (MSSS) 1, is particularly 13 
challenging because the use of spatial information is precluded; an exception being the MSSS 14 
algorithm outlined in [159], which leverages spatial information in the form of a head-related 15 
transfer function to perform MSSS. One approach to MSSS is to use the natural cues of the 16 
signal class to group the transform coefficients of the source signals in a sparse representation 17 
of their mixture. For speech signals, this approach has been applied in various spectral 18 
domains, where cues such as common onset/offset [160] and amplitude/frequency co- 19 
modulation [161] of a speech signal’s time-frequency energy have been used to group 20 
localized segments of time-frequency energy, which are then pieced together using temporal 21 
cues such as pitch to achieve a separation [161, 162]. An overarching aim of these techniques 22 
is to emulate the inherent ability of humans to discern sound sources from mixtures using 23 
these cues, a topic known as Computational Auditory Scene Analysis (CASA) [163-165]. In 24 
this chapter, we are interested in a more recent approach to MSSS in which it is viewed 25 
broadly as a model-based statistical pattern recognition problem; first proposed in [152]. This 26 
viewpoint is driven by the regularity and distinctiveness of the patterns exhibited by the 27 
speech signal of different speakers, particularly in a spectral representation, with a view to 28 
applying powerful machine learning and matrix factorization techniques to identify and segre- 29 
gate these features. A central theme of MSSS techniques based on this perspective has been 30 
the use of prior information about the sources in a mixture to perform separation. In general, 31 
prior information is used to train a model of each source in the mixture a priori, giving rise to 32 
the term model-based MSSS. While the availability of such information is an assumption that 33 
deviates considerable from the ideal of BSS, it is often deemed necessary in light of the 34 
underdetermined nature of the MSSS problem.  35 

To describe model-based MSSS, we broadly classify the algorithms that constitute 36 
this approach into two classes according to the type of source modeling and inference 37 

37 
1 MSSS is also referred to variously as single/one sensor/channel/microphone/mixture sound 

source separation in the literature. 
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approach taken. In the first class of techniques, a class we refer to as probabilistic model- 1 
based MSSS, a probabilistic discrete-state model structure is used for the source modeling, an 2 
instance of which is trained for each source on their respective training data. Then, the 3 
probability of the sources is inferred given the trained source models and the mixture, 4 
afterwhich the sources are estimated using some criteria. A feature of the techniques of this 5 
class is that they generally conform to a Bayesian formalism of the MSSS problem [166, 167]. 6 
In the second class, termed matrix factorization model-based MSSS, the source models are 7 
typically low-rank factorizations of their respective source’s training data, and the mixture is 8 
factorized by the union of these source models, such that each source model represents its 9 
source’s likely contribution to the mixture, effectively separating the sources. Of the different 10 
matrix factorization techniques that have been employed for this task, Nonnegative Matrix 11 
Factorization (NMF) and its variants are the most prevalent. This is mainly because a low- 12 
rank NMF of the spectrogram of a source’s training data provides a parts-based decomp- 13 
osition, with the parts typically expressing characteristic source-specific spectral features that 14 
can be matched to that sources contribution in the mixture during its decomposition. Note that 15 
these two classes of techiques are treated in greater detail in sections 3.3.3 and 3.3.4 16 
respectively.  17 

3.2 Nonnegative Matrix Factorization 18 
Nonnegative Matrix Factorization (NMF) is an unsupervised linear basis decomposition 19 
technique for nonnegative data [6, 168]. NMF expresses a nonnegative F × K matrix of data 20 
A, as the product of two nonnegative matrices B and G plus an F × K residual matrix E that is 21 
not constrained to be nonnegative, such that 22 

     

€ 

A = BG  + E  ≈ BG . (3.1) 

The dimensions of B and G are determined by the user specified rank of the factorization R, 23 
such that B is F × R and G is R × K, with R typically chosen to be less than K. The columns of 24 
A and G are in one-to-one correspondence, such that when A has a single column, a = Bg 25 
expresses a as a linear combination of the columns of B, and as such B is commonly referred 26 
to as a rank-R NMF basis, though neither rank nor basis carries its standard linear algebra 27 
meaning. As reflected by the estimation error term E, in most cases BG approximates rather 28 
than factorizes A, and as such, what is referred to here as NMF is also referred to as non- 29 
negative matrix approximation or approximate NMF, amongst others terms, in the literature. 30 

The process of estimating B and G is an optimization problem, the goal of which is to 31 
minimize some cost function, C(·), with respect to G and B, subject to a nonnegativity 32 
constraint on G and B, which can be expressed generally as, 33 

       

€ 

{B, G} = arg min
B, G

 C( A ; B, G)    subject to B, G  ≥ 0 . (3.2) 

The process of estimating B and G can also be viewed in a maximum likelihood framework in 34 
which some probability distribution for the elements in E is assumed. Cost functions for NMF 35 
are surveyed in section 3.2.1. 36 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The NMF problem does not lend itself to a unique solution, a fact borne out by the 1 
following expression,  2 

     

€ 

 B G  = BSS -1G . (3.3) 

where S is any nonnegative, monomial, R × R matrix; the uniqueness of the NMF solution is 3 
further discussed in [169] and [170].  4 

In this thesis, we adopt the view that the columns of B each contain a feature learned 5 
from the data in A, and the rows of G contain the contribution of each basis vector to each 6 
column of A; under this interpretation, it can be useful to view the factorizations as the sum of 7 
R rank-one matrices, with each matrix corresponding to the outer product of a basis vector of 8 
B and its corresponding row in G. Alternatively, in the BSS literature [171] A has also been 9 
viewed as containing K observations of F mixtures, each containing a mix of nonnegative 10 
sources. In this case, the resulting B and G are considered to contain a demixing system and 11 
estimates of the original sources or components, respectively, up to the indeterminacy 12 
highlighted in (3.3).  13 

The non-negativity constraint of NMF means that only additive and not subtractive 14 
combinations of the columns of B are permitted, which gives rise to a parts-based 15 
factorization/approximation of A [6]. This contrasts with earlier data decomposition 16 
techniques such as Principal Component Analysis (PCA) [172] and ICA [148], which can use 17 
cancellations between various components to factorize the original data. NMF is therefore 18 
suited to decomposing inherently non-negative data, such as pixel intensities, amplitude 19 
spectra or counts data, data for which factors bearing negative values do not have a 20 
corresponding physical meaning; indeed, this is what originally motivated NMF [168] (or 21 
Positive Matrix Factorization, as it was referred to initially). The decomposition of data by 22 
NMF also better agrees with the intuitive notion of building the whole by the sum of the parts, 23 
a point argued in the influential paper [6] with reference to the NMF of a database of aligned 24 
vectorized facial images, where each basis vector, reconstituted as an image, expressed a 25 
localized and physically meaningful facial feature; which contrasted with classical methods 26 
such as PCA which produced holistic features. 27 

It was later shown [173], with reference to decompositions of non-aligned vectorized 28 
facial images, that NMF generally decomposes A into holistic features rather than localized 29 
features as reported in [6]; although, it was demonstrated that localized parts can be obtained 30 
in this context by imposing auxiliary constraints on B and/or G, such as sparseness, ortho- 31 
gonality, or smoothness constraints [173]. Imposing auxiliary constraints such as sparsity and 32 
smoothness on B and/or G is also recommended in [174], to generate basis vectors containing 33 
more interesting or physically meaningful features of A, and to constrain the solutions to the 34 
NMF problem and thus increase their uniqueness. Some typical auxiliary constraints for NMF 35 
are described in section 3.2.2. 36 

Some links have been established between NMF and data clustering. It was shown in 37 
[175] that by imposing an orthogonality constraint on G i.e. GGT = I (in a least squares cost 38 
formulation of NMF, defined below), which, owing to the non-negative constraint, implies 39 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that only one element in each column of G can be non-zero, results in a vector quantization of 1 
the columns of A equivalent to that obtained by k-means clustering. This relationship gives 2 
rise to an interpretation of NMF as performing soft clustering of data, or relaxed k-means 3 
clustering of data [176]. A similar link between a symmetric NMF decomposition of A, i.e. A 4 
≈ BBT, and spectral clustering has also been established [177]. NMF with a Kullback-Leibler 5 
divergence was shown in [178, 179] to optimize the same cost function as Probability Latent 6 
Semantics Analysis (PLSA) [180], which was devised to identify related terms amongst word 7 
count data to indicate the latent topics in text data.  8 

Hybridized versions of NMF and some of the aforementioned algorithms have been 9 
proposed, such as non-negative PCA [181] and non-negative ICA [182]. Semi-NMF has also 10 
been proposed [183] where B is allowed to take on negative values, and convex NMF, where 11 
only convex combinations of the columns of B are allowed [183]. In addition, NMF has also 12 
been investigated when there is a nonlinear relationship between the data and the factorization 13 
i.e. A = h(BG), where h is some element wise non-linear function of its matrix argument 14 
[184]. 15 

NMF and its extensions have been applied to datasets in a wide range of application 16 
domains. In data analysis applications, a low rank NMF of the data is typically computed such 17 
that some underlying features or structure is captured in the basis vectors. For instance, in 18 
envirometrics, NMF has been used to analyze the chemical concentrations found in various 19 
substances so that the underlying latent sources and their contribution to the substances can be 20 
identified [185]. In image processing, NMF has been used for facial recognition in [186] 21 
[173], and facial expression recognition in [187]. Also in image processing, 2-D variants of 22 
NMF have been devised to identify shift invariant features of natural images for object 23 
classification tasks [188]. Like PLSA, NMF has been applied to text processing or data 24 
mining to find sets of related terms from word count data to enable identification of the latent 25 
topics in a collection of documents [189, 190]. NMF has been applied to financial data to 26 
discover latent variables underlying fluctuations in stock prices [191, 192]. A fuller review of 27 
the applications of NMF is available in [167]. 28 

NMF and its many variants have found a multitude of applications in audio signal 29 
processing. As demonstrated in [193], NMF performs an automatic scene analysis of the 30 
spectrogram of an audio signal, with the basis vectors typically capturing interesting spectral 31 
features that are said to correspond to meaningful auditory objects, and the rows of G express 32 
their temporal extent. This property has engendered NMF to such applications as audio event 33 
classification [194, 195], automatic note transcription [196, 197], and musical instrument 34 
classification [198], tasks where the discriminative spectral features of each auditory object, 35 
i.e. event, note and instrument, can be embedded in a low-rank basis of labeled data. NMF 36 
also provides a perceptually relevant decomposition of audio [199]. Specifically, it was shown 37 
in [199] that the low rank NMF of the magnitude spectrogram of speech signals yields a filter- 38 
bank design with remarkable similarities to perceptually supported designs such as the mel- 39 
scale filter-bank. Some other audio applications of NMF include, automatic fundamental 40 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frequency estimation in [200], reverberated speech recognition in [201], and robust speech 1 
dereverberation in [202].  2 

As expressed earlier, NMF and variants of NMF have been employed extensively to 3 
perform MSSS within the model-based framework. This application stems from its ability to 4 
capture pertinent features of the audio spectrogram of individual sound sources in a dictionary 5 
or basis [203]. The various model-based MSSS algorithms based on NMF and its variants will 6 
be reviewed in section 3.3.4; model-based MSSS based on probalistic techniques are reviewed 7 
beforehand in section 3.3.3. In the next sections, we describe various aspects of NMF in more 8 
detail. Specifically, in section 3.2.1, we review cost functions that have been proposed for 9 
NMF; in section 3.2.2 auxiliary constraints are discussed, and in section 3.2.3 extensions to 10 
the basic NMF model are described. Finally, in section 3.2.4, we describe a number of 11 
iterative optimization schemes that have been proposed for computing NMF. The description 12 
of NMF in the following sections is biased towards it application to model-based MSSS. For a 13 
more general treatment of NMF and its applications see [167, 174].  14 

3.2.1 Cost Functions for NMF 15 
Before computing the NMF, it is necessary to select a cost function, C(·), to measure the 16 
quality of the approximation of A by BG. In a maximum likelihood context, this is equivalent 17 
to selecting a distribution for the approximation error E. A variety of cost functions have been 18 
proposed for the NMF problem, with each producing a different factorization of A, each being 19 
optimal for a certain distribution of the elements in E; the choice of cost function therefore is 20 
data dependent. In this section, we review a selection of such cost functions and discuss some 21 
of their respective properties; in particular, in relation to audio. To begin, we note that each of 22 
these cost functions share the following properties; continuosly differentiable (at least once) in 23 
B and G individually; convex in B and G individually i.e. for a fixed B the cost function is 24 
convex in G and visa versa; and are positive, being equal to 0 only when A = BG, such that 25 
they are indeed indicative of the quality of the approximation.  26 

Perhaps the best-known cost function for NMF measures the Squared Euclidean 27 
Distance (SED) between A and BG, which corresponds to the assumption that E is 28 
independently and identically distributed (i.i.d) additive Gaussian noise. This cost function, 29 
CSED(·), is given as [204], 30 

       

€ 

CSED(A , BG) =   A − BG  fro
2 , (3.4) 

where the subscript fro denotes frobenius norm. CSED(·) is metrically symmetric [205], that is, 31 
CLS(A, BG) = CLS(BG, A), and thus, weighs under- and over-estimation of A by BG equally.  32 

Another well-known NMF cost function is a measure of the divergence of BG from A, 33 
similar in its functional form to the Kullback-Leibler divergence [204]. This cost function, 34 
CKL(·), corresponds to ML estimation in Poisson noise [206], and is given by, 35 

 
        

€ 

CKL(A || BG) =  A  ln A
BG[ ] − A + BG  , (3.5) 
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where ° is the Hadamard product such that (Q°Z)ij = Qij Zij, and division is similarly element- 1 
wise. Unlike CSED(·), divergence measures such as CKL(·) are generally metrically asymmetric 2 
[205], that is, CKL(A, BG) ≠ CKL(BG, A). The significance of this is that for CKL(·) a reference 3 
argument must be specified beforehand. Another consequence is that CKL(·) penalizes under- 4 
estimation of A by BG more than over-estimation, with concomitant effects for the resulting 5 
factorization.  6 

Another cost function for NMF that measures the Itakura-Saito distance between A and 7 
BG, corresponding to ML estimation in multiplicative gamma noise [206], is given by,  8 

       

€ 

CIS(A  || BG) =  A
BG  − ln A

BG[ ] − 1 . (3.6) 

Like CKL(·), CIS(·) is metrically asymmetric and penalizes under-estimation of A by BG more 9 
than over-estimation. The Itakura-Saito distance measure is well known in the speech 10 
processing literature, where it is used as a perceptually relevant speech distortion measure 11 
between spectra, making CIS(·) appealing from a speech processing perspective. As pointed 12 
out in [206], CIS(·) also has the property of scale invariance, that is, low-energy regions of A 13 
bear the same relative importance as high energy regions. It was also shown in [206] that 14 
NMF with CIS(·) tends to discover more semantically relevant spectral features in music audio 15 
spectrograms than NMF with either the CSED(·) or CKL(·) objectives.  16 

The preceding cost functions are all generalized by the β divergence [207], given as,  17 

 
    

€ 

Cβ (A || BG) =  Ai,j
i,j
∑  

Ai,j
β−1− (BG)i,j

β−1

β (β  − 1)  − (BG)i,j
β−1 (BG)i,j- Ai,j  

β
 ,  (3.7) 

where β = 2 gives CSED(·), β → 1 tends to CKL(·), and for β → 0 tends to CIS(·). By varying 18 
the parameter β a wide range of different divergences for NMF are attained. 19 

The β divergence is in turn generalized by the Bregman divergences [208], which were 20 
proposed for NMF in [184]. The Bregman divergence for any continuosly-differentiable 21 
strictly convex function, Φ(·), is,  22 

 
      

€ 

CB(A ||B̊G) =  Φ(Ai,j
i,j
∑ ) − Φ((BG)i,j) − ∇Φ((BG)i,j)(A − BG)i,j  , (3.8) 

which corresponds to the beta divergences for Φ(x) = xβ-1. The Bregman divergences 23 
generalize a wide variety of cost functions; indeed, there is a one-to one correspondence 24 
between the Bregman divergences and the exponential family of probability distributions, 25 
which encompass a wide variety of possible distributions for the elements in E [167]. A host 26 
of other generalizing NMF cost functions were introduced in [171], [209], and [210]. 27 

In relation to audio applications, in which NMF is typically applied to spectrogram 28 
data, cost functions can be chosen based on their perceptual relevance. Since the human 29 
auditory system has asymmetric sensitivity to energy in the spectral domain due to the effects 30 
of masking [9], it is reasonable to assume, as suggested in [205], that metrically asymmetric 31 
cost functions, with similar error weighting characteristics to that of the human ear i.e. 32 
weighting over-estimation less than under-estimation, are more suitable for audio spectrogram 33 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factorization than symmetric cost functions such as CSED(·). This suggestion was explored in 1 
[205], in which the quality of the reconstructions of speech signals produced by NMF for a 2 
range of different cost functions, each corresponding to instances of the β-divergence 3 
(including CSED(·), CKL(·), and CIS(·)), were compared using a perceptually relevant objective 4 
measure of speech quality; the cost functions where optimized using their associated 5 
multiplicative updates, discussed in section 3.2.4. A novel cost function constrained by the 6 
masking patterns of the input signal was also proposed in [205]. In relation to the special 7 
cases of CSED(·), CKL(·), and CIS(·); it was found that the CKL(·) cost function produced 8 
superior speech reconstructions throughout the experiment, i.e. for different numbers of basis 9 
vectors; despite, for instance, the relevance of CIS(·) to speech processing. Based on this 10 
result, it was concluded that CKL(·) may be the most suitable candidate for audio processing 11 
applications. The error weighting of a generalizing NMF cost function and how this relates to 12 
perception is also discussed in [211], and in [212], where the CKL(·) and CSED(·) are compared 13 
qualitatively, and where CKL(·) is also deemed more suitable. 14 

3.2.2 Auxiliary Constraints for NMF 15 
As expressed in the introduction to NMF, in certain applications it may be desirable to impose 16 
auxiliary constraints on the factors B, G, or both, to influence the NMF of A, or to steer B and 17 
G towards a more unique factorization. One common method is to extend the chosen cost 18 
function with penalty terms, expressed generally as,  19 

         

€ 

   C

( A ; B, G, B , G)  = C( A; B, G) + B lB(B) + GlG(G) , (3.9) 

where
      

€ 

 B  and 
    

€ 

G  are positive regularization parameters that control the trade-off between the 20 
influence of the constraint on the resulting factorization and estimation error, and where lB 21 
and lG are functions, assumed differentiable, that measure the desired feature of G and B. In 22 
probabilistic terms, these penalty terms correspond to some prior distribution for the factors B 23 
and G, and thus, finding the minimum of (3.9) corresponds to Maximum A Posteriori (MAP) 24 
estimation. 25 

Sparseness is an oft-desired feature of data decompositions [213]. As described earlier, 26 
transforming a dataset into a representation in which its energy is sparsely distributed implies 27 
a compaction of its energy into a small number of domain coefficients. In terms of matrix 28 
factorization, sparseness corresponds to projecting A onto a basis such that the energy in the 29 
coefficient matrix is sparsely distributed. Although NMF already typically produces sparse 30 
activation patterns in G, in certain applications an explicit, controllable sparsity constraint is 31 
useful; for example, to prevent over-fitting when learning an over-complete basis from A 32 
[213, 214]. In [215], for what is referred to as Non-Negative Sparse Coding (NNSC), the LI 33 
norm, i.e. lG(·) = |·|, is used to measure sparsity, to regularize the CSED(·) cost function; this 34 
corresponds to the prior assumption that the elements in A are i.i.d. one-sided exponential 35 
[167]. The NNSC cost function is given as,  36 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CNNSC(A , BG) =   A − BG  fro
2  + G G i,j

i,j
∑  . (3.10) 
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To prevent the trivial satisfaction of the penalty term, by up scaling B and down scaling G, 1 
the columns of G were constrained to be unit norm. A similar cost function was proposed in 2 
[216] for what is referred to as Sparse NMF (SNMF), where the scaling constraint, applied to 3 
the columns of B, was built into the regularized cost function. In [217], sparsity is measured 4 
based on a relation between the L1 and L2 norm of the columns of G. Different measures of 5 
sparsity, each regularizing the CSED(·) cost function, are compared in [218]. Various desirable 6 
attributes of different measures of sparsity are explored in [219]. 7 

Another feature of data decomposition is smoothness, which can be desirable when the 8 
data is received with noise, or when the data is slowly time varying. Smoothness entails that 9 
the temporal information encoded in G is smooth. One measure of smoothness or temporal 10 
continuity for NMF that was proposed in [220] is,  11 

 
  

€ 

lG(G) = G i, j−1 − G i, j
i,j
∑ , (3.11) 

which requires scale constraints to prevent trivial minimization. Other proposed measures of 12 
smoothness include; the averaged squared difference between successive columns of G [212], 13 
and comparing G to a matrix containing low pass filtered versions of the rows of G [221]. 14 
Temporal constraints are discussed in more detail in [221]. 15 

An orthogonality constraint on B is another typical auxiliary constraint. In [173], the 16 
following orthogonality constraint was imposed on B,  17 

 
    

€ 

lB(B) = (BTB)i, j
i≠ j
∑ . (3.12) 

Again, scale constraints are required to prevent trivial up scaling of G and down scaling of B. 18 
Relatedly, it was proposed in [222] to compare B to a fixed reference basis such that the 19 
factorization is steered away from this reference. Orthogonal NMF algorithms are discussed 20 
further in [223]. 21 

3.2.3 NMF Extensions 22 
It was proposed, independently in [193, 224] and [225], to extend the expressive power of the 23 
nonnegative basis B by allowing its basis functions to express features of A that span T > 1 24 
columns. This is achieved by considering the basis B as consisting of R, F × T matrices, 25 
referred to as basis functions in [193, 224], rather than R, F × 1 basis vectors for NMF. In 26 
[224] the cost function for this approach, which is termed Convolutive NMF (CNMF), is 27 
formulated based on the CKL(·) cost function, and is expressed as,  28 

 
        

€ 

CKL(A || ˆ A ) =  A  ln A
ˆ A [ ] − A + ˆ A   , (3.13) 

where  29 

 
        

€ 

 ˆ A  =  B(t)
t = 0

T -1

∑ G
t →

, (3.14) 

and the     

€ 

(⋅)
t →

 operator is a shift operator that moves the columns of its argument t columns to 30 
the right with vacated columns on the left filled with zeros. The shift operator incorporates the 31 
columns of each basis function into the cost function such that they are included in the 32 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subsequent optimization scheme. CNMF was also formulated for the CSED(·) cost function in 1 
[226]. CNMF with a sparsity constraint was proposed in [225] and in [227], in which an L1 2 
norm constraint on G is proposed. Two-dimensional CNMF was devised in [174, 228], where 3 
the basis functions of CNMF can shift horizontally which is performed using a row shift 4 
operator for B(t), allowing the basis functions to capture features that vary horizontally. 5 

Nonnegative factorization has also been extended to tensors, which is termed as 6 
Nonnegative Tensor Factorization (NTF) [174]. The standard NFT model, which is the 7 
PARAFAC (Parallel Factor Analysis) model with non-negative constraints, is given as,  8 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 Aq = BDqG + Eq   for q = 1, 2, …, Q, (3.15) 

where Aq = A:,:,q are frontal slices of the nonnegative F × K × Q tensor, A, Q is the number of 9 
frontal slices, Eq = E:,:,q are frontal slices of the F × K× Q residual tensor E, Dq is a diagonal 10 
matrix that holds the qth row of the Q × R nonnegative matrix D, and as above B and G are the 11 
basis and coefficient matrices respectively. The aim of NTF is to estimate the factorization in 12 
(3.15) given the tensor A. Tensors and 2-D CNMF are combined in [229]. Nonnegative 13 
Tensor Factorization is thoroughly reviewed in [174].  14 

3.2.4 Algorithms for NMF  15 
Given a cost function, possible augmented with penalty terms, and a data matrix A, the NMF 16 
problem becomes one of estimating B and G. As demonstrated by (3.3), a global minimum 17 
solution is not obtainable for this problem, so a local minimum solution is sought instead. In 18 
this section, we review a selection of iterative optimization schemes that attempt to obtain this 19 
solution. Unless stated otherwise, these schemes have a generic algorithmic structure, 20 
whereby the factors B and G are initialized with non-negative random values, and at each 21 
iteration the factors are updated once by separate update rules; that is, for each iteration, a 22 
factor is fixed while the other is updated by a specific update rule and visa versa before the 23 
next iteration. Alternating updates are employed because NMF cost functions are convex in B 24 
and G individually, but not jointly [204], such that one factor may be optimized with respect 25 
to the other factor. The number of iterations for these schemes is usually prescribed, or the 26 
trajectory of the cost function can be monitored for convergence; systematic stopping criteria 27 
for NMF algorithms for the CSED(·) cost function are outlined in [230] and [231]. It is 28 
recommended in [232] to run the NMF scheme a number of times for different initializations 29 
of B and G to obtain the best solution; especially for large-scale problems. A wide range of 30 
NMF algorithms have been implemented in Matlab and have been collated in the NMFLAB 31 
toolbox [233]. The test bench accompanying NMFLAB is often used for comparing various 32 
NMF algorithms with different cost functions and constraints, and consists of a nonnegative 33 
BSS problem comprised of mixtures of nonnegative sources, such that the algorithms are 34 
assessed under the BSS interpretation of B and G discussed above. 35 

The best known scheme for finding B and G is via gradient descent by multiplicative 36 
updates [204]. The multiplicative update approach exploits the fact that multiplying any two 37 
nonnegative values produces another non-negative value. Therefore, by initializing the 38 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elements of G and B to non-negative values and given a nonnegative A, the non-negativity 1 
constraint is imposed by applying multiplicative updates to B and G; this also implies 2 
however that if an element of either factor is assigned the value zero during the procedure it 3 
remains at zero. An appealing feature of this approach is that it is applicable to a wide variety 4 
of cost functions. For generality, we exemplify this approach for the β-divergence [207]; a 5 
similar treatment can be applied to the Bregman divergences [184]. The partial derivatives of 6 
the β-divergence with respect to G and B are, respectively, 7 

 
      

€ 

∇GCβ (A || BG) =  BT(BG)β−1- BT((BG)β−2
A) ,  (3.16) 

 
      

€ 

∇BCβ (A || BG)  =  (BG)β−1GT-  ((BG)β−2
A)GT .

 (3.17) 

The multiplicative update rules for G and B can be constructed by the ratio of the negative 8 
and positive terms of the partial derivatives in (3.16) and (3.17) respectively, giving the 9 
following multiplicative update rules,  10 

 
      

€ 

G  ← G   BT((BG)β−2
A)

BT((BG)β−1) 
,  (3.18) 

 
      

€ 

B  ← B   ((BG)β−2
A)GT

((BG)β−1)GT .
 

(3.19) 

A small positive regularization value is usually added to the denominator of each update to 11 
prevent to prevent an element of either factor from being fixed at zero thereby preventing 12 
division by zero. Furthermore, in some treatments of NMF the columns of B are normalized 13 
to unit norm at each iteration, which is reported to increase the uniqueness of the resulting 14 
solution [234]; this, in general, is optional for all NMF algorithms.  15 

A key benefit of the multiplicative updates is the absence of step size tuning; however, 16 
they can also be viewed as conventional (additive) gradient descent updates that have the 17 
following stepsizes,  18 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 µG  = G
BT((BG)β−1)

, (3.20) 
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 µB = B
((BG)β−1)GT ,

 (3.21) 

where, µG, µB are the step sizes for the G and B factors respectively.  19 
The convergence of Cβ(A || B, G) for 1 ≤ β ≤ 2 under these update rules was analyzed 20 

in [207], where it is proved that Cβ(A || B, G) for 1 ≤ β ≤ 2 is non-increasing under these 21 
update rules. This convergence property does not imply convergence to a stationary point, 22 
which is a necessary condition for convergence to a local minimum; the convergence of the 23 
multiplicative updates is discussed further in [189]. For the specific case of CSED(·) cost 24 
function it was shown in [235] that by using the stepsizes defined in (3.20) and (3.21) in a 25 
conventional (additive) gradient descent algorithm with a small positive value explicitly 26 
added to the denominator of µG and µB, convergence to a stationary point is guaranteed. For 27 
the case of CKL(·) i.e. β → 1 a link between the multiplicative updates and the expectation 28 
maximization algorithm was developed and convergence analysis was analyzed in that 29 



 60 

context in [236]. The convergence of the multiplicative updates of G for the special case of a 1 
fixed B was analyzed in [237] for 1 ≤ β ≤ 2.  2 

Owing to their applicability to a wide range of different cost functions and their 3 
intuitiveness, the multiplicative updates are routinely employed to perform NMF, and have 4 
been applied to a vast range of different datasets. Given this diversity, it is difficult to 5 
generalize their performance. However, it has been reported by some researchers that the 6 
multiplicative updates converge relatively slowly [189, 232], especially when performed on 7 
dense matrices, and that they tend to get stuck in poor local minima [232], particularly for 8 
large scale problems. It was reported in [230] however that their computational load 9 
requirement is low relative to other techniques. 10 

Modifications have been proposed to the multiplicative approach. In [238], it was 11 
demonstrated that by scaling µG and µB by a value greater then one for the additive gradient 12 
descent version of the multiplicative updates, such that G and B are updated further along the 13 
direction of the negative gradient at each iteration, the convergence of the resultant algorithm 14 
is accelerated compared to the regular multiplicative updates. Similarly, it has been suggested 15 
in [237] to employ an exponent to each update to control the convergence rate, which can be 16 
similarly accelerated if the value of the exponent is greater than one. This approach was also 17 
proposed for the multiplicative updates in [239] to aid in the sparsification of the factors.  18 

Multiplicative update rules were also proposed for CNMF with CKL(·) in [224] and 19 
with CSED(·) in [228], for each of which effectively T NMF sub-problems are solved. In [224], 20 
at each iteration of CNMF, each NMF sub-problem generates an update for B(t) and a G 21 
update. Since the G matrix is shared by each of the T columns of each basis function, the 22 
average of the T updates is applied to G. Similar updates were derived for 2-D CNMF in 23 
[240]. 24 

A number of NMF optimization schemes have been proposed specifically for the 25 
CSED(·) cost function. Alternating Nonnegative Least Squares (ANLS) [241] is one general 26 
approach. For ANLS, methods for finding the least squares solution to a system of linear 27 
equations under a non-negative constraint, known as Non-Negative Least Squares (NNLS), 28 
are employed to find the G and B. ANLS has the property of guaranteed convergence to a 29 
stationary point of CSED(·), which is a stronger convergence property than the multiplicative 30 
updates for CSED(·), but conventional NNLS methods are slow when straightforwardly applied 31 
to typical NMF problems [168, 242]. To improve the computational efficiency of ANLS 32 
while preserving its appealing convergence property, a number of NNLS methods have been 33 
customized for ANLS, for instance in [231], and in [242].  34 

Traditional techniques for unconstrained optimization with modifications for 35 
nonnegative constraints have also been investigated for NMF with the CSED(·) cost function. 36 
One such technique is Projected Gradient Descent (PGD) [230]. Basic PGD updates, i.e. with 37 
a basic projection step to deal with unfeasible values of B and G, can be expressed as, 38 

     

€ 

G ← max[0,  G − µG[∇GCSED(A || BG)]] , (3.22) 



 61 

     

€ 

B ←  max[0, B  − µB[∇BCSED(A || BG)]] .
 (3.23) 

It is reported in [189], that for random initializations of B and G for a fixed stepsize, these 1 
updates converge to a factorization that is not very far from the original matrices; formal 2 
proof of convergence is difficult to prove given the nonlinear projection step. Their exist 3 
however, several strategies for choosing the optimal values for µG and µB at each iterative step 4 
such that the cost function is minimized along a computed negative gradient direction and the 5 
non-negativity of the factors is preserved; in many cases, convergence to a stationary point is 6 
guaranteed [230]. Specific approaches include the ARMJO method in [230], the interior point 7 
method [239], a fast Newton-type PGD in [243]; PGD for large scale NMF problems is 8 
addressed in [244].  9 

Alternating Least Squares (ALS) is another method for estimating B and G for the 10 
CSED(·) cost function [189]. The ALS updates rule is obtained by setting the partial derivatives 11 
of CSED(·) with respect to G and B to zero, and then solving for G and B, with a basic 12 
projection step for negative values. The ALS updates are expressed as follows,  13 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G ← max[0, (BTB)−1(BTA)] ,  (3.24) 

     

€ 

B  ← max[0, (GAT)(GGT)−1] .
 

(3.25) 

Unlike ANLS, the projection step of ALS makes formal convergence analysis of this 14 
approach non-trivial, which is discussed further in [189], though the convergence of the ALS 15 
algorithm is observed in practice [189].  16 

The matrix inversions of the ALS updates can be problematic; the underlying matrices 17 
may be ill conditioned, and inversion is a computational expensive operation. An alternative 18 
approach based on ALS that does not entail a matrix inversion is to minimize R local least 19 
square cost functions instead of the global cost function [245]. These cost functions are given 20 
as,  21 

 
        

€ 

C
SED

r (A(r) , brgr) = 1
2 A(r)− brgr

T
F

2   for r = [0, 1, …R−1], (3.26) 

where br is the rth column of B,       

€ 

gr
T  is the corresponding row of G, and 22 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A(r)  = A - bjg j
T

j≠ r
∑ . (3.27) 

Each sub-problem corresponds to computing a distinct column of B and a corresponding row 23 
of G respectively, which corresponds to the interpretation of BG as being composed of the 24 
summation of R rank 1 matrices. These R local cost functions are minimized successively by 25 
alternating least squares updates, which are derived similarly to those for ALS. This approach 26 
is referred to as Hierarchical Alternating Least Squares (HALS) [245].  27 

Various ANLS techniques were experimentally compared in [242] to both ALS and 28 
multiplicative updates for the CSED(·), for the NMF of synthetic data. The results of the study 29 
show that ANLS takes significantly less time to converge while achieving the same or lower 30 
value of the cost function as both ALS and the multiplicative updates, which have comparable 31 
performance. In [246], HALS and multiplicative NMF for CSED(·) where compared, and they 32 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were shown to have approximately the same computational load in terms of floating point 1 
operations, but HALS was demonstrated to have faster convergence speed, especially for 2 
dense matrices. To improve the performance of both algorithms, it is proposed in [246] that 3 
for each iterative step B should receive more than one update, i.e. B should have more inner 4 
iterations than G, which was demonstrated on text and facial image data to result in faster 5 
convergence for HALS, the multiplicative updates, and PSD algorithms. This modification 6 
was also shown to significantly reduce the disparity in performance between the ANLS 7 
methods and the multiplicative updates for CSED(·) and HALS. 8 

Another scheme for NMF, which is related to Simultaneous Multiplicative Algebraic 9 
Reconstruction Techniques (SMART), that is applicable to a wide variety of cost functions 10 
was proposed in [234]. For this approach, B and G are estimated using multiplicative 11 
Exponentiated Gradient (EG) descent updates, given for CKL(·) as,  12 

 
      

€ 

G ← G exp µG BTIn A
BG( )( )( ) ,  (3.28) 

 
      

€ 

B ← B  exp µB In A
BG( )GT( )( ) .

 (3.29) 

Like the multiplicative NMF update framework, the multiplicative EG descent NMF approach 13 
was applied to a host of different, typically generalizing, cost functions in [234]. Compared to 14 
the multiplicative updates, the EG updates were demonstrated to produce sources with better 15 
fidelity for the benchmark data provided in [233]. 16 

Newton updates have also been applied to the NMF problem for a wide variety of cost 17 
functions [245, 247]. Incorporating a projection step, the general form of the Newton update 18 
for NMF may be expressed as,  19 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G ← max[0, G - [[∇G
2C(A || BG)]−1∇GC(A || BG)]] ,  (3.30) 

   

€ 

B ← max[0, B - [[∇B
2C(A || BG)]−1∇BC(A || BG)]] .

 
(3.31) 

The Hessian matrices in these updates i.e. the second derivatives, may need to be regularized 20 
to mitigate the effects of ill-conditioning, which leads to what is known as Quasi-Newton 21 
updates [248]. The Quasi-Newton NMF updates generally produce fast convergence for a 22 
relatively high computational load. As stated in [232] however, it may be necessary to steer 23 
the solutions away from local minima’s of the cost function to produce a useful solution. 24 

A multilayer framework for computing the NMF was presented in [249] that aims to 25 
mitigate the problems of ill conditioning and poor local minima that beset NMF in certain 26 
applications. For this approach A is factorized through L successive NMF decompositions, 27 
which can be computed using any of the above-discussed methods. For the first NMF, A is 28 
factorized as above to produce A ≈ B(1)G(1), where the factors B(1) and G(1) have the same 29 
dimensions as B and G above. Then for the next NMF, the gain matrix from the first 30 
decomposition, G(1), is decomposed to yield G(1) = B(2)G(2), where B(2) is a R × R nonnegative 31 
matrix, and so on until G(L) = B(L)G(L); the factors are initialized with nonnegative random 32 
values each time. The resulting factorization can then be expressed as,  33 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 A  = (B(1)B(2)
…B(L))G(L)  + E. (3.32) 

By multiplying the consecutive B terms a conventional bi-linear NMF approximation of A is 1 
attained. The multiplayer procedure for computing the NMF has been demonstrated to 2 
significantly improve the fidelity of the source separations achieved by various NMF 3 
optimization schemes under various cost functions and auxiliary constraints [234, 239, 245, 4 
250], for the benchmark data provided in [233]. 5 

NMF under the Itakura-Saito based cost function, i.e. CIS(·), was analyzed in a 6 
statistical framework in [251]. From this analysis, a new optimization procedure based on 7 
SAGE (space–alternating generalized expectation-maximization), guaranteeing convergence 8 
to a stationary point, was proposed. This SAGE-NMF approach was demonstrated to 9 
converge slower than the multiplicative updates for β → 1, with both algorithms having 10 
comparable computational load. A benefit of SAGE-NMF however is its underlying statistical 11 
framework, which allows for priors on B and G, with which maximum a posteriori estimation 12 
can be performed. Relatedly, a Bayesian treatment of NMF was given in [252], in which the 13 
likelihood function assumed the elements of E are i.i.d. zero mean normally distributed, and 14 
exponential priors are assumed for B and G. An efficient Gibbs sampler was then derived to 15 
estimate the posterior densities of B and G. This approach was evaluated on chemical shift 16 
image data and was demonstrated to have a faster convergence rate, and to reach a lower 17 
value of the objective function, than the corresponding multiplicative NMF update algorithm. 18 

A number of techniques for initializing the factors B and G before the NMF 19 
optimization procedure commences such that more unique or better decompositions are 20 
obtained have been proposed; see [253] for a review. Typically these approaches involve 21 
populating B with values extracted from A before the NMF is performed, and are particularly 22 
useful for large data sets [232]. One approach [254] involves performing a spherical k-means 23 
clustering of the columns of A to compute R centroids, which then initialize the columns of B 24 
resulting in faster initial convergence. Noting the computational cost of spherical k-means, a 25 
number of efficient initialization schemes were proposed in [255]; for example, each column 26 
of B is populated with an average of a random sampling of the columns of A. In [256] three 27 
initialization techniques based on PCA, fuzzy clustering, and Gabor wavelet functions are 28 
proposed and evaluated, while in [257] an ICA based initialization scheme is proposed and is 29 
demonstrated to allow for better performance than comparable techniques. In addition, a SVD 30 
based initialization approach is described in [258], and it is proposed in [259] to use a genetic 31 
algorithm based approach to enhance initialization.  32 

Most of the above NMF optimization techniques can be customized to deal with 33 
auxiliary constraints on B and/or G, with the most common modification being scaling 34 
constraints to mitigate trivial satisfaction of the constraints; a general discussion about this 35 
topic can be found in [171, 189] for the multiplicative updates, in [191] for EG updates, and in 36 
[250] for ALS. In particular, NMF with an auxiliary sparsity constraint on G has been 37 
frequently addressed in the literature. In [215], it is proposed to minimize the NNSC cost 38 
function, defined in (3.10), using a multiplicative update rule for G and a PGD update for B, 39 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which involves a rescaling of the columns of B to unit norm to prevent trivial satisfaction of 1 
the sparsity constraint. By using a PGD update for B, the cost function is guaranteed to be 2 
non-increasing for each update. For CNMF with a sparsity constraint in [227], it is also 3 
proposed to employ a multiplicative update for G and a PSD update for B(t), again preserving 4 
the non-decreasing convergence property. In contrast, the sparse NMF (SNMF) algorithm 5 
proposed in [216] uses multiplicative updates for both B and G. While the convergence of this 6 
algorithm was observed in practice, a formal proof of a non-decreasing cost function is not 7 
provided. Similarly in [260], multiplicative updates rules are derived for Sparse CNMF, again 8 
without a formal proof and with convergence observed in practice. Sparse ANLS is proposed 9 
in [261] with a convergence property to a stationary point guaranteed. In [218] a number of 10 
algorithms for various different sparsity regularizations of the CSED(·) cost function are 11 
evaluated. Sparsity constraints and PSD are discussed in [262]. 12 

3.3 Monaural Sound Source Separation 13 
The objective of Monaural Sound Source Separation (MSSS) is to estimate an arbitrary 14 
number of sound source signals from a single mixture, y(n), of these sources. In this chapter, 15 
we restrict ourselves, without loss of generality, to two sources, which are denoted as x1(n) 16 
and x2(n). Taking y(n) to be the linear superposition of the sources gives, 17 

     

€ 

y(n) = a1x1(n) + a2x2(n) + w(n) , (3.33) 

where it is assumed that a1 = a2 = 1, and where w(n) denotes independently and identically 18 
distributed (i.i.d) noise, distributed according to some Probability Distribution Function 19 
(PDF), an example of which is specified in section 3.3.2. Before proceeding to describe 20 
model-based MSSS, we first give an overview of the source-driven approach of CASA. 21 

3.3.1 Computational Auditory Scene Analysis  22 
The underdetermined nature of MSSS coupled with the lack of spatial information has meant 23 
that computational MSSS is considered a relatively difficult problem in the field of digital 24 
signal processing. The human auditory system on the other hand is very effective at hearing 25 
out individual sources of sound from a monaural mixture of sound sources, i.e. the cocktail 26 
party problem [263]. Auditory Scene Analysis (ASA) [264] is believed to be the process by 27 
which the human auditory system achieves this feat. ASA is based on Gestalt grouping 28 
principles, for which harmonicity cues such as frequency/amplitude co-modulation and non- 29 
harmonic cues such as common onset/offset serve to partition a time-frequency representation 30 
of a sound mixture into perceptually meaningful elements, which are linked over time to 31 
produce an auditory stream corresponding to a source signal of interest [264]. Computational 32 
ASA (CASA) [163-165] attempts to emulate ASA by computational means. CASA 33 
algorithms seek to exploit the grouping mechanisms that underlie ASA to perform source 34 
separation in a spectral representation, which can be psycho-acoustically motivated so as to 35 
approximate the early processing performed by the human auditory system [265]. Some 36 
specific CASA approaches include the use of common onset/offset cues [160] and 37 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amplitude/frequency co-modulation cues [161] to group localized segments of the time- 1 
frequency energy of a speech signal, with temporal cues such as pitch used to connect spectral 2 
elements to achieve a separation [161, 162]. Currently, the main drawbacks of CASA are 3 
difficulty in dealing with unvoiced speech, and the dependence on multi-pitch detection 4 
algorithms, for which discerning between overlapping pitch contours is problematic [266]. 5 

Another drawback of CASA is the ad hoc nature of the resulting algorithms, which are 6 
comprised of heuristically defined grouping rules based on the natural cues of speech signals. 7 
Model-based algorithms in contrast, which are described in detail in the next section, attempt 8 
to learn the characteristic spectral features of each of the sources in a mixture in a systematic 9 
machine learning/probabilistic framework [152]. This approach therefore allows for a priori 10 
training and statistical tractability, albeit for speaker dependence. In order to create MSSS 11 
algorithms with better overall characteristics, there have been attempts [267-273] to combine 12 
aspects of CASA, such as speaker independence, with some of those of model-based 13 
approaches. For instance, in [267, 268] a speaker independent MSSS algorithm is presented 14 
that first trains, in an offline manner, a probabilistic model that is tasked with generalizing the 15 
sound source separation process as performed using various CASA grouping rules. Learning 16 
is performed by optimizing the parameters of this model with respect to sound source 17 
separation performance, which is measured by comparing the separations achieved by the 18 
model on numerous artificially created mixtures of different speakers with an optimal 19 
separation of the sources. The resultant model is then applied to the spectrogram of a mixture 20 
where, driven by the constraints imposed by training, it clusters time-frequency points to 21 
effect speaker independent source separation. The resulting separations from this approach are 22 
rated as acceptable, but this algorithm has a large hardware resource requirement. Modeling 23 
the human speech production mechanism, that is, modeling the vocal tract as a time-varying 24 
filter that is excited by the signal produced by the vocal folds or hiss, has also facilitated a 25 
hybridized source-/model-driven approach to MSSS, which is described in [271, 272, 274]. A 26 
priori modeling of speech features has also been endowed with perceptual semantics, for 27 
instance, in [270], it is hypothesized that humans memorize semantic information in the form 28 
of learned spectral patterns that is then leveraged for separation; this topic is also discussed in 29 
[275]. 30 

3.3.2 Spectral Representations for Model-based MSSS 31 
In this section, we discuss the various spectral representations, and the associated mixing 32 
models, in which model-based MSSS algorithms operate. Spectral representations are 33 
ubiquitous in model-based MSSS because they represent speech/music signals sparsely and 34 
elucidate their regularity, i.e. those distinctive features attributable to harmonicity and 35 
onsets/offsets. These properties make spectral representations amenable to inference, or low- 36 
rank matrix factorization, because they allow a source to be modeled by a small set of 37 
characteristic spectral features, resulting in compact and distinct source models, which are 38 
effective at discriminating their sources features in the mixture. Also in this section we 39 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discuss some of the issues that influence the choice of a particular spectral representation, and 1 
the consequences for the resulting inference problem or matrix factorization problem. 2 

To begin, we define the STFT Ξ ( f, k) (complex) of a signal ξ (n) as  3 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Ξ( f, k)= ξ(km+s)q(s)exp(-j2πfs/N )
s =0

N −1

∑ . (3.34) 

for discrete frequencies f = 0, 1, …, N–1, for frames k = 0, 1, 2, …, where N is the time- 4 
domain frame length in samples, and q(·) is a length-N analysis window function that 5 
advances with the frames in steps of size m, and contains a symmetric tapering function that 6 
serves to mitigate spectral leakage inherent to finite window length analysis. In what follows 7 
m = N/2 unless otherwise stated. In this section, we ignore noise, which will be dealt with in 8 
the following section. 9 

From the linearity of the STFT the mixture in (3.33) can be expressed in the time- 10 
frequency domain as,  11 

   

€ 

Y ( f , k) = X1( f , k) + X2( f , k) , (3.35) 
which can be expressed equivalently in polar complex number format as, 12 

   

€ 

Y ( f , k)∠Y ( f , k) = X1( f , k)∠X1( f , k) + X2( f , k)∠X2( f , k) , (3.36) 

where |·| denotes the absolute value of a complex number and ∠ denotes the phase angle of a 13 
complex number. Despite the fact that this representation follows from (3.33), and conserves 14 
source additivity, it is seldom used for MSSS, with phase invariant spectral representations 15 
generally being preferred.  16 

Before describing such representations, we first make a few general comments. Phase 17 
invariant spectral representations are approximate, and their use generally implies that only 18 
the spectral content of the sources is estimated. This practice is justified by perceptual 19 
principles, which state that the human auditory system is relatively insensitive to phase [276- 20 
278]. As such, when synthesizing a time-domain rendition of an estimate of the spectrogram 21 
of a source, it is common practice to substitute the mixture phases for the source phases, a 22 
process which entails pairing this estimate with the mixture phases, followed by polar to 23 
Cartesian complex number format conversion, and then transforming the resultant complex 24 
frequency response using the Inverse STFT (ISTFT), which consists of the IDFT, overlap and 25 
add, and in certain cases, a synthesis window. In this thesis, we employ a phase invariant 26 
spectral representation and adopt this approach to source synthesis; we therefore ignore source 27 
phase estimation. However, it is worth mentioning that large deviations from the source 28 
phases can produce significant perceivable distortion, as noted in [279, 280] for instance. This 29 
has motivated some recent efforts to take account of, or estimate, the phase information of the 30 
sources, in addition to their spectral information; some of this work is documented [281-285].  31 

To mathematically elucidate the approximate nature of phase invariant spectral repres- 32 
entations, we take the square of (3.35) which gives, 33 

   

€ 

Y ( f , k) 2 = X1( f , k) 2+ 2X1( f , k) X2( f , k) cos(θ ( f , k)) + X2( f , k)
2 , (3.37) 
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where θ(f , t) is the phase difference between the two sources at frequency bin f and frame t. It 1 
is apparent that the presence of the cross-term obstructs a mathematically sound phase in- 2 
variant spectral representation. If it is assumed however that the signals x1(n) and x2(n) are 3 
uncorrelated, i.e. E[x1(n)x2(n)] = 0, the cross-term in (3.37) tends to zero as the frame length N 4 
tends to infinity; thus, rendering a phase invariant spectral representation that preserves the 5 
additivity of the sources. However, an infinitely long window implies the loss of all temporal 6 
information. To create a practical phase invariant spectral representation that preserves source 7 
additivity, it is common in speech enhancement to assume that the cross-term in (3.37) is 8 
negligible over the short term, which gives rise to,  9 

   

€ 

Y ( f , k) 2 ≈ X1( f , k) 2 + X2( f , k) 2, (3.38) 

which is known as the power spectrogram. If it assumed that the source signals are stationary 10 
over a short interval of time, i.e. N, which generally holds for speech signals over intervals of 11 
20-30 ms, each spectral frame of the power spectrogram of a source can be considered the 12 
PSD for that source over that interval. This representation therefore suggests a Weiner based 13 
approach to MSSS [166, 286], similar to Weiner-based speech enhancement [287], by which, 14 
in a frame-wise manner, the power spectrogram of the sources are estimated to construct a 15 
pair of Weiner filters, each of which is then applied to the mixture in order to render estimates 16 
of the sources. Such a framework is appealing for model-based MSSS because it is generally 17 
not possible to construct an adequate estimate of a source signals PSD directly from its source 18 
model alone [275, 288]; this topic will be discussed in greater detail in the next section. 19 
However, such estimates are typically adequate to construct a Weiner filter for each source, 20 
which can then be applied to Y(k, f ) to estimate the sources. While this framework is regularly 21 
invoked for MSSS based on its performance alone, particularly for matrix factorization 22 
techniques, a theoretical justification for adaptive Weiner filtering in the context of 23 
probabilistic model-based MSSS is provided in [166]; this will be outlined in the next section.  24 

Another useful phase-invariant, approximate spectral representation is the magnitude 25 
spectrogram, given as, 26 

 

€ 

Y ( f , k)  ≈ X1( f , k)  + X2( f , k) . (3.39) 

This representation simply ignores the cross-term, though is nonetheless widely used for 27 
speech enhancement [289]. Moreover, under the aforementioned Windowed Disjoint Ortho- 28 
gonality (WDO) assumption [153, 155], which can be expressed as,  29 

     

€ 

0 = X1( f , k)X2( f , k) ,  (3.40) 

the following is implied,  30 

 

€ 

X1( f , k) + X2( f , k)  = X1( f , k)  + X2( f , k) ,  (3.41) 

and as such, WDO offers a justification for (3.39) indeed, it similarly justifies the power 31 
spectrogram representation in (3.38). Additionally, WDO implies that phase estimation is 32 
superfluous if given a spectral representation of each source and the mixture phases, offering 33 
an empirical justification for the practice of mixture phase substitution. The extent to which 34 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the WDO assumption holds was investigated in [155] with respect to various mixture orders 1 
and to the parameters related to the STFT i.e. N, m and p. In general, it was found that speech 2 
signals approximately satisfy WDO, with the empirical veracity of this assumption depending 3 
primarily on the mixture order (proportionally) and reverberation. In particular, it was found 4 
that WDO is maximized (93.6 % WDO) for pair wise mixtures (M = 2) of anechoic speech 5 
signals sampled at 16 KHz for window lengths of 64 ms (N = 1024 samples), overlap of 32 6 
ms (M = 512 samples) and for hanning-type analysis windows. 7 

Another phase invariant spectral representation is the log spectrogram, given as,  8 

   

€ 

log Y ( f , k) 2( ) = log X1( f , k) 2 + X2( f , k) 2( ) . (3.42) 

This representation is often approximated for MSSS as, 9 

   

€ 

log Y ( f , k) 2( ) ≈ max log X1( f , k)
2( ), log X2( f , k) 2( )( ) . (3.43) 

This is referred to as the log-max assumption [152] or alternatively in [290] as mixmax, and it 10 
was empirically demonstrated in [152, 291] and a theoretical justification is given in [290]; it 11 
can also be justified by appealing to WDO. Modeling the mixture using the log-max 12 
assumption implies that each of its log spectral frames is the point-wise maximum of the log 13 
spectral frames generated by the sources. The log-max assumption therefore (and the WDO 14 
assumption) implies that for each source in a mixture there is a binary time-frequency mask 15 
that when multiplied by Y ( f, k) recovers the STFT of that source. It has been argued therefore 16 
that computing the binary time-frequency masks of the sources such that they may be applied 17 
to the mixture in order to render the sources is a reasonable computational goal for MSSS 18 
algorithms [152, 155, 291, 292]. Given the limitations of source models, the time-frequency 19 
masks are often constructed by using the realizations of the source model estimates as interim 20 
estimates that are then used to construct a binary time frequency mask for each source. In 21 
[152, 291], for instance, the masks are constructed according to the point wise maximum of 22 
the source model realizations.  23 

A perceptually objectionable side effect of binary time-frequency masking however is 24 
tone like noise in the resulting time-domain signals, which is referred to as musical noise 25 
[293]. Musical noise arises due to isolated peaks and ridges of spectral energy in the resulting 26 
source spectrograms due to hard assignment of the time-frequency points, and the 27 
approximate nature of the WDO/log-max assumptions. This phenomenon has motivated soft 28 
mask approaches to MSSS [294-296], (the Weiner based approach discussed above may also 29 
be construed as a soft mask technique) which are discussed in section 3.3.3.2. 30 

Model-based MSSS algorithms that operate in perceptually motivated spectral repres- 31 
entations have also been proposed. These representations accentuate characteristics of the 32 
sources that are known to be perceptually important, and are thus used to attain perceptually 33 
optimized source separations. One such representation is the Mel-scale frequency 34 
representation, used for MSSS in [288, 297], in which the frequency axis is scaled in 35 
accordance with the perceptually relevant Mel scale. Another is described in [298], where a 36 
perceptually motivated transformation is proposed which maps the columns of the STFT of a 37 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speech source into a domain in which important perceptually aspects of speech sources are 1 
accentuated. In the same spirit, model-based MSSS was performed in an altered version of the 2 
Bark-scale scaled wavelet domain packet decomposition in [299]. In [300], a multi-window 3 
STFT approach is presented, which allows for analysis of spectral features at different time 4 
scales.  5 

3.3.3 Probabilistic Model-based MSSS 6 
In this section, we describe probabilistic model-based MSSS. This description is divided over 7 
two sub sections, namely, 3.3.3.1 and 3.3.3.2. In 3.3.3.1, we formulate model-based MSSS in 8 
a general probabilistic framework; in parallel, we also describe a well-known model-based 9 
approach that is conformable with this approach. This subsection is adapted from [166, 275, 10 
301, 302], in particular [167], in which the various techniques that constitute probabilistic 11 
model-based MSSS are neatly generalized as a probabilistic inference problem or through the 12 
Bayesian formalism; we also discuss in 3.3.3.1 some Bayesian estimators that have been 13 
deployed to estimate the sources. Subsection 3.3.3.1, also forms the basis for 3.3.3.2, in which 14 
we review probabilistic model-based MSSS algorithms. In section 3.3.3.2, we discuss the 15 
algorithms with respect to their mixing model, source model, and the estimator employed. 16 
Figure 3.1 contains a schematic diagram of model-based MSSS, (adapted from [303]) in 17 
which it is characterized as being comprised of two stages, namely, source model training and 18 
separation.  19 

3.3.3.1 Model-based MSSS as an inference problem 20 
In this section we formulate model-based MSSS in a general probabilistic framework. This 21 
formulation is accompanied by a specific example based on Gaussian Mixture Modeling, 22 
which is a popular source model structure in this class. To this end, for generality, we let y(k) 23 
denote a N/2 + 1 nonnegative vector corresponding to the N/2 + 1 unique values (hermitian 24 
symmetry) of the kth frame of some unspecified spectral representation of the mixture y(n), 25 
and likewise for the source vectors, x1(k), x2(k), and the noise term, w(k); possible spectral 26 
representations are discussed in the preceding section.  27 

In a probabilistic setting, the mixture is conventionally modeled by specifying a 28 
likelihood function, which expresses the likelihood of the mixture given the sources, and in 29 
the case of an additive mixing model can be expressed as,  30 

           

 
Figure 3.1: Block diagram of model-based MSSS. 
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€ 

p(y(t) x1(t), x2(t)) = pw(y(t) − x1(t) − x2(t)), (3.44) 

or in the alternate case of the log-max/mixmax model the likelihood function is given as,  1 

     

€ 

p(y(k) x1(k), x2(k)) = pw(y(k) − max[x1(k), x2(k)]) . (3.45) 

The likelihood function, p(y(k)| x1(k), x2(k)), accounts for the uncertainty regarding the noise 2 
term w(t), which is characterized by the PDF pw(·); the likelihood function can also be used to 3 
characterize error attributable to the mixture model. An example pw(·), is the Gaussian distrib- 4 
ution, i.e. pw(w(k)) = N(w(k); µw, σw), where the mean and variance terms, µw and σw 5 
respectively, are shared across frequency. In the absence of noise, and/or error, the likelihood 6 
function can be expressed using the Dirac delta function. 7 

The difficulty in solving the MSSS problem blindly or in an unsupervised fashion can 8 
be demonstrated by considering the Maximum Likelihood (ML) estimate of the sources, 9 
which is expressed as,  10 

 
      

€ 

(ˆ x 1
ML(k), ˆ x 2

ML(k)) = argmax
        x1( t), x2( t)

 p(y(k) x1(k), x2(k)) , (3.46) 

where     

€ 

ˆ x 1
ML(k)  and     

€ 

ˆ x 2
ML(k)  denote the ML estimates of x1(t) and x2(t) respectively. Ignoring 11 

noise, it is evident, for example, that owing to its underdetermined nature,     

€ 

ˆ x 1
ML(k) = z  and 12 

    

€ 

ˆ x 2
ML(k) = y(k) − z  for any z are solutions to this problem. Note that ML problems are convent- 13 

ionally solved by finding the values of the parameters, source estimates in this case, that 14 
maximize the log likelihood function, which can be solved analytically if its derivative with 15 
respect to the parameters is available in closed form, but is more generally computed using an 16 
optimization procedure, such as the Expectation Maximization (EM) algorithm [304]. 17 

From a Bayesian perspective it is natural to consider incorporating additional infor- 18 
mation concerning the sources in order to constrain the set of solutions, which leads to model- 19 
based MSSS; acknowledging however, that this represents a much stronger assumption than 20 
conventional BSS assumptions and a commensurate loss of generality. Continuing the general 21 
probabilistic formalism, such information can be introduced by specifying a prior distribution 22 
over the sources, and is denoted by p(x1(k), x2(k)), which factorizes to p(x1(t))p(x2(t)) 23 
assuming the independence of the sources. As a specific example of a source model structure, 24 
we consider a Gaussian Mixture Model (GMM), by which, as described in [166], each power 25 
spectral frame of a source is considered a realization from a N/2 + 1 dimensional zero- 26 
centered Gaussian that is selected from a weighted set of such Gaussians. The prior 27 
distributions are expressed, in this case, as, 28 

 
    

€ 

p(X1( f , k) 2) = ϖ1
iN (X1( f , k)

2  ∑1
i)

i=1

J

∑ ,   p(X2( f , k)
2) = ϖ2

jN (X2( f , k)
2  ∑2

j)
j=1

J

∑ ,   (3.47) 

where the pair of sets 

€ 

{ϖ1
i}i=1
J ,

€ 

{∑1
i}i=1
J , and 

€ 

{ϖ2
j} j=1
J ,

€ 

{∑2
j} j=1
J  contain, respectively, J matching 29 

weights and diagonal covariance matrices (as they are considered in the frequency domain, 30 
they each contain a PSD) for the GMMs, indexed by i, j, respectively, with 31 

€ 

∑i=1
J ϖ1

i  = ∑ j=1
J ϖ2

j  = 1. 32 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The priors or source models express source specific knowledge that is learned during 1 
an offline training stage, during which their parameters are optimized to fit the statistics of 2 
their respective source’s training data. This entails the availability of prior knowledge or 3 
training data, which typically takes the form of isolated examples of each sound source, which 4 
for speech mixtures comprises of isolated utterances of each speaker. Ideally, each prior 5 
should be an exact generative model for its source; however, the broad range of variability 6 
inherent to speech or musical sound sources has meant that this is an unrealistic goal, some of 7 
the implications of which where discussed in section 3.3.2. Nonetheless, it is desirable that 8 
each source model captures a maximal amount of the statistical variability exhibited by their 9 
source without sacrificing source specificity, i.e. closely approximate the generative model, 10 
such that the source priors satisfactorily represent their source during the subsequent inference 11 
procedure. In general, this requires that each sources’ training data be sufficiently represent- 12 
ative, and that the chosen source model structure is apt for the task of modeling sound 13 
sources. Considering now the training, per [166], of the GMMs specified in (3.47), the EM 14 
algorithm was employed to optimize the parameters of the source GMMs under the ML 15 
criteria to fit examples of short-time PSDs of their respective sources. This procedure results 16 
in a pair of GMMs each containing a set of J Gaussians, each of which express a characteristic 17 
spectral shape (PSD) of their source each weighted by their probability in the training data. 18 

The source priors and the likelihood function jointly specify a generative model for the 19 
mixture, and are combined using Bayes theorem to infer the joint conditional posterior 20 
distribution over the sources, given as, 21 

     

€ 

p(x1(k), x2(k)y(k)) ∝ p(y(k)  x1(k), x2(k))p(x1(k))p(x2(k)) , (3.48) 

where the posterior expresses the probability of the sources given the mixture; the 22 
normalizing constant is omitted for notational convenience. Intuitively speaking, the role of 23 
the priors in (3.48) is to encourage consistency with the source models while the role of the 24 
likelihood function is to encourage consistency with the mixture, such that a region of high 25 
probability in the posterior indicates source estimates that are consistent with both the priors 26 
and the likelihood. To infer the posterior, model-based MSSS algorithms conventionally 27 
combine the priors in a factorial architecture [305]. Using the example of GMM source priors, 28 
the factorial architecture assumes that each GMM evolves independently resulting in two 29 
independent state sequences. Inference then involves computing the posterior probability for 30 
each pair of states from each GMM, which in the case of an additive mixture model with 31 
Gaussian noise, is computed using the following analytical expression [166], 32 

     

€ 

p(i, j  Y ( f , k) 2) ∝ ϖ1
i  ϖ2

j  N (Y ( f , k) 2, ∑1
i  + ∑2

j  + σw
2 I). (3.49) 

Different assumptions regarding the generative model of the mixture will result in different 33 
expressions for the posterior, which is discussed further in the next section. 34 

Having inferred the conditional posterior distribution, a variety of point estimators may 35 
be deployed to obtain estimates of the sources. Two common estimators are the Maximum A 36 
Posteriori (MAP) estimator, which is defined by the following criteria,  37 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€ 

(ˆ x 1
MAP(k), ˆ x 2

MAP(k)) = argmax
        x1(k), x2(k)

 p(y(k)  x1(k), x2(k))p(x1(k))p(x2(k)) , (3.50) 

and the Posterior Mean (PM) estimator, which is defined by,  1 

 
      

€ 

ˆ x 1
PM (k) = E{x1(k)y(k)} = x1(k)p(x1(k)y(k))∫   dx1(k),   

ˆ x 2
PM (k) = E{x2(k)y(k)} = x2(k)p(x2(k)y(k))∫  dx1(k), 

 (3.51) 

where the marginal conditional posterior distributions of x1(t), and x2(t) are given as, 2 

 
  

€ 

p(x1(k)y(k))= p(x1(k),x2(k)y(k)) dx2(k),  ∫
p(x2(k)y(k))= p(x1(k),x2(k)y(k))∫  dx1(k),

 (3.52) 

and where each integral is computed over the range of the corresponding ‘nuisance’ source. 3 
The MAP source estimates are the most probable per the joint conditional posterior, and are 4 
found similarly to those of the ML problem in (3.46); indeed, for uninformative source priors 5 
such as uniform distributions, the MAP estimates are equivalent to the ML estimates. The PM 6 
estimator of a source, also known as the (Bayesian) Minimum Mean-Squared Error (MMSE) 7 
estimate, corresponds to the expected value of that source conditioned on the mixture, and 8 
requires computing an integral or more generally integrals. An important consideration for 9 
this estimator therefore is analytical tractability, which implies that the integrals in (3.51), 10 
(3.52) and the normalizing constant of (3.48) are available in closed form, which is a highly 11 
desirable property especially for high dimensional problems; although for analytically 12 
intractable problems, approximate techniques such as Monte Carlo Markov Chain (MCMC) 13 
[306] techniques are applicable. The MAP and PM estimators have different properties and 14 
generally give different estimates; as such, the choice of either estimator depends on their 15 
appropriateness to the specific problem. To highlight a particular issue, we consider a multi- 16 
modal conditional posterior over the sources; the MAP estimator will correspond to the mode 17 
or maximum probability of the distribution, which may, in certain cases, correspond to an 18 
isolated spike that is not representative of the majority of the posterior. The PM estimator on 19 
the other hand may correspond to a point with low probability, i.e. the expected value of a bi- 20 
modal distribution may reside in a valley between both peaks giving estimates with low 21 
probability. For a Gaussian distribution the MAP and PM estimators coincide.  22 

Returning once more to the GMM-based example, the MAP estimates of the sources 23 
can be expressed analytically as [166], 24 

 
  

€ 

ˆ X 1
MAP( f , k)

2
 = ∑1

ˆ i 

∑1
ˆ i  + ∑2

ˆ j  + σw
2 I

Y ( f , k) 2,    ˆ X 2
MAP( f , k)

2
 = ∑2

ˆ j 

∑1
ˆ i  + ∑2

ˆ j  + σw
2 I

Y ( f , k) 2 , (3.53) 

where 

€ 

ˆ i  and

€ 

ˆ j  indicate the pair of states from the source GMMs with the maximum 25 
likelihood per p(i, j | |Y(f , k)|2). As is apparent, if noise is excluded; in this case, using the 26 
MAP estimates of the sources may be construed as performing adaptive Weiner filtering, 27 
theoretically justifying this approach in this context. The PM estimate of the sources can also 28 
be expressed analytically [166] owing to the analytical tractability of this example,  29 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 (3.54) 

with the Gaussian likelihood function and the Gaussian state being conjugate pairs. The PM 1 
estimator for a source is the sum of J sums of J weighted adaptive Wiener filters, with the 2 
weighting for a pair of states i, j corresponding to the posterior p(i, j | |Y(f , k)|2), and with J 3 
adaptive Wiener filters for each of the J Gaussian states of the corresponding GMM. It is 4 
apparent therefore that this expression reflects the computation of the marginal conditional 5 
posterior distribution for each source.  6 

3.3.3.2 Review of Probabilistic Model-based MSSS algorithms 7 
In this section, we review various probabilistic model-based MSSS algorithms. The GMM 8 
approach featured in the preceding section was proposed in [166, 286], and corresponds to a 9 
power spectrogram representation in which the sources sum with Gaussian noise. An inherent 10 
limitation of GMMs is their scale insensitivity, which in the context of MSSS renders their 11 
Gaussian states insensitive to the occurrence of their spectral shapes at different scales 12 
throughout a mixture. This is addressed in [166], where an additional nonnegative scale 13 
parameter is introduced for each trained Gaussian. The resulting source models, referred to as 14 
Gaussian Scaled Mixture Models (GSMMs), can be regarded as GMMs with covariance 15 
matrices 

€ 

{a1
i⋅∑1

i}i=1
J , and 

€ 

{a1
i⋅∑1

i}i=1
J , and yield expressions for the PM and MAP estimators 16 

similar to those specified in (3.53)(3.54); a multiplicative update optimization approach is 17 
proposed to find the optimum gains, exploiting the non-negativity of the problem [307]. In an 18 
accompanying experimental evaluation/comparison of GSMM/GMM source models and the 19 
PM/MAP estimators in [166], for the task of separating monaural music mixtures, it was 20 
demonstrated that initially as the number of states in either the GMM or GSMM models 21 
increase, increasing the expressive power of the models, there is an increase in the quality of 22 
the separations for both estimators. This trend diminishes somewhat though after 16 23 
Gaussians, which is attributed to over-fitting and/or initialization issues related to the EM 24 
algorithm. It was also found that GSMM source models generally perform better than GMM 25 
models, though many exceptions exist. In terms of estimator criteria, for the GSMM case, the 26 
PM criterion gives slightly better results than the MAP, and for the GMM, the MAP gives 27 
modest performance, with the PM performing adequately. A downside of the PM estimator is 28 
its computational load, which is considerable greater than that of the MAP estimator.  29 

In [294-296, 308] the use of GMMs source models under the log-max assumption is 30 
examined. As above, the algorithms proposed in [294-296, 308] employ a GMM model for 31 
each source and use a factorial GMM architecture for inference, but unlike above, the mixture 32 
is modeled using the log-max assumption, whereby each log spectral frame of the mixture is 33 
the point-wise maximum of the realizations produced by the proposed pair of states. In [294, 34 
308] it is shown how the log-max assumption facilitates an analytical expression for the PM 35 
estimator. Also in [294] and earlier in [295], a soft mask approach is described, where instead 36 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of a hard assignment of the log-spectral energy of the mixture, a soft assignment is performed. 1 
The soft masks correspond to the probability that a source generated a certain time-frequency 2 
point, such that each of their elements attains a value between 0 and 1. Experimental compar- 3 
isons of these masks with a comparable log-max based Vector Quantization MSSS algorithm 4 
[291] that employs binary masking, show that the soft-mask estimates produce higher signal- 5 
to-interference ratios and higher subjective ratings per Mean Opinion Scoring (MOS). In the 6 
same context, a similar soft mask approach is proposed in [296], where it is shown that the 7 
PM estimator leads to a closed form filter, akin to the adaptive Weiner filter specified in 8 
section 3.3.3.1, which the authors term the soft mask filter; it is also shown that the binary 9 
mask is a simplified form of this soft mask filter. The soft mask filter is then compared to both 10 
the adaptive Weiner filter approach [166] and binary masking, and is shown to yield superior 11 
quality as measured using objective measures of speech quality. In [309] the use of univariate 12 
GMM source models in the Discrete Cosine Transform (DCT) domain is described. This 13 
source model structure allows for reduced computational complexity in comparison with the 14 
multi-dimensional GMM approaches; it also makes for analytical tractability, with the PM 15 
estimator being used to estimate the sources. Under the mix-max assumption, the problem of 16 
estimating sources that have different scales is tackled in [310]. 17 

GMM model-based MSSS was extended in [303, 311] to consider scenarios in which it 18 
may be operationally feasible to adapt trained source models to the mixture at hand; referred 19 
to as source-adapted models. This capability can be advantageous if the training data upon 20 
which the source model is trained is inadequate, i.e. not sufficiently representative of the 21 
source, or when the source models are class rather than source specific, i.e. a speech/music 22 
source model. This approach was exemplified for the task of separation of the singing voice 23 
from music [311]. A detector was described that can distinguish between intervals of music 24 
only, voice only, and both music and voice, such that the music/voice source model is adapted 25 
during music/voice only intervals, with the adapted models being used to separate the sources 26 
during the next detected period of both music and voice. In [303] a number of the issues 27 
related to this approach were discussed, including the allowed flexibility for the source- 28 
adapted models, and various techniques for updating the various parameters of the source- 29 
adapted GMM models within this context. It terms of performance, it was demonstrated that 30 
source-adaptation allows for approximately twice the separation performance, as measured 31 
using an objective speech quality measure, compared with no source adaptation; though the 32 
performance is negatively affected by detector inaccuracy. It can be concluded therefore, that 33 
the performance gain offered by this approach depends on both the availability, and accurate 34 
detection of, singular occurrences of the sources in the mixture. A further generalization of 35 
GMM model-based MSSS encompassing source-adapted models is described in [312]. 36 

Another common source modeling structure is the Hidden Markov Model (HMM). 37 
Essentially, for model-based MSSS, HMMs are used to extend the GMM source model 38 
structure by additionally modeling the transition probabilities between the GMM states. This 39 
model structure therefore admits temporal information concerning the sources to be 40 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considered, so that this information, along with the spectral information encoded within the 1 
Gaussians, influence the resulting inference problem, and possibly constrain the set of 2 
solutions further. This application of HMMs was first proposed by Roweis in [152], where 3 
each source HMM consists of (N/2 × 1) dimensional Gaussian states or emission probabilities, 4 
each of which, as above, encode a spectral feature of the source, and a state transition matrix 5 
that stores the state-to-state transition probabilities, which model the temporal dependencies 6 
between the Gaussians. These source models are trained by initializing the states of each 7 
HMM with Gaussian densities learned from fitting a GMM to the training data, before then 8 
learning the state transition matrix. The mixture is then decomposed in a factorial HMM 9 
architecture under the log-max assumption with nonnegative Gaussian noise; the MAP 10 
estimator of the sources is then used for the source estimates.  11 

Also addressed in [152] is the computational complexity of performing inference under 12 
the factorial HMM/GMM architecture. To adequately model the mixture under the log-max 13 
assumption, it is proposed to model each source with a HMM with a large number of 14 
Gaussian states, i.e. 8149 states for each HMM. However, inference in a factorial HMM 15 
architecture requires searching over each pair of states from each HMM, a computational task 16 
with a complexity that grows exponentially with the number of states. To tackle this issue it is 17 
proposed to exploit the log max assumption to mitigate searching over all pairs of states of 18 
each HMM. The specific aspect that is exploited is that the energy of the mixture provides a 19 
bound on the energy in each time-frequency point of each state, and thus, states which imply 20 
energy above this bound are precluded from the search space. Relatedly, in [313] it is shown 21 
how by modeling the sources using a set of small HMMs, each of which models a subband of 22 
their source, with coupling between adjacent HMMs, the number of HMM states for MSSS 23 
source–modeling can be reduced without a decrease in performance relative to full-band 24 
source models. 25 

HMMs were also incorporated into the GMM technique that was featured in section 26 
3.3.3.1. At the training stage, the parameters of the GMM where learned using the EM 27 
algorithm, after which the state transition matrix corresponding to the HMM are learned. 28 
Experimental results show that the HMM/GMM achieves similar performance to a GMM 29 
based source model approach, and requires greater computational load, suggesting that the use 30 
of a HMM to model the temporal GMM state dependencies is superfluous. A similar point 31 
concerning the utility of HMM in conjunction with GMM is made in [291]. Similar to the 32 
GSMM-based approach described above, the issue of scale insensitivity as it pertains to 33 
HMM-based source models is addressed in [314], where a scaled factorial HMM architecture 34 
is proposed to compensate for the gain differences that may arise between sources. It is shown 35 
that this approach outperforms existing scaled/unscaled VQ-based MSSS algorithms. The use 36 
of the MAP estimator for HMM source modeling is discussed in [315]. 37 

A number of model-based MSSS algorithms where proposed as part of the monaural 38 
speech separation and recognition challenge task that is described in [316], along with the 39 
proposed algorithms. The objective of this task was to recognize the speech of a target speaker 40 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in a monaural mixture also containing an interfering speaker. The speakers, both target and 1 
interfering, were constrained to be from a closed set, with each utterance from each speaker 2 
complying with the same restricted grammar set. Training data was provided for each speaker. 3 
The algorithm that produced the lowest Word Error Rate (WER) employed a Model-based 4 
MSSS technique based on graphical modeling [317-320]. This technique jointly models the 5 
spectro-temporal characteristics of the source and the temporal constraints of the sources 6 
pertaining to the allowed grammar of the task. The spectro-temporal characteristics were 7 
modeled using a HMM with Gaussian emission probabilities (as described above), while the 8 
grammar dynamics are modeled by grammar state transitions consisting of left to right phone 9 
models. The HMM and grammar transitions were then combined into a single source model, 10 
one for each speaker, by creating a graphical model in which each grammar state is 11 
associating with each HMM state through a state transition matrix, which is learned during 12 
training, such that the states of the HMM are conditioned on the grammar state. Then at the 13 
test stage, having identified the two speakers in a test mixture, the factorial graphical model 14 
architecture is employed for inference, for which the authors describe two efficient, 15 
customized, techniques, both of which find the most probable state paths for each source. It 16 
was demonstrated that grammar conditioning improves the Word Error Rate (WER) of the 17 
overall approach significantly in comparison with the HMM source modeling alone. 18 
Interestingly, this approach was demonstrated to achieve a slightly lower WER than human 19 
listeners. 20 

In [321] this task was addressed by training a HMM model on Mel-Frequency Cepstral 21 
Coefficients (MFCC) for each speaker for each word of the allowed grammar. The HMMs 22 
source are then combined in a factorial HMM architecture to infer the distribution of MFCCs 23 
for the mixture, which was performed in the power spectrogram domain by transforming the 24 
MFCCs. Estimates of the power spectrograms of the target and interference sources are then 25 
drawn from the MFCCs corresponding to the most likely state transition paths for each 26 
speaker, and are used to populate two adaptive Weiner filters which are applied to the mixture 27 
to synthesize either source. In [288, 322], it is proposed to adapt the source models to the 28 
speakers in the mixture, an approach somewhat akin to the source-adapted GMM approach 29 
discussed earlier [303], but without the availability of singular instances of the sources. Given 30 
the mixture, source-adaptation is performed by representing the space of speaker variation 31 
with a parametric source model. To temporally constrain the state path of each source-adapted 32 
model, within-phone temporal information is incorporated into each source model. While this 33 
approach achieves a higher WER than the two previously described algorithms, it 34 
incorporates less task-specific information, and hence, it better generalizes to other tasks. The 35 
computational speech of this approach was accelerated in [323]. 36 

Vector Quantization (VQ) is another widely studied approach to source modeling. VQ 37 
was first proposed for model-based MSSS in [291], in which the sources are modeled by 38 
codebooks that contain spectral features of the sources. These features or codewords are 39 
learned by vector quantizing the frames of the log-spectrogram of the sources training data  40 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REF DOMAIN SOURCE MODEL MIXTURE MODEL  SOURCE ESTIMATE 

[166, 
286],

 

Power spectrogram  
Guassian Mixture 
Model Factorial GMM  MAP and MMSE, 

[166] Power spectrogram 
Guassian Mixture 
Model Factorial GSMM MAP and MMSE 

[294, 308] Log spectrogram 
Guassian Mixture 
Model 

Factorial GMM, Log 
Max MAP and MMSE 

[152] Log spectrogram 
Hidden Markov 
Model-GMM emisions 

Factorial HMM, Log 
max MAP  

[321] Mel-Frequency 
Cepstral coeffiencts 

Hidden Markov Model Factorial HMM Wiener Filter 

[317-320] Log spectrogram Graphical model Factorial Graphical 
modeling, log max MAP 

[291] Log spectrogram  Codebook Factorial Vector 
quantization, log Max MAP 

      Table 3.1 : Summary table listing some aspects of tha main probabilistic-based approaches to model-based MSSS. 1 
using a clustering algorithm, such as k-means, or if this approach is formulated in a 2 
probabilistic setting, as it is [291], using the EM algorithm. Similar to GMM/HMM source 3 
modeling, each codeword of the codebook can be considered a discrete state of the source, 4 
though now with deterministic realizations. To separate the mixture, the factorial architecture 5 
was extended to VQ under the log-max assumption with nonnegative Gaussian noise, 6 
whereby the pair of codewords from each codebook that best fit the current mixture frame are  7 
found. To mitigate under or over estimation of the mixture due to the finite number of 8 
codewords in the codebooks, without overly increasing the number of codewords, a binary 9 
mask is constructed to reconstruct each source based on the point-wise maximum of the 10 
selected codewords; this approach to source reconstruction is referred to as MAXVQ. 11 
Similarly to [152], to reduce the size of the search space, the log-max assumption is exploited 12 
to preclude certain codeword combinations from representing the mixture. The author reports 13 
that although the VQ approach does not incorporate temporal constraints, it has comparable 14 
performance to MSSS algorithms that do, such as [152]. Computational efficiency of VQ 15 
model-based MSSS is the topic of the work presented in [324], where a fast hierarchical VQ 16 
procedure for model-based MSSS is proposed, and also in [325], where two search heuristics 17 
are proposed to reduce the computational burden of VQ model-based MSSS. CASA and 18 
MAXVQ are combined in [326] to address the monaural speech separation challenge. 19 

In [288], a VQ model-based MSSS system is proposed that trains a large codebook for 20 
a single target source, and then aims to estimate this source’s contribution to a mixture also 21 
containing non-stationary noise by approximating the mixture using the vectors in the 22 
codebook; the idea being that each mixture frame will be approximated, or vector quantized, 23 
with respect to the codebook, such that the spectral feature corresponding to the chosen 24 
codeword will approximate the source leaving the interference. The authors show that a 25 
prohibitively high number of codeword’s are required to learn an adequate codebook for this 26 
task; adequate in the sense that an acceptable quality reconstruction of the source is achieved. 27 
This approach was then extended to incorporate temporal information between the 28 
codeword’s, using a HMM, which resulted in slightly improved performance. Similar results 29 



 78 

were obtained from applying this approach in the Mel-scale frequency domain, though the 1 
authors report that some reconstructions sounded more pleasant. The authors also investigate 2 
the use of a phase vocoder representation to mitigate problems associated with the use of the 3 
original mixture phase to synthesize sources. A similar VQ technique, with a codebook 4 
containing a few orders of magnitude more codewords was investigated in [327]. Given the 5 
large size of the codebook, naïve inference, i.e. computing the conditional posterior 6 
distribution in its entirety is computationally unfeasible; instead, the authors employ a particle 7 
filtering approach to make inference computationally tractable.  8 

In [328], a VQ based MSSS that operates in the log spectrogram is presented that 9 
sections the training data of each speaker into a low frequency band and a high frequency 10 
band, and then computes a separate codebook for each section for each speaker. At the 11 
separation stage, the mixture frames are divided into the same sections. The optimal output 12 
codewords from the low and high frequency band codebooks of each source are then con- 13 
catenated, and the resulting vectors are combined to create a soft mask for each source. This 14 
approach is demonstrated to offer enhanced separation performance compared to a comp- 15 
arable VQ algorithm that does not perform such sectioning. 16 

A VQ based MSSS is presented in [329] that operates on a sinusoidal representation of 17 
speech. For this approach, the source codebooks contain sinusoidal parameters learned from 18 
sinusoidal representations of the training data. Estimates of the sources are constructed from 19 
the sinusoidal parameters stored in the optimum set of codewords from each codebook. The 20 
evaluation of this approach shows that it outperforms other VQ based MSSS algorithms. 21 
Further work based on this approach was presented in [330], in which a metric is proposed for 22 
sinusoidal based VQ method that takes into account the signal characteristics, and a split VQ 23 
implementation of this technique is presented in [331]. VQ model-based MSSS with soft 24 
masking is investigated in [332], where a non-linear masking technique is proposed, and 25 
demonstrated to achieve better interference rejection than other techniques. 26 

In [333], the performance of VQ-based MSSS approach is compared in three different 27 
representations; the log spectrogram, modulated lapped transform (MLT) coefficients, and a 28 
pitch and envelop representation. Using pre-trained codebooks of quantized spectral feature 29 
vectors as above, it is shown the log spectrum offers the best performance for speaker- 30 
dependent scenarios, whereas, for the speaker-independent scenario, the best results are 31 
obtained from the pitch-envelop representation. Also, a reduced complexity VQ based MSSS 32 
algorithm is evaluated on these representations in [334]. The effect of window size on the 33 
performance of VQ-based MSSS approach is discussed in [335], in which the author 34 
concludes that the optimal window length for VQ based MSSS is slightly longer than that 35 
commonly employed in speech coding applications. 36 

Speech enhancement for non-stationary interference sources has also been addressed in 37 
the model-based MSSS framework. Similar to the VQ approach, it is proposed in [336, 337] 38 
to learn a codebook containing AR processes for both the source and the interference. The AR 39 
processes, parameterized by Linear Prediction Coefficients (LPC), and an excitation variance, 40 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model the various spectral envelopes of the sources, both speech and interference, and are 1 
commonly used for this purpose in speech related applications. In [337] a iterative ML 2 
estimation technique is employed to find the optimum pair of states from each codebook for 3 
the current mixture frame. This procedure equates to finding the pair of states from each 4 
codebook closest to the mixture frame according to the Itakura-Saito distance measure; the 5 
excitation variances for the various sources must also be estimated. The power spectrum of 6 
the target source is then constructed from the chosen state and excitation variance, and is used 7 
to construct a Weiner filter for the target source. The computational complexity associated 8 
with an exhaustive search over all possible pairs of states is also addressed in [336, 337]; in 9 
particular, to alleviate the computational cost of performing separation with a large noise 10 
codebook that encompasses a wide variety of noise source, a small noise codebook is trained 11 
for each of a number of different noise sources, and a classification scheme is used to 12 
determine the type of noise in the mixture. In [338, 339] the LPC coefficients of the AR 13 
processes are considered as random variables and the PM estimator is derived, with numerous 14 
approximations for analytical tractability. The transition probabilities between the AR 15 
processes in the source codebooks are also taken into account in [337].  16 

Several strategies for semi-supervised MSSS were evaluated for mixtures containing a 17 
speech and a music source in [340]. Specifically, three different techniques for capturing the 18 
features of the sources from training data in codebooks were considered; GSMM models 19 
[166], autoregressive models [336, 337] and Amplitude Factorization models [307] (Non- 20 
negative sparse coding). By experimental comparisons, it was found that separation 21 
performance can be optimized by using a different model for the speech and music sources, 22 
with speech best modeled by an AR codebook and music best modeled by an AF based 23 
codebook.  24 

In [341], unsupervised separation of two Auto Regressive (AR) processes from a 25 
single mixture is examined. It is shown that the parameters of the AR models can be uniquely 26 
identified by factorizing the power spectral density of the mixture, for which three different 27 
algorithms are proposed. This approach was demonstrated for synthetic AR processes, and 28 
was demonstrated to separate a mixture of two selected speech signals, proving that an AR 29 
model of speech signals can be employed to achieve unsupervised MSSS. Unsupervised 30 
MSSS using both short and long term AR models is discussed in [342]. 31 

3.3.4 Matrix Factorization Model-based MSSS  32 
In this section, we describe the matrix factorization class of model-based MSSS techniques. 33 
As in the previous section, we divide this description over two sections. In section 3.3.4.1 we 34 
outline a prototypical matrix factorization model-based MSSS approach and highlight some 35 
general properties. Then in section 3.3.4.2 we review specific techniques, which differ 36 
primarily by the representation used and the matrix factorization technique employed; we will 37 
also describe some relevant unsupervised MSSS techniques in this section. Many of these 38 
techniques can also be formulated in a ML or MAP framework. Note that we ignore noise is 39 
the following sections. 40 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3.3.4.1 Model-based MSSS via matrix factorization  1 
In general, this class of techniques takes advantage of the inherent low-rank nature of audio 2 
spectrograms [343] to learn a basis for each source. We let the bases B1 and B2 denote 3 
(N/2 + 1) × R matrices containing the trained basis vectors (columns) for the sources x1(k) and 4 
x2(k) respectively. Similar to the source codebooks of VQ model-based MSSS methods, B1 5 
and B2 contain characteristic spectral features of their sources, which were learned from their 6 
source’s respective training data using an appropriate matrix factorization technique. In the 7 
case of NMF, which as mentioned in section 3.2 is related to VQ, both B1 and B2 typically 8 
store a low rank NMF of a spectral representation of the sources training data; a discussion 9 
concerning the similarities between NMF and VQ in relation to model-based MSSS is 10 
available in [266]. 11 

Given the source bases, it is assumed that each spectral frame of the mixture, i.e. y(t), 12 
can be approximated by a linear combination of the union of the bases. Using block matrix 13 
notation, this factorization is expressed as,  14 

 
    

€ 

y(k) = B1 B2[ ]
g1(k)
g2(k)
 

  
 
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 + e(k), (3.55) 

where g1(k) and g2(k) respectively denote randomly initialized length R vectors associated 15 
with B1 and B2, and e(k) denotes residual error. This factorization implies that the sources, 16 
x1(t) and x2(k), are modeled as a linear combination of their basis functions, expressed as, 17 

     

€ 

x1(k) ≈ B1g1(k),          x2(t) ≈ B2g2(k),  (3.56) 

where we assume that an appropriate projection of any nonnegative values has been 18 
performed. We term the matrix products B1g1(k) and B2g2(k) as the source model estimates to 19 
distinguish from them from source estimates that may arise from further processing. In the 20 
case of NMF, the factorization in (3.55) is achieved by combining the NMF source bases to 21 
form the composite basis, i.e. [B1 B2], and then performing what we term a restricted NMF 22 
procedure whereby only the composite gain component, i.e. [g1(k) g2(k)]T, is updated while 23 
the composite basis is held fixed throughout the procedure. By holding the composite basis 24 
fixed, the features in the mixture are matched to similar features in the composite basis. This 25 
typically results in each source basis being used to represent the bulk of the sources 26 
contribution to the mixture.  27 

Similar to probabilistic source models, the spectral features that can be represented by 28 
a linear combination of the columns of the source bases does not encompass the entire 29 
variability of their source, and as such, the entire contribution of every source in a mixture 30 
may not be matched onto its basis or any other. Consequently, a portion of the spectral energy 31 
of the sources may remain unaccounted for after decomposition of the mixture, resulting in a 32 
residual. As described in section 3.3.2, the corresponding distortion in the model source 33 
estimates has meant that these estimates are often used to construct a hard (binary mask) or 34 
soft mask (Wiener Filter) to decompose the mixture. The performance of matrix factorization 35 
techniques is also affected by cross matching, where a portion of the spectral energy of a 36 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source is matched onto the bases of others; it is especially prevalent between source bases that 1 
are insufficiently distinct and contain spectral features similar to those of others. 2 

3.3.4.2 Review of Model-based MSSS via Matrix Factorization  3 
We now review matrix factorization model-based MSSS techniques. Model-based MSSS via 4 
NMF with the CKL(·) cost function, optimized using multiplicative updates, and operating in 5 
the magnitude spectrogram domain, was investigated in [344, 345]. An unsupervised and 6 
supervised approach, termed directed and undirected NMF model respectively, were 7 
presented. The directed NMF model employs the generic procedure described above, and 8 
constructs binary masks from the source model estimates to separate the sources. The 9 
undirected approach applies a low rank NMF to the mixture magnitude spectrogram and then 10 
groups the resulting basis vectors either manually or automatically, to eventually construct a 11 
binary time frequency mask for each source. Both methods were applied to a number of 12 
different MSSS datasets and the resulting separations were evaluated using the BSS-Eval 13 
toolbox [346]. The results indicate that both approaches achieve separations of the sources, 14 
with directed NMF having superior performance to undirected NMF. The results from an 15 
oracle source estimator [347] also indicate potential for improvement under this model.  16 

Sparse NMF [216] was used to perform model-based MSSS in [297]. Two approaches 17 
were presented for training the speaker bases. The first conventionally performs a sparse NMF 18 
on the mel-scale magnitude spectrogram of the training data of the speakers, and the second 19 
first partitions the training data into segments corresponding to phonemes, and then 20 
performances a separate sparse NMF procedure on the set of examples of each phoneme; the 21 
latter approach was developed in part to address the monaural sound source separation 22 
challenge in [316]. It is reported that the computational load of the latter approach is less than 23 
the former. The resulting source model estimates of the two approaches were compared using 24 
objective performance measures, from which it is shown that the conventional training 25 
approach performs slightly better than the phoneme segmented method. It was found that best 26 
separations were achieved for mixtures of sources of different gender. It was also found that 27 
the performance improved with an increase in the number of basis functions for each 28 
approach; and for a very large number of basis vectors, increased sparsity, by way of an 29 
increase in the sparsity regularization parameter, improves the separations of both approaches.  30 

The characteristics of CNMF decompositions, cost function defined in (3.13), of the 31 
magnitude spectrogram of speech signals was elucidated in [224], in which it is demonstrated 32 
that the CNMF basis functions correspond roughly to speech phones. A CNMF model-based 33 
MSSS was also described in [224]; this approach outputs the CNMF source model estimates. 34 
An extensive parameter study was performed, from which it is apparent that the time extent of 35 
the basis functions i.e. T, has a negligible influence over separation performance, which given 36 
the large increase in computational load for T > 1 suggests that T = 1 i.e. NMF, is more suited 37 
to MSSS than CNMF; the number of bases functions and the window length were found to be 38 
the most influential parameters. It was also reported that mixtures containing a male and 39 
female speaker, or a mixture containing a speaker and a distinctive interference source, are 40 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more amenable to separation by this approach, which was ascribed to the spectral dissimilarity 1 
of these sources, and suggests a dependency on the dissimilarity of the sources for model- 2 
based MSSS via NMF. A number of post processing techniques are also suggested to improve 3 
performance after the initial separation stage. This CNMF approach is compared to CNMF 4 
with the CSED(·) cost function for audio pattern separation in [226], in which it is reported that 5 
the later approach achieves better performance for less computational load. 6 

Sparse CNMF was shown in [260] to discover an over-complete phone-like basis from 7 
the magnitude spectrogram of speech signals, with the captured phones typically containing 8 
richer detail than those captured by the same number of basis functions of CNMF. Sparse 9 
CNMF was then also exploited for model-based MSSS in the same paper [260], and was 10 
demonstrated to achieve superior separation performance than CNMF.  11 

Motivated by the temporal structure evident in the magnitude spectral representation of 12 
music, NMF with a auxiliary temporal continuity constraint, defined in (3.11) and a sparsity 13 
constraint, each imposed on G, was proposed for unsupervised MSSS of music sources in 14 
[212]. Multiplicative updates where derived for the CKL(·) cost function, augmented with 15 
penalty terms for each constraint. These updates where subsequently used to factorize the 16 
magnitude spectrogram of a mixture of music sources. A clustering algorithm was described 17 
that groups the resulting basis vectors to form an estimate of each source spectrogram. In the 18 
subsequent evaluation, this approach produced better separation performance than 19 
Independent Subspace Analysis (discussed below) and NMF. In particular, the temporal 20 
continuity constraint was found to improve the detection of pitched musical sounds, though 21 
the sparsity constraint was found to have negligible impact on separation performance. It is 22 
also reported in this work that the magnitude representation facilitates better performance than 23 
the power spectral representation. The same author proposes a perceptually weighted NMF 24 
scheme in [348] for audio spectrogram factorization for which a weighting is assigned to each 25 
frequency in proportion to the loudness perception of the human auditory system. This is 26 
demonstrated to produce more perceptually agreeable unsupervised MSSS separations. NMF 27 
is presented in a Bayesian framework in [349] for audio spectrogram factorization, in which 28 
prior distributions are imposed on the factors such that some characteristic feature of audio is 29 
imposed on the resulting factorization. This approach is demonstrated to outperform existing 30 
NMF for an unsupervised MSSS task. A more general NMF model is presented in a Bayesian 31 
framework in [350]. 32 

The attributes of 2D-CNMF where elucidated by comparing its factorization of the log 33 
spectrogram of a music mixture comprised of two instruments to that of CNMF [240]. For 2 34 
basis functions, 2D-CNMF was shown to separate the two music sources, whereas CNMF for 35 
6 basis functions was shown to capture the spectral signatures of the individual notes played 36 
by each instrument. This capability of 2D-CNMF was ascribed to its ability to shift its basis 37 
functions vertically, or in this case over frequency, allowing pitch changes to be described by 38 
vertical modulations of its basis functions, which is encoded in the accompanying convolutive 39 
gain matrix; in contrast, the CNMF basis functions can only capture temporal structure. A 40 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perceptually enhanced version of 2-D CNMF is described in [351] for the separation of audio 1 
sources. This version improves separation performance over 2D-CNMF as measured using 2 
objective measures of speech, and for less computational load. 3 

The matrix factorization approach to model-based MSSS may also be developed in a 4 
probabilistic framework using Probabilistic Latent Component Analysis (PLCA) [352, 353]. 5 
In this framework, y(k) is scaled to unit magnitude such that it can be considered a conditional 6 
(on frame index k) discrete probability distribution (multinomial) over frequency, i.e. each 7 
normalized time-frequency point represents the probability of drawing a particular frequency 8 
from a set containing all frequencies given a frame-index k. As above, each source contributes 9 
R components to the mixture factorization, which in this case correspond to a set of R source- 10 
specific frequency marginals that are learned a priori on the magnitude spectrogram of 11 
training data using the EM algorithm. The normalized mixture frame is then modeled as a 12 
convex combination of the 2R frequency marginals, or latent components. To decompose the 13 
mixture, the EM updates pertaining to the frequency marginals are held fixed, while the time 14 
marginal distributions are iterated. The R frequency marginals of each source, weighted by the 15 
resulting time-marginals, are then summed to estimate the distribution of each source, which 16 
can be considered an estimate of the magnitude spectrogram of the source. As is apparent, this 17 
approach is analogous to the matrix factorization approach above. Furthermore, as pointed out 18 
in [354], the EM updates for PLCA are equivalent, save for a normalization constraint, to the 19 
multiplicative updates of NMF for a cost function similar to CKL(·) [354]. The advantage of 20 
the PLCA is its probabilistic formulation, which allows it to be more easily generalized, 21 
interpreted and extended [354]. With this in mind, various extensions have been proposed for 22 
PLCA that have in turn been used for model-based MSSS, including; sparse PLCA in [355, 23 
356], where an entropic prior is specified over the marginal’s, and a shift invariant form of 24 
PLCA [355] which is similar to CNMF.  25 

It is proposed in [357] to employ the spectrogram of the training data itself as the basis. 26 
This, it is argued, means that the resulting source bases are less likely to be used to explain 27 
competing sources, i.e. less cross-matching, relative to trained bases, which can contain more 28 
general and less discriminative spectral features. This approach uses a sparse latent variable 29 
decomposition technique [355] to factorize the mixture, such that a sparse weighting of the 30 
basis vectors is obtained for the mixture. To mitigate the large computational load associated 31 
with a composite basis comprised of the training data of each of the sources, an energy 32 
threshold is employed to discard redundant basis vectors during the factorization of the 33 
mixture. The proposed algorithm is demonstrated to have slightly better performance over 34 
regular trained bases for artificial mixtures, and significantly better performance for realistic 35 
sources.  36 

In [343] the ability of PLCA to represent the spectral structure of audio signals, and the 37 
ability of HMMs to model the temporal structure of sound sources where combined for 38 
model-based MSSS in the magnitude spectral domain. For this approach, a nonnegative HMM 39 
(N-HMM) model is proposed for the sources, by which each source model contains a set of 40 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states each associated with a small PLCA basis, and where the temporal dependencies 1 
between the bases, i.e. basis-to-basis transitions, are modeled by a state transition matrix. 2 
After training an instance of such a structure for each source using the EM algorithm, the 3 
mixture is decomposed in a factorial N-HMM architecture by which the current state for each 4 
source is computed, and given these states the mixture is decomposed as a weighted 5 
combination of a composite basis comprised of the bases associated with the these states. The 6 
use of temporal dynamics in these source models is demonstrated to improve separation 7 
performance over no temporal dynamics. A similar idea using a single spectral vector for each 8 
state basis and using the NMF multiplicative updates is proposed in [358] 9 

The model-based MSSS paradigm has also been proposed to address speech 10 
enhancement for non-stationary interference sources. In [359], the specific problem of wind 11 
noise is tackled using Sparse NMF (multiplicative updates) in the magnitude spectral domain; 12 
the author reports that this representation often leads to better performance than the power 13 
spectral domain. For this approach a basis for the wind noise is trained a priori on 14 
representative training data, and the target speech basis is simply initialized with nonnegative 15 
random numbers in an effort to make it speaker independent. The mixture of speech and wind 16 
noise is then decomposed onto the composite basis of the wind basis and the speaker basis by 17 
way of a customized sparse NMF procedure, for which the wind basis is held fixed while the 18 
remaining factors, including the speech basis, are optimized. This approach was demonstrated 19 
to have performance comparable to existing speech enhancement algorithms as measured by 20 
objective measures. The influence of sparsity, controlled by the regularization parameter, was 21 
examined and was shown to effect a negligible improvement in terms of objective 22 
performance measures, but the author reports that increased sparsity greatly improves the 23 
subjective quality of the output speech. Wind noise is also addressed in the model-based 24 
MSSS framework in [360], in which sparse CNMF is used as the matrix factorization 25 
technique.  26 

For NMF model-based MSSS, the information encoded in the gain matrices that are 27 
learned alongside the source bases during their training, and which is typically discarded, is 28 
utilized for model-based MSSS speech enhancement in [361]. The rows of these gain matrices 29 
contain information regarding the co-occurrence of the source basis vectors over the frames of 30 
the training data. This temporal information was extracted by taking the row-wise means and 31 
covariance matrices of each training gain matrix; learned with the source bases using the 32 
CKL(·) cost function an the multiplicative NMF algorithm. The multiplicative NMF algorithm 33 
used to decompose the mixture is also based the CKL(·) cost function but is regularized with a 34 
penalty term that serves to encourage a weighting of the basis vectors that is consistent with 35 
the temporal statistics, i.e. the co-occurrence of two basis vectors in a mixture that do not co- 36 
occur in the training data is discouraged. For the evaluation of this technique, two types of 37 
speaker bases were employed; a speaker independent basis that was trained on utterances 38 
sourced from a variety of different speakers, these speakers where not used for the test data; 39 
and a speaker specific basis, one for each speaker, each trained separately on isolated 40 



 85 

examples of that particular speakers speech. A wide variety of noise sources were employed, 1 
with a separate noise specific basis trained for each. Perceptual relevant objective measures 2 
reveal that compared to NMF the proposed regularized NMF approach produces significantly 3 
higher quality output speech for both types of bases for noise sources dissimilar from speech; 4 
both algorithms where comparable when speech babble was used as a noise source. It was 5 
also found that despite the more general spectral shapes stored in its columns, the independent 6 
speaker basis is efficacious, for both NMF and regularized NMF, and achieves performance 7 
close to that of the dependent speaker basis for many noise sources. This technique was 8 
extended to employ additional inter-frame temporal information in [362], with noticeable 9 
increases in performance. 10 

Speech enhancement for non-stationary noise is also addressed in model-based MSSS 11 
framework in [363]. In this work, each source basis is trained by factorizing a training 12 
spectrogram using the K-SVD algorithm [364], which is a technique devised for learning 13 
sparse over complete bases. The resulting mixture basis is then used to explain the mixture 14 
using Lasso regression, which results in a sparse linear combination of the composite basis 15 
column vectors. Final separation is performed using the Wiener-like filter defined by the 16 
source magnitude spectrograms rather than the source power magnitude spectrograms. This 17 
approach was evaluated for speaker independent and speaker dependent bases for a range of 18 
noise sources. It was found to have superior performance to comparable speech enhancement 19 
algorithms, with speaker dependent speech performing better than speaker independent basis.  20 

Conventional speech enhancement algorithms assume that the noise source is 21 
stationary or quasi-stationary such that a model for the noise can be learned or updated during 22 
detected pauses in the speech signal. In [365] it is proposed to apply this approach to non- 23 
stationary noise signals by learning or updating an over complete basis for the noise source 24 
during detected non-speech periods using nonnegative latent variable decomposition. This 25 
model is then used to jointly estimate the speech and noise. This approach was shown to 26 
significantly outperform conventional spectral subtraction particularly if the noise is highly 27 
non-stationary. 28 

Sparse Robust Convolutive NMF (SRCNMF) is presented in [211] for speech 29 
enhancement and for learning speech spectral features in the presence of noise. The SRCNMF 30 
basis is a composite of a speaker basis, initialized with nonnegative random numbers, and a 31 
noise basis, which is an identity matrix. SRCNMF is an unsupervised approach and does not 32 
employ speaker or noise specific training data, instead, the spectrogram of a noisy speech 33 
mixture is approximated by a linear combination of its basis vectors, which is computed using 34 
a customized CNMF multiplicative algorithm, for which a sparsity constraint is imposed on 35 
the speech component of the gain matrix, and a smoothness constraint is imposed on the noise 36 
gain matrix; all the factors are updated during this procedure except the noise basis. By 37 
imposing a sparsity constraint on the speech section of the coefficient matrix the speech basis 38 
has a proclivity to learn dense spectral features in the mixture, those exhibiting regularity 39 
across frequency and time, i.e. speech; in conjunction with this, by imposing a smoothness 40 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constraint on the noise portion of the coefficient matrix the noise basis is encouraged to 1 
represent slowly time varying spectral energy, such as noise. This configuration of constraints 2 
and basis vectors engenders SCRNMF to segregate the noise and speech spectral features of 3 
the mixture onto their respective bases. With the sources segregated, the estimate of the 4 
enhanced speech signal is resynthesized from the result of subtracting the estimate of the 5 
noise from the mixture. In an experimental comparison study, SRCNMF learns more speech- 6 
like features from the noise than SCNMF, and produces more enhanced speech than SCNMF 7 
but slightly less than a spectral subtraction technique. It was also shown that the performance 8 
of SRCNMF is heavily influenced by the choice of sparsity and smoothness regularization 9 
terms. 10 

Speech enhancement is also addressed in the model-based framework in [366]. For this 11 
approach, it is proposed to train an NMF basis for the noise source only. Then, to separate the 12 
sources given this basis, a novel NMF cost function is proposed that incorporates a 13 
disjointness constraint that is imposed by a penalty term that measures the disjointness 14 
between the speech and noise source models, i.e. between B1g1(t) and B2g2(t), where the 15 
speech basis has been randomly initialized. Multiplicative updates are derived for this cost 16 
function, and during the optimization procedure the noise basis is held fixed. The proposed 17 
approach is shown to yield significantly higher performance than sparse NMF for the same 18 
numbers of basis vectors.  19 

Independent Subspace Analysis (ISA) was proposed for MSSS in [367]. ISA applies 20 
ICA to the subband signals of the magnitude or power STFT of a mixture, effectively treating 21 
each subband signal as a separate mixture, thereby overcoming the limitation of having only a 22 
single mixture. Moreover, unlike traditional ICA, the two factors generated by ISA are 23 
considered as a basis and a gain matrix, rather than as a demixing system and estimates of the 24 
sources. ISA was proposed for the unsupervised MSSS problem, i.e. no prior knowledge of 25 
the sources. A low rank ISA decomposition of the mixtures’ spectrogram was computed, from 26 
which source estimates are formed by grouping the resulting basis vectors based on the 27 
Kullback-Liebler differential entropy. ISA has also been applied to other related problems 28 
such as musical note transcription [368], and drum transcription [369, 370], with [371] also 29 
containing a comparative description of the various features captured by PCA and ISA when 30 
applied to the spectrogram of audio signals. The conditions under which ISA-based monaural 31 
mixture source separation can be performed were examined in [372], where it was shown that 32 
the sources are required to be reasonable spectrally disjoint in order to allow separation from 33 
the mixture. 34 

It is proposed in [373-375] to use ICA in the time-domain for model-based MSSS, 35 
which represents an exception to the spectral based MSSS algorithms that are prevalent in the 36 
literature. In this approach, ICA is used to learn a basis for each source from time domain 37 
training data, i.e. a matrix consisting of columns of successive overlapped frames of speech 38 
samples. A maximum likelihood approach is then used to separate the mixture given the  39 

 40 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REF DOMAIN FACTORISATION  ALGORITHM SOURCE MODEL MIXTURE MODEL  

[344, 
345]

 

Magnitude 
STFT 

NMF 
(Kullback-Leibler) 

Multiplicative 
updates 

Speaker specific 
bases 

Use source estimates 
to construct Binary 
Time-Frequency 
Mask/user directed 
clustering 

[297]
 

Mel scaled 
time-
frequency 
domain 

Sparse NMF 
(Kullback-Leibler 
Sparseness constraint) 

Multiplicative 
updates 

Speaker 
specific/phoneme 
specific bases 

Source basis estimates 

[224]
 

Magnitude 
STFT 

CNMF 
(Kullback-Leibler) 

Multiplicative 
updates 

Speaker Specific 
bases Source basis estimates  

[260]
 

Magnitude 
STFT  

Sparse CNMF 
(Kullback-Leibler 
Sparseness constraint) 

Multiplicative 
updates 

Speaker Specific 
bases Source basis estimates 

[352, 
353]

 

Normalised 
Magnitude 
STFT 

PLCA 
(Kullback-Leibler) EM Speaker Specific 

bases Source basis estimates 

[343] 
Normalised 
Magnitude 
STFT 

N-HMM 
(Kullback Leibler) EM Speaker Specific 

bases Source basis estimates 

[359] Magnitude 
STFT 

Sparse NMF 
(Kullback-Leibler 
Sparseness constraint) 

Multiplicative 
Updates 

Speaker independent, 
wind noise specific 
basis 

Speaker basis is 
permitted to update, 
use final estimate 

[361] Magnitude 
STFT 

NMF,  
(Kullback-Leibler with 
temporal constraints on 
gain matrix) 

Multiplicative 
updates  

Speaker Specific 
bases.  Source basis estimates 

[363] Magnitude 
STFT 

K-SVD 
Lasso-Regression K-SVD 

Speaker Specific and 
independent Speaker 
bases 

Wiener-like filter 

[377] 

Mel scaled 
time-
frequency 
domain 

Sparse Coding 
L1 norm 

Linear 
Programming 

Speaker and noise 
specific bases Source basis estimates 

[159] Time domain ICA and maximum 
likelihood ICA Speaker Specific 

bases  
Maximum likelihood 
estimation using 
source basis  

       Table 3.2: Summary table listing aspects of some different matrix factoisation based model-based MSSS approaches 1 
for speech mixtures. 2 
composite basis. For certain separation problems, this approach is reported to achieve near- 3 
perfect separation given the availability of adequate training data.  4 

The differential filtering imposed by the Head Related Transfer Function (HRTF) on 5 
sound sources emanating from different positions in space, and Sparse coding [376], are 6 
employed to perform MSSS in [159]. This approach first chooses a suitable sparse over- 7 
complete basis, and then filters each of its vectors by a filter corresponding to the effect a 8 
known HRTF imparts on a source arriving from a certain azimuth. This is then repeated for a  9 
number of different azimuths to create a differentially filtered copy of the original sparse 10 
over-complete basis for each HRFT azimuth; the bases are then concatenated to form a 11 
composite basis. The mixture is factorized as a sparse linear combination of the composite 12 
basis, where coefficient sparseness is measured using the LI norm and where the factorization 13 
is efficiently computed using linear programming. Assuming each source arrives from a 14 
different azimuth, the filtering by the HRTF means that the energy of the sources clusters in 15 
the basis coefficients corresponding to their azimuth’s basis. Scaling these basis vectors by 16 
their coefficients then yields an estimate of the source. This technique was further explored in 17 
[378], in which the composite basis is comprised of filtered replicas of an NMF basis, and 18 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where the significance of this approach in explaining seemingly redundant neuronal 1 
processing in the auditory cortex is proposed. 2 

Sparse coding is also used for model-based MSSS algorithm in [377]. For this 3 
approach, linear programming is employed to learn a sparse over-complete basis for each 4 
source, in the mel-spectrogram domain, and to find a sparse linear combination of the vectors 5 
of the resulting composite basis to approximate the mixture. This algorithm achieves 6 
approximately 8 dBs increase in source-to-interference ratio for mixtures of different genders, 7 
and 5 dBs source-to target for mixtures of the same gender. 8 

3.4 Source modeling of Reverberant Sources via NMF  9 
In this section, we discuss speech source modeling via NMF in the context of model-based 10 
MSSS. Our interest in this topic relates to MSSS of reverberated sources e.g. the acoustic 11 
echo problem, for which we aim to estimate reverberated source signals using models trained 12 
on non-reverberated training data. As part of this discussion, we compute a number of NMF 13 
speech spectrogram reconstructions to demonstrate some techniques that will be employed 14 
throughout the remainder of the thesis. Prior to this, it is necessary to first describe some test 15 
signals and a particular NMF algorithm.  16 

3.4.1 Test Signals and NMF Algorithm 17 
The speech data for the experiments was sourced from the TIMIT speech corpus [379], which 18 
is a database of phonetically rich sentences uttered by a variety of different speakers. The 19 
RIRs for these experiments, used to simulate reverberation, where sourced from the MARDY 20 
database [380], which consists of RIRs recorded at different loudspeaker microphone 21 
geometries in a varechoic chamber. Four utterances of approximately 2 seconds in length 22 
were chosen arbitrarily from two female and two male speakers. Each utterance was 23 
convolved with a unique MARDY RIR (T60 = 0.4 s) to produce a dataset comprised of four 24 
non-reverberated and four reverberated speech utterances which where then down-sampled to 25 
8 kHz; note that each RIR was normalized to unit energy for illustrative purposes. The 26 
magnitude spectrogram representation is employed in these experiments, where N = 64 ms, M 27 
= 32 ms, and q(n) is a hanning window. The magnitude spectrogram is routinely employed in 28 
model-based MSSS, and is reported in [359] and [212] to facilitate better MSSS performance 29 
with NMF than the power spectrogram. The Log Spectral Distance (LSD) speech distortion 30 
measure is used an objective measure of the quality for the NMF reconstructions, with each 31 
LSD value, in dBs, corresponding to the average LSD value computed over the frame-wise 32 
LSDs values of the reconstructed spectrogram; the LSD measure is defined in (4.8). 33 

An aim of this section is to motivate NMF as a source modeling technique for 34 
reverberated sources when given non-reverberated training data. NMF was considered for this 35 
task over probabilistic source modeling techniques for the following reasons. Firstly, 36 
probabilistic model-based MSSS techniques that employ a MAP estimator select a single 37 
spectral feature or state from each source model to model the sources in the current mixture 38 
frame. This prevents spectral features other than the selected feature from contributing to the 39 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mixture, preventing combinations of such features from modeling the mixture. It follows, that 1 
this approach entails a large number of states or features to adequately model non-stationary 2 
sources such as speech, resulting in a large hardware resource requirement. In contrast, matrix 3 
factorization techniques, such as NMF, allow features comprised of combinations of the basis 4 
vectors to approximate the mixture, reducing the need for a large number of features. 5 
Secondly, and perhaps most importantly, the basic versions of the discrete state probabilistic 6 
models are inherently insensitive to scaling of their modeled features rendering such models 7 
unsuitable for reverberant speech mixtures where spectral features are typically temporally 8 
scaled; more sophisticated models in which scaling is addressed, such as the GSMM model 9 
[166] or scaled F-HMM [314], add significant algorithmic complexity. In contrast, matrix 10 
factorization techniques, such as NMF, are inherently able to deal with spectral features that 11 
temporally vary in scale. 12 

The multiplicative NMF algorithm has been almost universally employed in audio 13 
applications, and as such, is well validated for this application domain. In particular, the 14 
multiplicative NMF algorithm with the CKL(·) cost function has been widely employed, 15 
especially for model-based MSSS [212, 224, 345, 361, 381], and is reported to provide good 16 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Figure 3.2: Reverberated (left column) and non-reverberated (right column) spectrograms of different male and 
female speech signals.  
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performance for this task [361, 381]. As discussed in section 3.2.1, this popularity may be due 1 
to the perceptually relevant properties of the CKL(·) cost function, that is, it penalizes under- 2 
estimation more than over-estimation estimation, which suits perceptually relevant spectral 3 
factorization of audio signals [382]. For these reasons, and given the relatively low 4 
complexity of the multiplicative updates, as noted in [230], we employ the multiplicative 5 
NMF algorithm with the CKL(·) cost function throughout this thesis. As for auxiliary 6 
constraints, sparsity constraints on the gain matrix G are beneficial for model-based MSSS 7 
problems in which a large number of basis vectors are employed [297]. In this thesis, because 8 
of the application domain, we favour a minimal hardware resource requirement, and 9 
accordingly, favour a small number of basis vectors. We therefore do not consider sparsity 10 
constraints in this work. We also do not consider any other auxiliary constraints, or any 11 
convolutive extensions.  12 

3.4.2 Source modeling of Reverberant Sources via NMF  13 
Reverberation alters the magnitude spectrogram of clean speech signals considerable, with 14 
concomitant implications for source modeling. This is illustrated in Figure 3.2, where the 15 
magnitude spectrogram (in dBs) of the non-reverberated speech signals and those of 16 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Figure 3.3: NMF reconstructions, R = 12 and 500 iterations, of the spectrograms displayed in Figure 3.2 
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reverberated speech signals are displayed. Broadly speaking, it can be seen that the primary 1 
effect of reverberation is to smear the spectral content of the speech signals over time, with 2 
the profile of this smearing generally following the profile of the corresponding RIR. Another 3 
effect is coloration, which alters the spectral envelopes of the individual spectra; although, the 4 
spectral patterns of the clean speech sources are still distinguishable in the reverberated 5 
spectrograms, suggesting that non-reverberated spectral features are efficacious for model- 6 
based MSSS of reverberant sources. In terms of source modeling therefore, Figure 3.2 shows 7 
that for a source model to effectively model a reverberant speech source in the magnitude 8 
spectral domain so that good quality MSSS can be attained, it should encompass these 9 
smearing and coloration effects.  10 

To examine the modeling capacity of NMF bases trained on non-reverberated data 11 
with respect to reverberation, we display, in Figure 3.3, the reconstructed spectrograms from 12 
the NMF (R = 12) of each of the spectrograms in Figure 3.2, where in the case of the 13 
reverberated spectrograms the reconstructions are derived from a restricted NMF procedure 14 
that uses the NMF basis yielded from the corresponding non-reverberated magnitude 15 
spectrogram; we also display the gain matrix of each spectrogram reconstruction in Figure 16 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Figure 3.4: left column : Gain matrices from NMF decomposition of the non-reverberated spectrograms in Figure 
3.2. Right column; Gain matrices from restricted NMF decomposition of the non-reverberated spectrograms in 
Figure 3.2 
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3.4. It is evident from Figure 3.3 that an accurate reconstruction of the spectrograms is 1 
generated in both the reverberant and non-reverberant scenarios. It is also evident that the 2 
effects of reverberation, such as smearing, are clearly distinguishable in the reconstruction of 3 
the reverberated spectrograms, entailing that the NMF bases encompass such features; though, 4 
comparing the LSD values, the reverberated reconstructions have slightly more distortion than 5 
the non-reverberated reconstructions. This versatility is explained by the gain matrices 6 
displayed in Figure 3.4; for non-reverberated spectrograms the gain matrices are sparse with 7 
activations usually occurring in single spikes over time, whereas for reverberated 8 
spectrograms they are considerable less sparse and contain more smeared activations, which 9 
indicates that the restricted NMF procedures choose to use repeated and scaled copies of the 10 
basis vectors to match the smeared spectral energy. A similar interpretation of reverberation 11 
with respect to NMF is proposed in [202], in which a robust speech dereverberation algorithm 12 
using a customized CNMF algorithm is proposed.  13 

Audible renditions of the reconstructed spectrograms in Figure 3.3 (using the phases of 14 
the mixtures) reveal some distortion in the time-domain signals, which corresponds to the 15 
residuals for both sets of spectrograms; the reverberant and non-reverberated signals are 16 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Figure 3.5: Restricted NMF reconstructions, 500 iterations and using the non-reverberated spectrograms displayed in 
Figure 3.2 as bases, of the spectrograms displayed in Figure 3.2 
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clearly distinguishable however. These residuals are to be expected given the aforementioned 1 
limitations of source models, but should not be overstated, since what is important for model- 2 
based MSSS is that the sources in a mixture are sufficiently represented by their source 3 
models such that an adequate soft or hard mask can be created for the task of suppressing the 4 
interfering sources. 5 

Another approach to NMF source modeling that we seek to explore is the concept of 6 
directly employing the training data as the source basis. This was proposed in [357] as a 7 
means of reducing the likelihood of cross-matching, and was shown to result in significantly 8 
better separation in comparison with trained bases for real mixtures. To investigate this 9 
concept for reverberated sound sources, Figure 3.5 contains reconstructions of each of the 10 
spectrograms in Figure 3.2 resulting from a restricted NMF procedure in which each non- 11 
reverberated spectrogram is used as the basis for itself and for its counterpart reverberated 12 
spectrogram; the corresponding gain matrices are displayed in Figure 3.6. As expected, in the 13 
case of the non-reverberated spectrograms, it is apparent that the restricted NMF procedure 14 
generated reconstructions that match the original spectrograms almost exactly, which is 15 
evident from the diagonal gain matrices, and the corresponding LSD values. In the case of the 16 
reverberated spectrograms, as reflected by the LSD values, the accuracy of the reconstruction 17 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Figure 3.6: Gain matrices from the restricted NMF reconstructions displayed in Figure 3.5 
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is limited as only a nonnegative combination of fixed non-reverberated magnitude spectra can 1 
be used to approximate each reverberant magnitude spectra; to fully model reverberation 2 
requires cross-band filters in the STFT domain, or data constraints in the frequency domain, 3 
see Chapter 2. Nonetheless, it is apparent that a reasonably accurate reconstruction of the 4 
reverberated spectrograms is achieved; moreover, such an approximation is apt for use in 5 
conjunction with a masking technique. Upon examination of the gain matrices in Figure 3.6, it 6 
is apparent that the frames of the non-reverberated spectrograms that contribute most to the 7 
reverberated spectrogram reconstruction are concentrated around the diagonal and skewed to 8 
the right, indicating that the restricted NMF choose mainly current and previous frames of the 9 
non-reverberated spectrogram to approximate the reverberated spectrogram, which is 10 
congruent with intuition regarding echo. This observation suggests a computationally efficient 11 
way of computing such a restricted NMF, where only a small number of previous frames of 12 
the non-reverberated spectrogram, are used to approximate each reverberant spectral frame. 13 
This approach will be central to the contributions in the following two chapters.  14 

A final aspect of source modeling via NMF that we wish to explore is modeling a 15 
source for which training data is unavailable. An example of such a situation is speaker 16 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Figure 3.7: Restricted NMF reconstructions, R = 12 speaker independent basis and 500 iterations, of the spectrograms 
displayed in Figure 3.2 
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independent speech enhancement applications. In the context of matrix factorization model- 1 
based MSSS for speech enhancement, this was tackled in [361, 363] by using a speaker 2 
independent basis that was trained on a variety of different speakers not specific to the 3 
speakers; another approach is to randomly initialize the speaker basis and then estimate it 4 
singularly when factorizing the mixture [359]. A speaker independent basis was demonstrated 5 
to be a reasonable substitute for source dependent bases, especially if the interference source 6 
is spectrally dissimilar, or if the interference source basis is highly source specific [361]. To 7 
demonstrate the utility of a speaker independent basis for our purposes, we trained an NMF 8 
basis (R = 12) on a training sequence comprised of various utterances from ten different 9 
speakers, none of the speakers are in the dataset. The reconstructions of the spectrograms 10 
from a restricted NMF using the speaker independent basis were computed and then plotted in 11 
Figure 3.7. As can be seen from Figure 3.7 the speaker independent basis is able to represent a 12 
considerable amount of the spectral energy of all the speech sources for both the reverberated 13 
and non-reverberated spectrograms, despite its lack of source specificity. As expected 14 
however, these reconstructions are visible less accurate than those in Figure 3.3 and Figure 15 
3.5, and have higher LSD values. When used in conjunction with a masking technique, less 16 
effectual source modeling implies less accurate apportionment of the mixture, which in turn 17 
implies more distortion and/or source interference in the source estimates.  18 

Although not investigated in this section, cross-matching is another important 19 
consideration for source modeling via NMF. Using a speaker independent basis for example, 20 
is likely to result in an increase in cross-matching due to the lack of specificity of its basis 21 
vectors. The effects of cross-matching is a topic of the next Chapter. 22 

In the next chapter, we will address the acoustic echo problem as a MSSS problem 23 
some of the source-modeling techniques found in this section; intuitively speaking, this 24 
approach may be described as treating the acoustic echo problem in a spectral feature space. 25 
Although in comparison with existing echo mitigation approaches, some of the these source 26 
modeling techniques may appear crude and heavily constrained at first sight, even when used 27 
in conjunction with a masking technique; however, it will be demonstrated in the next chapter 28 
that these techniques can be configured to allow for an echo mitigation technique that innately 29 
addresses both DT and room change, while also being able to produce near-end speech of 30 
adequate quality. In chapter 5, a novel DT based on these techniques is also presented, while 31 
in chapter 5 all-pass phase distortion suppression is addressed by these techniques.  32 

 33 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4 NEAR-END SPEAKER EXTRACTION USING NONNEGATIVE 

MATRIX FACTORIZATION 

This chapter describes the application of monaural sound source separation (MSSS) 

techniques to the problem of single channel acoustic echo reduction. In the MSSS framework, 

the objective is to extract the near-end speaker’s signal from a mixture containing that signal, 

as well as echo and noise. Separation is achieved in the magnitude Short Time Fourier 

Transform domain using Nonnegative Matrix Factorization to decompose spectral features of 

the microphone signal onto two bases of such features. An echo basis is constructed from the 

spectrum of the incoming far-end signal, while a speaker basis is trained on the spectra of 

multiple speakers a priori. An estimate of the near-end speaker’s magnitude-spectrum is 

formed from the features of the microphone spectrum that are modeled by the speaker basis 

during decomposition. A time domain signal is then synthesized using the inverse Fourier 

transform of the estimated magnitude spectrum, together with the phase of the original 

mixture. The technique is quantitatively compared to existing Acoustic Echo Cancellation 

Double-Talk Detector (AEC-DTD) methods, in terms of echo reduction, distortion and 

resource requirements. The separation approach is shown to provide a consistent level of echo 

reduction, which is attained immediately upon initiation, and that is unaffected either by room 

change or double-talk.  

4.1 Introduction and Background 
Acoustic Echo (AE) mitigation by way of adaptive system identification naturally fits the 

standard linear model of AE, and as such is a theoretically appealing approach to solving this 

problem. However, as discussed in chapter 2, there are a number of frequently occurring 

operational conditions that place conflicting requirements on this approach. One such 

condition is Double-Talk (DT), that is, contemporaneous echo and near-end speaker activity 
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in the near-end enclosure: v(n) ≠ 0 and d(n) ≠ 0, and another is enclosure or room change, 

such as a door opening, a change in the near-end microphone-loudspeaker displacement, or 

movement within the near-end enclosure. Both of these conditions can cause the parameters 

of an adaptive system to diverge rapidly from optimality thereby increasing the echo 

disturbance for the far-end user during the ensuing convergence period. Thus, while adaptive 

system identification techniques are effective for the AE problem, the amount of echo 

reduction they provide varies. 

Motivated by these problems, in this chapter we employ a novel framework for AE 

mitigation. In this framework, the single-channel AE problem is reframed as a Monaural 

Sound Source Separation (MSSS) problem, with one mixture, the near-end microphone signal 

y(n), comprised of two sources, the near-end speaker signal v(n), and the echo signal d(n). The 

goal within this framework is to extract an estimate of the signal of interest, v(n), from y(n), 

thus enabling this estimate alone to be transmitted to the far-end user, an approach we call 

Near-end Speaker Extraction (NSE). Such an approach is conceptually distinct from adaptive 

system identification techniques in that it seeks to mitigate AE by extracting v(n) from the 

near-end output y(n), rather than by estimating and subtracting an estimate of d(n) from y(n). 

An inherent virtue of this approach is that separation is performed irrespective of the status of 

the near-end speaker with the estimate of v(n) varying between zero during near-end speaker 

inactivity and v(n) during near-end speaker activity, thus the DT problem is innately 

addressed in this framework; this approach also enables room change robustness as will be 

described shortly.  

To perform NSE, we propose separating the near-end microphone signal into its near-

end speaker and echo components using Nonnegative Matrix Factorization (NMF) [6] and 

techniques from the field of model-based MSSS, which were described in Chapter 3. We call 

this novel technique NMF-NSE. The approach is formulated in the magnitude-Short Time 

Fourier Transform (STFT) domain, in which the near-end microphone signal, y(n), or mixture 

in the MSSS context, is decomposed onto two bases of spectral features. The first is a speaker-

independent, general basis, trained off-line on the magnitude-spectra of many sample 

speakers, and is recalled from memory upon commencement. The second basis is created 

during operation, and is continually replenished by the incoming far-end speech signal, x(n). 

As such, the second basis is specific to the far-end speaker, and the spectral features it 

contains are congenial to representing the echo component, d(n), of the near-end microphone 

signal, y(n). Given the two bases, NMF is then employed to approximate the near-end 

microphone mixture as a combination of vectors from each basis, by minimizing a cost 

function that measures the divergence of the approximation from the actual. Once the optimal 

combination of vectors from each basis has been identified, echo reduction is realized by 

inverse transforming only those vectors drawn from the first basis (using the phase from the 

complete mixture). In contrast with adaptive system identification, NMF-NSE does not 

invoke a model of the room response; as such, it will be shown to provide a relatively constant 
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level of echo reduction, including during room change and initiation, without the need for 

DTD.  

The remainder of the chapter is organized as follows: in the next section, we describe 

the NMF-NSE method along with its hardware requirements. In section 4.3, the proposed 

method is evaluated experimentally over two stages: the first stage, section 4.3.2, investigates 

the influence of various NMF-NSE parameters on the overall level of echo reduction achieved 

and distortion during DT, and the second stage, 4.3.3, compares NMF-NSE performance and 

characteristics to those of established AEC-DTD algorithms, in terms of echo reduction, 

introduced distortion and computational load. Note that in the application of NMF to model-

based MSSS, the columns of A typically contain successive frames of speech magnitude-

spectra. In the next section, NMF-NSE will perform separation in a frame-wise manner; the 

matrix A will contain just a single column. 

4.2 Nonnegative Matrix Factorization Near-end Speaker Extraction 

4.2.1 Formulation of NMF-NSE 
To begin, ignoring noise for the present, we adopt the model of AE that is commonly 

employed in the Acoustic Echo Suppression (AES) literature [130, 131, 135, 383],  

     

€ 

Y ( f, k) = D( f, k) + V ( f, k) , (4.1) 

where |Y( f, k)| is the STFT of y(n), f denotes discrete frequency, k is the frame index, and | · | 

is the magnitude of a complex value. The transform of y(n) is taken using a length N hanning 

window, advancing in steps of size m. The terms |V( f, k)| and |D( f, k)|, likewise represent the 

v(n) and d(n) components of the mixture in the magnitude STFT domain. Such a model 

satisfies our need for nonnegativity and linearity of the terms, and is routinely employed for 

model-based MSSS. Though this model of AE does not follow from (1.4), its utility has been 

well demonstrated in [130, 131, 135, 383]. However, it does follow from (1.4) under the 

assumption that speech signals possess pair-wise disjoint supports in the STFT domain [155], 

as discussed in section 3.3.2. 

Using the model (4.1), speaker extraction by NMF is carried out on each frame 

separately, which we divide into two phases: Separation and Residual Elimination.  

Separation  For each frame k, the column vector y(k) is defined to contain the 

N/2+1 unique values of |Y( f, k)|, which is symmetric about f = N/2. Thus for each frame 

y(k) = v(k) + d(k), and we seek approximations v^(k) and d
^
(k) through separation of y(k). The 

parameterization k has been retained (and is used henceforth) to denote the variables’ frame 

dependence.  

Now following the model-based MSSS framework described in section 3.3.4, we wish 

to create two source bases a priori, such that the mixture y(k) can be expressed in the form of 

(3.55), i.e. as an additive combination of the vectors in the union of the two source basis, plus 

a residual term. To train a basis for the echo signal, we note that the AE problem is singular 

among MSSS problems in that the far-end speaker signal X( f, k), from which the source 
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D( f, k) is composed, is observable. To exploit the availability of X( f, k) we deviate from the 

model-based MSSS framework and create an echo basis once per frame. Motivated by the 

analysis in section 3.4.2, rather than train an echo basis per frame, which incurs a significant 

computational expoesne, for each frame the echo basis, Bd(k), is constructed directly from the 

N/2+1 unique values of the current and previous Rd –1 frames of the far-end speaker signal 

|X( f, k)|. This approach results in substantially reduced computational load in comparison 

with a trained basis; moreover, in practice we found Bd(k) to have comparable performance to 

a trained basis. 

To ensure that the time resolution of the basis Bd(k) is sufficiently fine to model d(k) as 

a combination of its columns, the far-end speaker signal x(n) is processed in length-N frames 

with a step size mx ≤ m, with a corresponding frame index kx. 

To train a speaker independent basis, that is not specific to any, as yet unknown, near-

end speaker, a rank Rv NMF is performed on the magnitude-spectrogram of a training 

sequence, comprised of phonetically rich utterances spoken by a variety of speakers. The 

process yields a gain matrix, which is discarded, and a basis matrix Bv, the speaker basis, that 

is to be recalled from memory upon commencement of speaker extraction and at the start of 

every frame thereafter.  

Defining a composite basis, given by the block matrix B(k) = [Bv Bd(k)], and defining a 

corresponding gain vector g(k), of length Rv+Rv, initialized with small, nonnegative, random 

entries for each frame k, separation of y(k) is achieved by a restricted NMF procedure, 

whereby the gain vector g(k) is subject to φ iterations of its update rule, during which the 

composite basis B(k) is held fixed. The update rule for g(k) is given by, 

 
        

€ 

g(k)←g(k)
B(k) y(k)

B(k)g(k)
 
  

 
  

B(k)T1 + δ
, (4.2) 

where δ is a small positive regularization term to prevent division by zero, and φ is chosen 

such that the cost function has equilibrated for a fixed B(k) (50 ≈ φ). 

The restricted NMF procedure results in a factorization of y(k) of the form in equation 

(3.55), such that y(k) can now be expressed as, 

 
      

€ 

y(k) = B(k)g(k) + e(k) = Bv  Bd (k)[ ]
g v (k)
g d (k)
 

 
 

 

 
 + e(k) , (4.3) 

where e(k) is a residual term. 

In conventional model-based, two source specific, trained bases would be employed to 

separate the sources; this is not possible in the AE setting, since the near-end speakers are not 

known in advance. However, the strong congeniality of |X(f, k)| and |D(f, k)| is sufficient to 

produce the desired separation, which is given by the multiplication of terms in (4.3), 

       

€ 

y(k) = Bvgv(k) + Bd(k)gd(k) + e(k) . (4.4) 

Though Bv is a generic basis, the speaker specific nature of Bd(k) means that its vectors 

provide an approximation of d(k) and offer almost no explanation of v(k). In choosing 
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features (vectors) from Bv and Bd(k) to represent those of y(k), the restricted NMF procedure 

results in a relatively small amount of erroneous vector selection, or cross-matching error, 

where vectors from Bd(k) are chosen to represent v(k) and where vectors from Bv are chosen to 

represent d(k). However, as is typical at the corresponding stage of conventional model-based 

MSSS techniques, significant energy resides in e(k) after the restricted NMF procedure, which 

accounts for the features of the speaker and echo spectra that were not assigned to either basis 

during separation, or indeed over-estimated features of y(k). Using the approximation v^(k) = 

Bvgv(k) at this point would produce excessively distorted near-end output speech.  

Residual Elimination To eliminate the energy in the residual e(k), for each 

frame, an additional unrestricted NMF with ψ iterations, is carried out, during which both the 

basis [Bv Bd(k)] and the recently identified g(k) are modified. The update rule for g(k) is given 

in (4.2) while the update for B(k) is,  

 
        

€ 

B(k)←B(k)
y(k)

B(k)g(k)
 
  

 
  g(k)T

1g(k)T+ δ
, (4.5) 

At this point the vectors in Bv are modified, but the modifications will be discarded at the 

completion of the frame, with Bv, g(k) and Bd(k) all reinitialized in the succeeding frame such 

that the separation and approximation quality of one frame has no bearing on that of the next; 

this also serves to mitigate the build up of numerical error. Element-wise convergence of e(k) 

to 0 is rapid during the unrestricted NMF, and in practice, ψ = 3 is suffice. By adopting this 

approach the approximation error e(k) is effectively eliminated and y(k) can thus be expressed 

as, 

       

€ 

y(k)   = ˆ v (k) +  ̂  d (k) , (4.6) 

Our intuition behind the unrestricted NMF procedure may be described as follows. By 

virtue of their initialization, Bd(k) and Bv , though in particular Bd(k), contain basis vectors 

that are somewhat congenial to expressing their respective sources in y(k), such that a good 

separation may be stated as corresponding to a critical point of the cost function for which 

y(k) is completely expressed without extensive modifications to the initialized B(k). During 

the restricted NMF with φ updates the salient components of y(k) are expressed by the initial 

basis vectors, which, by steering the solution towards a neighborhood of critical points that 

correspond to less extensive adjustments to B(k), establishes a solution away from critical 

points that correspond to large modifications to B(k) and therefore good separations. The ψ 

unrestricted NMF iterations (2 ≈ ψ), which modify both B(k) and g(k) to model the remaining 

fine details or residual of y(k), are then employed to converge (rapidly) to a critical point in 

this neighborhood, leaving zero residual and separated sources. 

As described in Chapter 3, MSSS techniques employ various masking approaches to 

residual elimination; NMF is not among them, however, we found the unrestricted NMF 

procedure to have comparable performance to adaptive Weiner filtering constructed using the 
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source model estimates Bvgv(k) and Bd(k)gd(k). For this reason, and because of its novelty, we 

feature it in this thesis.  

Speaker Extraction  Speaker extraction (and thus acoustic echo mitigation) is 

accomplished by synthesizing the time-domain frame, by the IFFT, using the magnitude 

vector v^(k) (after residual elimination) together with the phase of Y(  f, k). Overlapping and 

adding successive time-domain frames forms the output speech signal,     

€ 

ˆ v (n) , with much of the 

echo removed. An algorithmic summary of NMF-NSE is provided in Table 4.1.  

4.2.1.1 Distortion of the Output  
Distortion of the synthesized speech occurs when features in v(k) are represented by vectors 

from the echo basis and are thus erroneously omitted from the output speech. No distortion of 

the output occurs when d(k) = 0, provided the parameter Rd is chosen such that the time 

spanned by Bd(k) is less than or equal to the duration of the room response, i.e. Rd ≤ (τ – 

mx)/(N – mx). Then, Bd(k) = 0 when d(k) = 0, and the restricted NMF procedure may choose 

only vectors from Bv to represent v(k) during the separation phases. Thus, when the 

unrestricted NMF cycle begins, B(k) = [Bv 0] and g(k) = [gv(k) 0]T, the zero values in g(k) and 

B(k) cannot change, since the update functions, given in (4.2) and (4.5), are element-wise 

multiplicative. With the elimination of e(k) during unrestricted NMF, (4.4) reduces to y(k) = 

Bvgv(k), and so v(k) is fully represented by v^(k), precluding distortion.  

When d(k) ≠ 0, during the restricted NMF procedure, some features of y(k) that are 

attributable to v(k), will be incorrectly modeled by vectors chosen from the echo basis, Bd(k), 

an error we call speaker matching. At other times, echo matching will occur, for which 

vectors from Bv will be incorrectly selected to represent features contributed to the mixture by 

d(k). The former is manifest in the output speech as distortion, and the latter as echo; 

collectively referred to as cross-matching. Moreover, during the unrestricted NMF some 

additional cross-matching may also occur. Thus an amount of distortion is introduced during 

DT (Note that the scenario d(k) ≠ 0, collectively includes both instances of doubletalk and 

only echo, when the near-end speaker is inactive). The integrity of the separation performance 

therefore depends only on the suitability of the bases and is uninfluenced by changes to h.  

During DT, a constant amount of signal distortion is associated with returning to the 

time domain, using the phase of Y(f, k), in place of the unknown phase of V(f, k), in the IFFT. 

However, this distortion is known to be of minimal perceptual significance [276].  

The influence of the various parameters of NMF-NSE on the level of echo reduction 

and distortion, or equivalently, the level of speaker-matching and echo-matching, attained by 

NMF-NSE is examined in a series of experimental study described in section 4.3.2. Distortion 

and echo are also quantitatively compared to that of AEC-DTD systems in section 4.3.3. 

4.2.1.2 Noise 
With the inclusion of noise again, y(k) contains a third signal for which the separation 

procedure has no basis; consequently, when d(k) ≠ 0, any noise present is divided, in some 
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way among the approximations v^(k) and d
^
(k). When d(k) = 0, and Bd(k) = 0, all the noise is 

manifest in v^(k). 

4.2.2 Hardware Resource requirement of NMF-NSE 
Accompanying the algorithm summary in Table 4.1 are expressions for the number of 

arithmetic operations and the memory requirements arising from each algorithm step of NMF-

NSE during the processing of one frame; without reference to a specific hardware, the 

expressions provide an indicative rather than absolute measure of computational load and 

memory requirement. An arithmetic-step is considered to be any real multiplication, addition, 

subtraction, or division. The square root operation, arctangent, sine and cosine are also 

counted as one operation. Therefore, 4 operations are required to obtain the absolute value of 

a complex number, 2 operations to calculate its phase, 6 operations to convert a complex 

number from polar to Cartesian form, and 4 operations to convert from Cartesian to polar 

form. The number of arithmetic operations for the FFT/IFFT is taken from [37] with N 

additional operations incurred by applying the windowing function for the FFT and N 

ALGORITHM STEP ARITHMETIC OPS MEMORY 

Process far-end Signal x 
Step-size mx, frame index kx 

  

X( f , kx), 
    

€ 

*Rd 2Nlog2(N ) − 3N
2 − 4 + N( )  N 

|X( f , kx)| 

€ 

*Rd
N
2 + 1( )

 
Stored in Bd 

               Create echo basis Bd(k) 
For each frame k and step-size m, such that mk = mxkx,

 

   

Bd(k) =  [ [|X(0, kx)|, |X(1 ,kx)|…, |X(N/2, kx)|]T, 
                [|X(0, kx–1)|, |X(1, kx–1)|…, |X(N/2, kx–1)|]T..., 
                [|X(0, kx–Rd–1|, |X(1, kx-Rd-1)|…,  |X(N/2, kx–Rd–1)|]T ] 

  

€ 

Rd
N
2 +1( )  

Bv (Near-end basis) Computed offline  
  

€ 

Rv
N
2 +1( )  

B(k) = [Bv Bd(k)]   
Y( f , k)      

€ 

2Nlog2(N ) − 3N
2 − 4 + N  N 

|Y( f , k)|∠Y( f , k)    

€ 

6 N
2 +1( )  

  

€ 

N
2 +1( )  

y(k) = [|Y(0, k)|, |Y(1, k)|, …, |Y(N/2, k)|]T

   

€ 

N
2 +1( )  

Initialize gy with random nonnegative 
numbers 

Computed offline  

Separation:   

 For l = 1 : 1 : φ (restricted NMF updates) +ψ (unrestricted NMF updates) do 

        

€ 

g(k)←g(k)
B(k) y(k)

B(k)g(k)
 
  

 
  

B(k)T1 + δ
 

  

€ 

Rd + Rv( ) 5N
2 + 4( ) + N

2 +1 
 
  

 
 (φ +ψ)  

  

€ 

5 Rd + Rv( ) + N
+2,

 

      
If l > φ do (Residual elimination)

 
  

        

€ 

B(k)←B(k)
y(k)

B(k)g(k)
 
  

 
  g(k)T

1g(k)T+ δ
 

  

€ 

Rd + Rv( ) 3N + 4( ) + N
2 +1( )ψ      

€ 

5N
2 + 4( ) Rd + Rv( )

+N + 2,

 

         End if 
 End for 

  

v̂(k)= Bvgv (k)     

€ 

Rv N +1( )  
  

€ 

N
2 +1 

Speaker extraction   
 v̂(k)∠Y( f , k)

     

€ 

2Nlog2(N ) + N
2 + N (N/m)   

€ 

N/m+1
 

Table 4.1 : Algorithmic Summary of NMF-NSE with Indicative Computational Load and Memory Requirement 
over one frame of processing 
*if Rd > m/mx, Rd in this expression can be replaced with m/mx as frames of |X( f, kx)| calculated for the 
kth–1 frame can be reused. 
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additional operations required to normalize the IFFT. In enumerating the memory 

requirements, we assume that each complex value requires two memory locations, and that for 

a Fourier-transform vector of length N, only N/2 + 1 elements are stored. Note that the 

computational cost of training Bv offline is not counted in Table 4.1 since it is not associated 

with any frame.  

From Table 4.1, the initial φ updates of g(k) can be seen to be the predominant 

algorithmic step of NMF-NSE in terms of arithmetic operations, which are proportional to the 

values of Rd, Rv and φ for a given value of N. Also from Table 4.1, the memory requirement of 

NMF-NSE can be seen to depend predominately on the parameters N, Rd and Rv. 

4.3 Performance of NMF-NSE 
In this section we evaluate the performance of NMF-NSE over two stages. For the first stage 

(section 4.3.2), several properties of NMF-NSE are explored by examining the performance 

effect of some of its parameters and various test signal parameters. The results of this stage 

are then used to inform the choice of NMF-NSE parameters for the second stage (section 

4.3.3), in which several aspects of NMF-NSE performance are evaluated by way of 

comparison with conventional AEC-DTD approaches. Prior to discussing the testing methods 

and results of each stage, it will be necessary to establish some suitable performance metrics 

and to describe some test signals. 

4.3.1.1 Performance Measures 
To appraise the overall performance of an AE mitigation approach it is appropriate to 

quantify, separately, the performance during periods of DT when there is concurrent echo and 

near-end speaker activity, and in the absence of DT. To measure the level of echo reduction in 

the absence of DT, in which y(n) = d(n) + w(n), we employ the commonly used echo return 

loss enhancement (ERLE) measure defined here as 

 
    

€ 

ERLE(n) = 10log10
E[ y2(n)]
E[e2(n)]
 

 
 

 

 
 . (4.7) 

In calculating ERLE(n) the expectation functions in (4.7) are estimated by the arithmetic mean 

over 1024 samples centered on n. The signal e(n) in (4.7) is the output signal from an AEC, 

and will contain noise and residual echo due to filter misadjustment. To calculate ERLE for 

NMF-NSE, e(n) in (4.7) is replaced by the NMF-NSE output signal     

€ 

ˆ v (n) . The signal     

€ 

ˆ v (n)  

will contain the component of the noise matched onto the near-end speaker basis, and residual 

echo due to echo-matching error. Note that the inclusion of noise (with σ2 > 0) precludes 

either expectation in (4.7) becoming zero. 

During periods of DT, the perceptual quality of the output near-end speech is 

paramount, and it is therefore appropriate to characterize algorithm performance during DT 

by a measure of speech distortion. The Log Spectral Distance (LSD) is one such objective 

measure of speech distortion used to assess speech enhancement algorithms [384]. During DT 

the LSD in dB between each input and output frame of speech is calculated using the 

expression 
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€ 

LSD(k) =
10log10 V ( f, k) −10log10

ˆ V ( f, k)( )
2

f =0

N/2

∑

N/ 2+1 . 
(4.8) 

For NMF-NSE, LSD(k) will capture distortion, due to matching of v(k) onto Bd(k) i.e. speaker 

matching, residual echo due to matching of d(k) onto Bv i.e. echo matching, and noise due to 

matching of noise onto Bv. For AEC, the LSD value will measure both the residual echo due 

to filter misadjustment as well as noise. It is recognized that, as a measure between 

magnitudes of spectra, LSD is insensitive to phase distortion, which is inherent to NMF-NSE 

through the substitution of the phases of Y( f, k) to synthesize     

€ 

ˆ v (n) . However, as described in 

section 3.3.2, the omission is justifiable here given that the typical phase distortion introduced 

by this substitution is known to be perceptually insignificant [276]. Note that the LSD values 

were calculated using a frame size of 64 ms with a frame overlap of 50%. 

For the parameter study in section 4.3.2, it was necessary to gauge the level of echo, 

distortion, and noise in the output     

€ 

ˆ v (n)  signals, so that NMF-NSE performance during DT 

may be analyzed in terms of echo matching, speaker matching and noise matching 

respectively. For this purpose, the BSS_toolbox evaluation framework [346, 385] was 

employed. This framework is commonly used to assess the performance of sound source 

separation algorithms, whose objectives are similar to those of NMF-NSE during DT. Given 

the original sources of a mixture, the BSS_toolbox returns a set of time-domain performance 

measures for each of the source estimates produced by a separation algorithm. These 

measures are correlation-based, calculated from the waveforms of the source estimates. To 

compute these measures for a source estimate,     

€ 

ˆ s (n) , this signal is first decomposed such that 

it can be expressed as: 

     

€ 

ˆ s (n) = starget(n)  + einterf (n) + enoise(n)  + eartif (n) , (4.9) 

where,     

€ 

starget(n)  is the component of the original source signal in     

€ 

ˆ s (n) ,     

€ 

einterf (n)  is the error of 

    

€ 

ˆ s (n) corresponding to interference from other sources,     

€ 

enoise(n)  is the error corresponding to 

noise in     

€ 

ˆ s (n) , and     

€ 

eartif (n)  represents the remaining error, which consists of distortion and 

algorithm artifact error, including model error [346]. Taking these error signals, the following 

performance measures are calculated: 

 

    

€ 

SIR=10log10
starget(n) 2

einterf
2 ,                    SAR=10log10

starget(n)+einterf (n)+enoise(n) 2

eartif (n) 2 ,

SNR=10log10
starget(n)+einterf (n) 2

enoise(n) 2 ,        SDR=10log10
starget(n) 2

einterf (n)+enoise(n)+eartif (n) 2 . 

 (4.10) 

Signal to Interference Ratio (SIR) measures the level of interference in     

€ 

ˆ s (n)  from the other 

mixture sources, Signal to Noise Ratio (SNR) measures the SNR of     

€ 

ˆ s (n) , Signal to Artifacts 

ratio (SAR) measures the level of algorithm artifacts and distortion introduced by the 

separation algorithm in     

€ 

ˆ s (n) , and Signal to Distortion Ratio (SDR) measures the total error in 
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€ 

ˆ s (n)  from all contributions. To compute these measures for NMF-NSE,     

€ 

ˆ v (n)  during DT is 

substituted for     

€ 

ˆ s (n)  and, with the contemporaneous segments of the signals v(n), d(n), and 

w(n); is decomposed into the aforementioned error terms, from which the ratios in equation 

(4.10) are calculated. In this context, SIR will indicate the level of echo interference in     

€ 

ˆ v (n) , 

SNR will indicate the level of noise in     

€ 

ˆ v (n) , SAR will measure the remaining error in     

€ 

ˆ v (n)  

due to distortion and algorithm artifacts, including modeling error, and SDR will provide an 

overall measure of error in     

€ 

ˆ v (n) .  

The resulting values for NMF-NSE will be influenced by the error related to the use of 

the mixture phases to construct     

€ 

ˆ v (n) , and the model approximation error related to the 

magnitude STFT model of AE assumed in (4.1), and as such will not exclusively reflect error 

attributable to cross-matching. Nonetheless, given that the phase and model errors are 

independent of many of the parameters of NMF-NSE, and assuming that a change in echo-

matching induces a proportional change in SIR, and similarly, for speaker-matching and SAR, 

and for noise and SNR, then these measures may be used to indicate the relative level of 

cross-matching, that is, SIR can be used to indicate the relative level of echo matching, SAR 

can be used to indicate the relative level of speaker matching, SNR can indicate the relative 

level of noise matched onto Bv, and SDR will indicate the overall relative level of cross 

matching, i.e. the combined level of speaker matching and echo matching, and noise matched 

onto Bv. Note that from its definition (4.10) SAR depends on     

€ 

enoise(n)  and     

€ 

eartif (n) , such that 

an increase in the level of either of these signals will affect a rise in averaged SAR; in a 

similar manner, SNR is dependent on     

€ 

einterf (n) . 

The BSS_toolbox measures and ERLE are expressed in dBs, with higher values 

indicating better performance. LSD is also expressed in dBs, but a lower value of LSD 

indicates better performance. 

4.3.1.2 Creation of Test Signals 
All speech data was taken from the TIMIT speech database [379], which is comprised of 

phonetically rich sentences spoken by an wide assortment of speakers. An excitation signal 

x(n) was created by concatenating speech utterances (downsampled to 8 kHz) from a single 

speaker to form a 16 second sequence. An echo signal d(n) was then generated by convolving 

x(n) with an enclosure transfer function, or room impulse response (RIR), h. RIRs were 

selected from the MARDY RIR database [379], which contains responses recorded in a real 

room that are used for the evaluation of blind dereverberation algorithms. MARDY RIRs 

(RT60 ≈ 0.4 s) were modified to reduce the initial lag between source and receiver by 0.8 ms 

as the microphone and loudspeaker are typically closer in the AE problem than in the 

dereverberation problem. The resulting RIR was truncated at 256 ms or 2048 samples. Six 

different pairs of excitation and echo signals were created from 3 female and 3 male speakers. 

Four near-end speaker signals v(n) were also created from two male and two female speakers. 

Each v(n) signal was comprised of a speech utterance at 6 seconds, denoted as utterance I, and 

another at 11 seconds, denoted as utterance II. Both utterances were convolved with an RIR, 
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truncated at 256 ms, from the MARDY database to simulate reverberation of the near-end 

speaker signal as may occur during hands free operation. The signal v(n) was reverberated 

using the same MARDY RIR as that used to produce d(n), but without modifying the time of 

first arrival, allowing that the near-end speaker may be farther from the microphone than the 

loudspeaker. The average utterance duration in v(n) was 2 seconds. The near-end microphone 

output signal y(n) is formed by the sum of an echo signal d(n), a near-end speaker signal v(n) 

and a noise component w(n)  ~ N(0, σ 2). The energy in v(n) relative to d(n), or the near-end to 

far-end ratio (NFR), is defined as  

 
    

€ 

NFR(n) = 10log10
E[v2(n)]
E[d 2(n)]
 

 
 

 

 
 . (4.11) 

The expectation functions in (4.11) are estimated in practice by the arithmetic mean over 1024 

samples centered on n. The a priori signal-noise ratio, SNRin (so-called to distinguish it from 

the SNR performance measure defined above) is given by the ratio     

€ 

E[d2(n)]  to σ 2. The six 

d(n) signals and four v(n) signals and different w(n) signals were combined to form 24 distinct 

near-end microphone signals, y(n); SNR and NFR are to be specified. A second set of near-

end microphone signals, yc(n), incorporating a room change at 9 s, was constructed by the 

same method. The room change was introduced to the echo signals d(n) by linearly fading 

between two sets of RIR coefficients over 256 ms (2048 samples) in such a way so that no 

spurious discontinuities were introduced to the signals. A similar room change was introduced 

to the near-end speaker’s RIR at the same instant. Physically these room changes correspond 

to a sudden 20 cm displacement of the near-end microphone. 

4.3.2 Parameter Study  
The objective of this stage is to relate various NMF-NSE parameters and test signal 

parameters to the performance of NMF-NSE, in terms of distortion, echo, and noise residing 

in output     

€ 

ˆ v (n)  signals. Consequently, this study will provide an overview of the NMF-NSE 

parameter space from which an informed choice of parameter value may be made. Since the 

parameter space of NMF-NSE is of high dimension, for tractability, the objective of this stage 

is accomplished through 7 separate experimental studies, each of which evaluates a different 

subset of NMF-NSE parameters or test parameters, with each subset inducing a pertinent 

aspect of NMF-NSE performance. Before describing and analyzing the results from each 

study we will outline the generic experimental method followed in each study, and specify a 

set of default parameters for NMF-NSE. 

4.3.2.1 Generic Parameter Study Method 
For each parameter study, two experiments were performed for each combination of 

prescribed parameter(s) values; the first experiment examines performance in the absence of 

DT, and the second experiment examines performance during DT. The effect of room changes 

is not considered at this stage. To examine performance in the absence of DT, NMF-NSE was 

applied to each y(n) signal with v(n) = 0, (v(n) = 0 implies 6 distinct d(n) signals, however we 

employ all the 24 y(n) signals here which will have different noise signals) resulting in 24 
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€ 

ˆ v (n)  sequences, from which 24 ERLE sequences were computed. A single averaged value for 

ERLE was then calculated by ensemble averaging over the resultant ERLE sequences, and by 

then time averaging the resulting ensemble averaged ERLE sequence. To examine 

performance during DT, NMF-NSE was again applied to each y(n) signal, this time including 

v(n) for a NFR to be specified below. From each NMF-NSE output signal, i.e. each     

€ 

ˆ v (n)  

signal, two average values of LSD were computed, the first over the frames of utterance I, and 

the second over the frames of utterance II. The values for utterance I and II were then 

averaged over all such values from each of the 24 output signals, after which the average 

values for utterance I and II were averaged to produce a single averaged value for LSD. 

Similarly, a single averaged value for SNR, SIR, SDR and SAR was computed by first 

calculating two values, one over the samples of utterance I and the second over the samples of 

utterance II, and then averaging over each output signal, and then averaging the average 

values for utterance I and II. The two experiments are repeated for each combination of 

parameter(s) in each parameter study, resulting in an averaged value for ERLE, LSD, SIR, 

SAR, SNR and SDR for each combination of parameter(s) in each study. 

Any unspecified parameters in the following studies have the subsequent values by 

default, φ  = 50, ψ = 3, Rv  = 4, Rd = 8, N = 512, m = 256, and m1 = m/2 (128), and the default 

test signal parameters were SNRin = 30 dB, and NFR = 0 dB, simulating the realistic condition 

of equivalent echo and near-end speaker energy during DT. The default near-end basis Bv was 

speaker independent, and was constructed by applying a rank-Rv NMF procedure with 2000 

iterations to the spectrogram (64 ms frames, 50% overlap) of a 30 s speech signal comprised 

sentences spoken by ten different arbitrarily chosen speakers from the TIMIT database [379]; 

both male and female speech were employed. These speakers were not employed again 

throughout the evaluation for any purpose, and as such Bv is independent of all near-end 

speakers. Similarly, each speaker dependent Bv, required for the final study, was trained from 

a 15 s speech signal comprised exclusively of sentences spoken by the specific speaker. These 

utterances were not employed in the corresponding test signals. 

4.3.2.2 Study of Rv and Rd and N  
This study elucidates the inherent trade-off between echo reduction and distortion (during DT) 

by examining the influence that different values for Rd and Rv have on NMF-NSE 

performance. This study also examines the effect of window size on NMF-NSE performance. 

The specific range of values for these parameters tested were: Rd = [1, 2…16], Rv = [1, 

2…16], and N = [64, 128, 256, 512, 1024, 2048] samples. The results for this study are 

displayed in Figure 4.1 in which each surface plot contains the results for a particular 

performance measure and window size for each combination of Rv and Rd. A separate close up 

view of the results for N = 512 is displayed in Figure 4.2. 

In general, the averaged ERLE results in Figure 4.1, and in Figure 4.2, indicate that in 

the absence of near-end speech (no DT), less echo and noise reside in the output     

€ 

ˆ v (n)  signals 

for higher values of Rd (more basis vectors in Bd(k)) and for lower values of Rv (less basis 

vectors in Bv), with Rd = 16 and Rv = 1 producing the lowest averaged ERLE for each N, and 
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Rd = 1 and Rv = 16 producing the highest averaged ERLE for N. Ignoring noise for the present, 

the averaged ERLE values imply that by increasing the number of basis vectors in Bd(k), for a 

fixed Rv and N, less echo matching occurs. This outcome was expected since an increase in 

the number of basis vectors in Bd(k) better enables this basis to express the variability of its 

source d(k). The averaged ERLE results also imply that by decreasing the number of basis 

vectors in Bv (until the minimum of Rv = 1) for a fixed Rd and N echo matching is also 

reduced. This reduction is attributable to the reduced speech variability that a lower rank Bv 

can express; therefore, it is less able to erroneously express d(k). It is apparent that the rise in 

ERLE for decreases in Rv or increases in Rd is not consistent across all the values of N, Rv or 

Rd. For example, for N = 1024 for Rd between 1 and 7 for all Rv the averaged ERLE results 

exhibit a relatively sharp rise in averaged ERLE, followed by relatively small increases for Rd 

> 7, particularly for Rv > 2.  

The averaged ERLE results also depend on N, for each increase in N from 64 to 2048 

samples there is a rise in averaged ERLE for each pair of Rd and Rv values, demonstrating that 

 
Figure 4.1: Experimental Results illustrating the influence of Rd, Rv and N on NMF-NSE performance in the absence of DT and 
during DT. Each column of plots displays a different value for N while each row displays a different performance measure; the 
z-axis label of the leftmost plot indicates the particular measure. For each row all plots are plotted across the same scale, with the 
lowermost and uppermost z-axis labels indicating the minimum and maximum values (rounded to nearest 1/100) attained across 
all Rd, Rv and N. 
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the output     

€ 

ˆ v (n)  signals contain less echo for longer windows in the absence of DT. However, 

if Rd is adjusted such that Bd(k) spans approximately the same time interval of x(n) for each N, 

these performance disparities are reduced, for example: for Rv = 2, Rd = 8, and N = [128, 256, 

512, 1024, 2048], averaged ERLE = [15.5089, 19.7951, 25.8791, 30.1866, 32.0126] dBs 

respectively; while for Rd adjusted, i.e. Rd = [16, 8, 4, 2, 1] the corresponding averaged ERLE  

values become [18.0708, 19.7951, 20.2526, 20.8338, 21.2105] dBs. Nonetheless, it is 

apparent that longer frame lengths are still preferable for maximal echo reduction in the 

absence of DT. It is probable that less echo-matching occurs for longer frames because the 

basis vectors of the composite basis B(k) are required to fit more frequency bins, and so the 

more general basis vectors in the Bv component of B(k) are less likely to be matched a portion 

of y(k). Furthermore, shorter windows generate spectrums with lower resolution of their 

constituent spectral components, and therefore, Bd(k), Bv and y(k) are populated with less 

distinctive and more blurred spectral features, enabling the less specific basis vectors of Bv to 

more easily fit portions of y(k). 

Assessing now the averaged SIR surface plots in Figure 4.1, which pertain to the echo 

reduction performance of NMF-NSE during DT; for each increase in Rd there is a slight 

increase in averaged SIR for all Rv, indicating lower levels of echo remaining in the output 

    

€ 

ˆ v (n)  signals. A similar trend is seen in the averaged ERLE results, which would suggest, as 

expected, that in both the absence of, and during DT echo matching declines with an increase 

in Rd for a fixed Rv. As described in the context of averaged ERLE, the reductions in echo 

matching, are due to the enhanced ability of a higher rank Bd(k) to express d(k). The influence 

of Rv on the averaged SIR results is more complex, for example for N = 256 averaged SIR 

peaks for Rv = 9 and declines thereafter. Similar features are seen for higher values of N, 

though for different values of Rv in general. This feature of the averaged SIR results is 

somewhat surprising given that it was expected that a reduction in Rv, which is expected to 

consistently decrease echo matching by curtailing the speech variability Bv can express, would 

lead to a reduction in averaged SIR, as it did for averaged ERLE. For N = 64, and 128 
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Figure 4.2: Experimental Results illustrating the influence of Rd, Rv for N = 512 samples on NMF-NSE performance 
in the absence of DT and during DT.  
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however, averaged SIR decreases on average for an increase in Rv as expected. Although not 

shown here, for smaller NFR values, i.e. greater proportion of echo in y(n) during DT, the 

averaged SIR values vary much more closely with those of averaged ERLE, as expected, 

suggesting that for NFR = 0 dB, SIR is somewhat ineffective at measuring the echo 

interference in    

€ 

ˆ v (n) . 

The averaged SAR results in Figure 4.1 are characterized by rising values for 

increasing Rv and rising values for decreasing Rd for all N. This is to be expected; by 

increasing the number of basis vectors in Bv, extending the range of speech it can express, for 

a fixed Bd(k); or by decreasing the number of basis vectors in Bd(k), restricting the range of 

speech it can express, for a fixed Bv; a larger portion of v(k) is matched onto Bv and therefore, 

speaker-matching is reduced, with a commensurate reduction of distortion in the output     

€ 

ˆ v (n)  

signals. However, as indicated by the averaged SIR values, a decrease in Rd promotes echo 

matching during DT; consequently, the averaged SIR and SAR results jointly demonstrate 

that during DT the choice of Rd is a trade-off between echo matching and speaker matching. A 

similar trade-off is seen for Rv for N = 64, 128; but for N = 248, 512, 1024, and 2048, the 

choice of Rv is less of a compromise, since both averaged SAR and SIR increase with Rv up to 

a point, after which, averaged SIR starts to decrease while SDR continues to increase. The 

averaged SAR results vary negligible across N.  

The averaged SNR results in Figure 4.1 suggest that during DT more noise is omitted 

from the output     

€ 

ˆ v (n)  signals for higher values of Rv, Rd and N. The omitted noise corresponds 

to the portion of noise that is matched onto Bd(k) and is therefore absent from Bv. Given the 

lack of structure of w(n) in the magnitude-STFT domain, it is natural to assume that the noise 

contribution in y(k) is divided equally between the basis vectors of B(k) such that the noise is 

assigned to Bv and Bd(k) in proportion to the ratio of Rv and Rd. This assumption is somewhat 

evinced from the averaged SNR results, which exhibit an increase in value for increasing Rd 

across all N; however, the results also exhibit a slight increase for increasing Rv for higher 

values of N, a result that does not corroborate this assumption. The averaged SNR values peak 

in value for N = 1024 for most values of Rv and Rd. 

The averaged SDR values of this study, which can be taught of as a combination of the 

averaged SAR, SIR and SNR values, correlate substantially more with the averaged SAR 

values than with either averaged SIR or averaged SNR. This implies that distortion is the 

primary error in the output     

€ 

ˆ v (n)  signals during DT, and thus, while averaged SAR and SDR 

are also reflecting model error and error due to phase substitution, relatively speaking, speaker 

matching as opposed to echo matching contributes most to the error during DT. The averaged 

LSD values, which like averaged SDR are an overall performance measure, vary negatively 

with the averaged SDR values for all N, implying that the averaged LSD values also reflect 

primarily distortion. The predominance of speaker matching error in NMF-NSE during DT is 

ascribable to the generality of the basis vectors in Bv, which deter its ability to fit v(k), with 

the specificity of Bd(k) being insufficient to prevent it from being used to represent a portion 
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of v(k). On the other hand, relatively low echo matching error occurs during DT, owing to the 

likeness of the basis vectors in Bd(k) to d(k), and the lack of specificity of Bv for d(k). 

Contrasting now the performance of NMF-NSE in the absence of DT (echo only) and 

during DT, according to the DT performance measures values, speaker matching can be 

reduced, or equivalently distortion during DT is reduced, by either lowering Rd (decreasing 

the number of basis vectors in Bd(k)) or by increasing Rv (increasing the number of basis 

vectors in Bv); however, either of these changes would also increase echo matching during 

periods of echo only, leading to increased residual echo for such periods. It follows therefore 

that both the choice of Rd and the choice of Rv is a trade-off between echo reduction during 

echo only periods, and distortion during DT. Furthermore, although the effect of echo 

matching during DT is less significant than that of speaker matching, a decrease in Rd, and to 

a lesser extent Rv, also increases residual echo during DT. Consequently, the choice of Rd and 

of Rv can be stated more generally as a trade-off between echo matching and speaker 

matching, or as a trade-off between increased echo reduction and increased distortion of the 

near-end speech.  

Contrasting now the results in terms of N, it can be observed that in the absence of DT 

longer window lengths produce more echo reduction, while during DT optimal performance is 

attained for window lengths of size 512 or 1024 samples. The variability in the DT 

performance values across N may be related to the influence that N has on the validity of the 

assumption of pair-wise disjoint supports of speech signals in the STFT domain, which was 

given as a justification for the model (4.1). It was demonstrated in [155] that speech signals 

generally satisfy this assumption in practice, but that the level to which they do varies 

depending on N, as well as other factors. For example, for speech signals sampled at 16 kHz 

the optimal value for N was shown empirically to be 1024 samples/64 ms, which we assume 

corresponds to a window size of 512 samples/64 ms for speech sampled at 8 kHz. Relating 

this finding to the performance of NMF-NSE during DT, it is apparent from the results in 

Figure 4.1 that averaged SIR exhibits a peak in value at N = 512 for all Rv and Rd, indicating 

that optimum echo reduction occurs during DT for this value of N; this then influences 

averaged SDR, which also exhibits a small peak in value, though this peak is spread out over 

N = 512 and N = 1024; and the averaged LSD values, which have a slight trough in value at N 

= 512 and N = 1024 for the same Rv and Rd values. The results indicate therefore that an 

optimum value of N exists during DT, which we contend is linked to the level of pair wise 

disjointness between d(k) and v(k). This relationship may arise because increased disjointness 

of the sources facilitates more accurate matching of their energy onto their respective basis 

vectors in B(k) during the φ updates i.e. the restricted NMF, with less overlap between bases. 

Furthermore, increased disjointness between d(k) and v(k) implies that the energy in each time 

frequency bin of y(k) is more likely to belong exclusively to either d(k) and v(k), which if the 

spectral energy in this bin is assigned to the correct bases during the φ updates, mitigates the 

possibility of cross matching during the assignment of e(k) during the subsequent ψ updates 

of both B(k) and g(k). 
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4.3.2.3 Study of Rd, m1 and N 
This study seeks to examine the effect on performance of the time resolution of the basis 

vectors in Bd(k) by investigating the influence that the parameters Rd, mx, and N have on 

NMF-NSE performance. The values of these parameters employed in this study were Rd = [1, 

2…16], Rv = [1, 2…16], and mx = [31m/32, 15m/16, 7m/8, 3m/4, m/2, m], where for mx = m 

the STFT analysis windows for x(n) and y(n) advance at the same rate (same stepsize), with 

decreasing mx implying greater time resolution in the echo basis i.e. x(n) is processed with a 

smaller stepsize. The results for this study are displayed in Figure 4.1, in which each column 

of plots displays the results for a particular window size while each row displays the results 

for a particular performance measure, as in the previous study. Note that for space 

considerations the factor m is omitted from the labels along the mx axis of the plots in Figure 

4.1. 

From the results in Figure 4.3, it is apparent that the choice of mx is a trade-off between 

echo reduction and distortion. For example, from the averaged ERLE results for N = 512, for 
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Figure 4.3: Experimental Results illustrating the influence of Rd, m1 and N on NMF-NSE performance in the absence of DT and 
during DT. The axis labels across m1 are displayed as fractions, with a scale factor of m implied. As in figure 1, each column of plots 
displays a different value for N while each row displays a different performance measure. For each performance measure all plots are 
across the same scale, with the lowermost and uppermost axis labels for a particular row indicating the minimum and maximum 
values a performance measure attained for all N. 
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decreasing mx, averaged ERLE decreases for each value of Rd, (except for Rd = 1) which 

implies, (ignoring Rd = 1) that by increasing the time resolution of Bd(k), (decreasing mx) echo 

matching is increased. This result is most likely attributable to the narrowing of the time span 

of the basis vectors in Bd(k) that comes with reducing mx for a fixed Rd, which decreases the 

variability in this basis, decreasing its ability to account accurately for the variability of d(k). 

However, by virtue of this decreased range of variability, such an Bd(k) has greater specificity, 

and thus, is less prone to speaker matching, a feature borne out by the averaged SDR results, 

which increase for all Rd, except for Rd = 1 for decreasing mx. 

Also from the averaged ERLE results for N = 512, averaged ERLE rises for increasing 

Rd for all mx, implying that by increasing the number of previous spectral frames of x(n) in 

Bd(k), less echo matching occurs. This reduction is because of the increase in Rd, which 

extends the length of time over which the basis vectors of Bd(k) span, which consequently 

increases the variability in Bd(k), better enabling it to express d(k). This reduction in echo 

matching however, and the resulting decrease of residual echo in     

€ 

ˆ v (n) , comes at the expense 

of greater speaker matching during DT, which is evident from the falling values for averaged 

SDR for increasing Rd. This increased distortion is attributable to the concomitant ability of a 

higher rank Bd(k) to speaker match. The results show therefore that the lack of variability in 

Bd(k) arising from a high time resolution can be compensated by increasing Rd. This strategy 

however also results in a high hardware resource requirement.  

4.3.2.4 Study of φ  and ψ   
This study assesses NMF-NSE performance for different numbers of g(k) updates during the 

restricted NMF procedure, φ, and demonstrates the beneficial performance effect of the post 

separation updates, i.e. ψ > 0, during the unrestricted NMF procedure. The values of φ and ψ 

employed were, φ = [1, 2…150], and ψ = [0, 3]. The results of this study are plotted in Figure 

 
Figure 4.4: The effect of φ and ψ on the performance of NMF-NSE. The dashed line type signifies values for ψ = 0 
i.e. no post separation updates, and the solid line type signifies values for ψ = 3. As indicated on the graph, the plus 
(+), circle (o), triangle (△), star (*), square (□), and x-mark (x), plot symbols correspond to averaged SNR, 
averaged ERLE, averaged SIR, averaged SAR, averaged SDR, averaged LSD respectively. 
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4.4. In Figure 4.5, spectrograms of an example v(n),     

€ 

ˆ v (n)  for ψ = 0, and     

€ 

ˆ v (n)  for ψ = 3 are 

displayed to illustrate the benefit of the post separation NMF updates. 

The profiles of the performance measures in Figure 4.4 exhibit a similar trend for 

ψ = 0 and for ψ = 3, typified by relatively large increases or decreases initially, followed by 

stabilization at the maximum or minimum value reached, or in the case of averaged SIR for 

ψ = 3, an asymptotic decrease from the maximum value attained; this result is discussed in 

more detail below. In general, it is evident from the results that the ψ updates (ψ = 3), for all 

φ, induce a sharp increase in each of the averaged BSS_toolbox performance measures and a 

fall in LSD, verifying that the post separation updates reduce the distortion, echo, and noise in 

the near-end speech during DT by accounting for the residual e(k). However, in the absence of 

DT, the post separation updates induce a slight drop of approximately 3 dB in averaged 

 
Figure 4.5: Spectrograms (in dBs) illustrating the performance benefit imparted on NMF-NSE from post separation 
NMF updates. The performance improvement is apparent from the finer spectral detail captured in   

€ 

ˆ v  for ψ  = 3 in 
comparison to   

€ 

ˆ v  for ψ  = 0. Note that for the signals displayed in this figure, the SIR, SAR, SNR, SDR and LSD 
values for utterance I for ψ  = 3 were respectively 15.01 dBs, 7.82 dBs, 36.37dBs, 6.94 dBs, and 3.85 dBs, while for 
ψ  = 0 they were, 8.3962 dBs, -1.5000 dBs, 28.7801 dbs, -2.4680 dBs, and 5.31 dBs. For utterance II, the results for 
ψ  = 3 were respectively 16.10 dBs, 10.01 dBs, 34.51 dBs, 8.95 dBs, and 3.59 dBs, while for ψ = 0 they were 
respectively 8.46 dBs, -1.59 dBs, 23.84 dbs, -2.55 dbs and 4.88 dBs. Note that for the same y signal with v = 0, the 
average ERLE (across time only) for   

€ 

ˆ v  with ψ  = 3 was 18.74 dBs, while for   

€ 

ˆ v  with ψ  = 0 it was 17.04 dBs. 
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ERLE, indicating that they also induce some echo matching in the absence of DT; thereby, 

increasing the echo in the output     

€ 

ˆ v (n)  signals. On balance however, we contend that this 

increase in echo is outweighed by the increased performance during DT, justifying the use of 

post separation updates. Although not shown here, increasing the number of post separation 

updates, ψ, beyond three has a negligible effect on NMF-NSE performance. 

The highest averaged SIR value in Figure 4.4 for ψ = 3 occurs at φ = 0, i.e. no g(k) 

updates during the restricted NMF are required for optimum echo removal during DT. This 

result suggests that the basis vectors of Bd(k) are such that d(k) is assigned to this basis during 

the post separation updates irrespective of the initial activation pattern in g(k) (provided 

however g(k) > 0). However, the relatively low values for the other DT measures for φ = 0, 

ψ = 3, or relatively high value in the case of LSD, imply that the ψ updates for φ = 0 also 

assign much of v(k) to Bd(k), owing to the arbitrary activation pattern in g(k), which manifests 

as distortion in the output     

€ 

ˆ v (n)  signals. As is reflected by these results, it is not until several 

updates of g(k) are completed, when the spectral energy of y(k) is distributed across B(k) such 

that the late updates can eliminate e(k) without introducing excessive extra speaker-matching, 

that optimum performance during DT is attained. 

4.3.2.5 SNR study  
Due to the linearity of NMF, the fraction of v(k) matched onto Bd(k) (speaker-matching), and 

the fraction of d(k) matched onto Bv (echo matching), are both invariant to scaling of either 

d(k) or v(k). In this study, and the next, we examine the consequences of this property in 

relation to noise and near-end speech levels respectively. In this study a single parameter, the 

test signal parameter SNRin is varied to test the robustness of NMF-NSE to noise. For high 

levels of SNRin, for which w(n) is negligible, this study will enable the error in the output 

    

€ 

ˆ v (n)  signals introduced by the NMF-NSE algorithm alone to be examined. The values of 

SNRin tested were [-40, -39, -38… 39, 40] dBs. The results of this study are displayed in 

Figure 4.6. For reference, Figure 4.6 also displays the ERLE performance of a conventional 

FDAF-based AEC; this AEC is also used in the experimental comparison, in which its 

parameters are specified. 

The results in Figure 4.6 show that for decreasing SNRin, for which the gain of w(n) is 

increasing and those of both d(n) and v(n) are fixed; averaged ERLE, averaged SDR and 

averaged SNR all decrease, and averaged LSD increases; a trend attributable to the increasing 

proportion of the output     

€ 

ˆ v (n)  signals that consists of noise. Moreover, for SNRin< 0 the 

averaged SDR and averaged SNR values begin to converge, implying that for this range of 

SNRin the error in the     

€ 

ˆ v (n)  signals is overwhelmingly attributable to noise. Assuming that the 

proportion of v(k), d(k), and noise matched onto Bv is constant irrespective of SNRin, the 

increasing prevalence of noise in the output     

€ 

ˆ v (n)  signals for decreasing SNRin is attributable 

to the increase in the gain of the portion of noise matched onto Bv; therefore, while the level 

of near-end speech and echo in the output     

€ 

ˆ v (n)  signals is relatively constant for decreasing 

SNRin, the noise component of the output     

€ 

ˆ v (n)  signals grows.  
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For more realistic SNRin, such as SNRin > 10 dB, the values of the performance 

measures in Figure 4.6 increase asymptotically for increasing SNRin, or in the case of 

averaged LSD decrease asymptotically, with an increase in SNRin above 35 dB eliciting a 

negligible effect on these measures. The increases are attributable to the diminishing 

proportion of     

€ 

ˆ v (n)  that consists of noise due to the now decreasing gain of the noise 

component matched onto Bv. The constant values above 35 dB, for which w(n) becomes 

increasingly insignificant, expose the error inherent to NMF-NSE in the output     

€ 

ˆ v (n)  signals; 

in this case for the default configuration of its parameters. It is apparent from these values that 

this error is attributable to distortion, which is evident from the convergence of the average 

SAR and SDR values. It can be asserted therefore, that a minimum level of distortion, and to a 

lesser degree echo, is present in the output     

€ 

ˆ v (n)  signals irrespective of the level of noise; this 

is discussed further in the next section.  

For typical values of SNRin, such as SNRin > 20 dB, the values are relatively stable 

implying that noise has a rather insignificant effect on the performance of NMF-NSE over this 

range, which demonstrates that NMF-NSE is robust to noise. In contrast, it can be seen that 

the performance of the reference AEC algorithm decreases monotonically with decreasing 

SNRin; though it is evident that AEC can attain better echo reduction, higher averaged ERLE, 

for SNRin > 30 dB. Note that for low SNR the averaged SAR results in Figure 4.6 are 

reflecting their dependence on enoise(n), the level of which is increasing for decreasing SNRin. 

Note also that the prevalence of noise at lower SNR may be obfuscating d(k) and v(k) during 

the separation procedure, thereby rendering the measures unreliable for these levels of SNRin. 

4.3.2.6 NFR Study 
In this study, NMF-NSE performance is examined for varying levels of the near-end speaker, 

which is achieved by varying the test signal parameter NFR for fixed levels of echo and noise. 

The following values of NFR were applied: [-40, -39, -38… 39, 40] dBs. Figure 4.7 displays 
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Figure 4.6: The effect of SNR on the performance of NMF-NSE. As indicated on the graph, the plus (+), circle (o), 
triangle (△), star (*), square (□), and x-mark (x), plot symbols correspond to averaged SNR, averaged ERLE, 
averaged SIR, averaged SAR, averaged SDR, and averaged LSD respectively. The solid black line represents the 
averaged ERLE results for AEC. 
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the results of this study; the averaged ERLE values are omitted, as they are constant for all 

NFR; as such, the discussion of the results is in the context of DT.  

For decreasing NFR, for which the level of v(n) in y(n) is decreasing, for a fixed level 

of d(n) and w(n), the profiles of averaged SDR, SNR, LSD and SIR in Figure 4.7 indicate that 

NMF-NSE performance during DT degrades. There are two factors responsible for this; 

firstly, assuming again that the proportion of v(k), d(k) and noise matched onto Bv is constant 

irrespective of NFR, then the level of echo manifest in the     

€ 

ˆ v (n)  signals due to echo–matching 

is approximately constant for all NFR, implying that residual echo will constitute an 

increasing proportion of the output     

€ 

ˆ v (n)  signals for decreasing NFR, resulting in lower 

averaged SIR. This rise in the proportion of echo in     

€ 

ˆ v (n)  also leads to increased averaged 

LSD and reduced averaged SAR, averaged SNR and averaged SDR, which covarys with 

averaged SIR for NFR > 30, signifying the prevalence of residual echo in the output     

€ 

ˆ v (n)  

signals for this range of NFR. Secondly, and as discussed in the previous section, the level of 

noise in     

€ 

ˆ v (n)  is approximately constant irrespective of NFR, and therefore noise will 

constitute an increasing proportion of     

€ 

ˆ v (n)  for decreasing NFR, pushing averaged SNR lower, 

and contributing to the lower values of the other performance measures, or higher values in 

the case of averaged LSD.  

For increasing NFR, for which the level of v(n) in y(n) is now increasing for a fixed 

level of d(n) and w(n), both averaged SIR and SNR rise steadily, reflecting the diminishing 

proportion of the output     

€ 

ˆ v (n)  signals that consist of echo and noise. Initially, this relative 

decrease in echo and noise is also reflected through increased averaged SAR, SDR and LSD; 

however, the increases taper off as the effect of distortion error becomes more prevalent, a 

prevalence apparent from the convergence of the averaged SDR and averaged SAR values for 

NFR > 0. The constancy of averaged SDR, SAR, and LSD above 20 dB NFR indicates that 

the absolute level of distortion in the output     

€ 

ˆ v (n)  signals increases linearly with NFR, thereby 

showing, empirically, that an invariable percentage of v(k) is matched onto Bd(k) irrespective 
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Figure 4.7: The effect of NFR on the performance of NMF-NSE. As indicated on the graph, the plus (+), circle (o), 
triangle (△), star (*), square (□), and x-mark (x), plot symbols correspond to averaged SNR, averaged ERLE, 
averaged SIR, averaged SAR, averaged SDR, averaged LSD respectively. 
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of SNR and NFR. The results of this study therefore follow the results of the SNR study, in 

which NFR was 0 dB; both of which indicate that     

€ 

ˆ v (n)  during DT will contain a minimum 

level of distortion due to speaker matching irrespective of the relative level of the near-end 

speaker or noise. 

An obvious implication of this property of NMF-NSE is that during DT, or more 

precisely when Bd(k) contains nonzero values, even if the level of the near-end speaker far 

exceeds that of the echo and noise signal,     

€ 

ˆ v (n)  will contain a significant amount of distortion. 

For example from Figure 4.7, if NFR > 20 dBs,     

€ 

ˆ v (n)  will contain on average 18 dBs SAR of 

distortion, a level of distortion which may be more objectionable to the end-user than the 

original y(n) signal. However, in realistic scenarios, such as hands free telephony, the near-

end speaker and the echo signal can be expected to have equivalent levels, i.e. NFR = 0 dB or 

within a region of 5 dBs around this value, which, judging from the results in Figure 4.7, is 

the range of NFR where the trade-off between echo reduction and distortion is most favorable. 

 
Figure 4.8 : NMF-NSE performance with a speaker independent Bv and with a speaker dependent Bv in the absence of and during 
DT. The 1st and 3rd column of plots display the results for a speaker independent Bv and a speaker dependent Bv respectively, 
while the 2nd and 4th columns display the standard deviation of the results for a speaker independent Bv and a speaker dependent 
Bv respectively. In each row a different performance measure is displayed, the particular measure is indicated along the z-axis of 
the leftmost graph. The results plots for a particular row are displayed across the same scale, and the plots of standard deviation 
for a particular row are displayed across the same scale. The lowermost and uppermost z-axis labels of each of indicate the 
minimum and maximum values of the measures attained. 
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Furthermore, as demonstrated in the accompanying studies of this section, the performance of 

NMF-NSE can be manipulated by varying Rv, Rd, N, m1, φ and ψ or by employing a source 

dependent Bv (next study). 

4.3.2.7 Comparison of NMF-NSE performance with a independent speaker Bv to 
that of NMF-NSE with a speaker dependent Bv 

This final study of this section demonstrates the benefits of a speaker dependent Bv by 

comparing the performance of NMF-NSE with such a Bv to that of NMF-NSE with a speaker 

independent Bv. This comparison was performed for the following values of Rd and Rv, Rd = 

[1, 2…16], Rv = [1, 2…16]. The results of this study are displayed in Figure 4.8, in which the 

results for NMF-NSE with a speaker independent Bv are displayed in the first column of plots 

while the results for NMF-NSE with a speaker dependent Bv are displayed in the third column 

of plots. To compare the variability in the NMF-NSE results for the two bases, each result in 

Figure 4.8, is accompanied by the standard deviation (STD) of the set of values used to 

compute that result. The STD values are displayed in the second (speaker independent Bv) and 

fourth column (speaker dependent Bv) of in Figure 4.8,.  

Figure 4.8 shows that NMF-NSE with a speaker dependent Bv attained higher values 

for each performance measure for each value of Rd and Rv relative to NMF-NSE with a 

speaker independent Bv, indicating that with a speaker dependent Bv the output     

€ 

ˆ v (n)  signals 

contain less echo, distortion and noise during DT and less echo in the absence of DT. As a 

specific example, it can be seen that for the default parameters of Rv and Rd, NMF-NSE with a 

speaker dependent Bv offers an increase of 2.02 dBs in averaged ERLE, 1.34 dBs in averaged 

SIR, 1.71 dBs in averaged SAR, 1.2 dBs in averaged SNR, 1.71 dBs for averaged SDR and a 

decrease in averaged LSD of 0.15 dBs. Examining the variability in the performance 

measures computed from the output     

€ 

ˆ v (n)  signals, the standard deviations in Figure 4.8 

indicate that NMF-NSE with a speaker dependent Bv also achieved more consistent results 

than NMF-NSE with a speaker independent Bv, which generally yields higher standard 

deviations for all performance measures across Rd and Rv.  

The higher and more consistent values obtained for a speaker dependent Bv relative to 

a speaker independent Bv stems from the greater specifity of the speaker dependent Bv, which 

decreases the likelihood of echo matching, and from the greater likeness of v(k) to the basis 

vectors in a speaker specific Bv, which reduces the likelihood of speaker-matching. The use of 

the speaker dependent Bv with NMF-NSE however, entails information about the near-end 

speaker, a requirement not entailed with an independent Bv, nor indeed, for conventional 

AEC-DTD. 

4.3.3 Comparison study between NMF-NSE and conventional AEC-DTD 
For this stage, the performance of NMF-NSE is evaluated by way of comparison with 

conventional AEC-DTD approaches. Similar to the previous stage, in this stage the 

performance of the algorithms was compared in the absence of DT and during DT separately; 

though in this study the effect of room change is examined. Before describing the testing 
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methods and discussing results, it will be necessary to choose representative values for the 

parameters of NMF-NSE, and to identify and describe comparative AEC-DTD algorithms. 

4.3.3.1 Parameters of NMF-NSE 
In this section, representative parameter values for NMF-NSE are chosen. This process was 

guided by both the results in section 4.3.2, and the hardware resource requirement of NMF-

NSE described in section 4.2.2. The first parameter selected was N, for which we contend 512 

samples is the longest window length with an acceptable buffering delay; moreover, NMF-

NSE exhibits a peak in DT performance measures for this window length, which was linked 

to the disjointness of the underlying sources. The near-end microphone signal y(n) therefore, 

was processed in 64 ms windows using a hanning window and a 50% overlap i.e. N = 512, 

and m = 256. The choice of m1 was established as a trade-off between echo reduction and 

distortion, as such in this evaluation a compromise was reached and m1 was set to 128 

samples; therefore, the far-end speaker signal x was processed in 64 ms frames with a 75% 

overlap. The choice of Rd and Rv was also established as a trade-off between echo reduction 

and distortion of the near-end speech. Furthermore, recall from section 4.2.1.1, that Rd should 

be chosen such that Bd(k) = 0 implies d(k) = 0; the room responses (2048 samples), together 

with N and m1 dictate that Rd ≤ 16; with Rd = 16 resulting in a high hardware resource 

requirement. Given that in practice DT occurs approximately 20 % of the time [16], less than 

the occurrence of echo, it is appropriate to favor echo reduction at the expense of distortion, 

which can be realized by setting Rv < Rd; hence, for this comparative study, Rd was set to 8 

and Rv was chosen to be 4. This value for Rd enables good echo reduction for N = 512, m1 = 

128 (see Figure 4.1 and Figure 4.3). To veraciously compare NMF-NSE with AEC DTD, 

which is speaker independent, a speaker independent near-end speaker basis Bv was 

employed, the construction of which is described in the previous stage. Note that the chosen 

values for Rd, Rv and φ entail a competitive hardware resource requirement, which is 

compared with traditional AEC-DTD below. 

4.3.3.2 Comparative Conventional AEC-DTD algorithms 
The performance of NMF-NSE was compared to that of two adaptive algorithms commonly 

used for AEC: the Generalized Multi-Delay Filter algorithm [7] (GMDFα) and the NLMS 

algorithm [3]. Recall from Chapter 2 that GMDFα is a type of FDAF algorithm that can accept 

block sizes less than 2L and an input block overlap greater than 50% [7]. As a member of the 

FDAF class, GMDFα also offers fast convergence for low computational load, and as such 

represents a highly capable algorithm against which to compare the performance of NMF-

NSE. By contrast, time-domain based NLMS offers slower convergence than GMDFα with 

comparatively higher computational load, which can grow larger for long-duration room 

response. The utility of NLMS is that it is a widely used reference algorithm in the AEC 

literature and so is included here to facilitate broader comparison of our results with those of 

other studies.  
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The constrained, self-orthogonalizing, GMDFα implementation [7], as described in 

Chapter 2 section 2.2.5, was employed in this study, with the following parameters: 

overlapping factor α = 2, input frame size NGMDF = 64 ms/512 samples (therefore, FFT size or 

input block size = 2NGMDF or 128ms/1024 samples, 2N = 2b, b = 10); Lh = 2048 (the impulse 

response is divided into 4 segments i.e. KGMDF =Lh/NGMDF), µGMDF = 0.3; and the forgetting 

factor for the spectral normlaisation factor, denoted here by λGMDF was set to 0.9. Using these 

parameter values GMDFα was configured to produce 64 ms output frames, with 50% overlap, 

providing an output signal directly comparable to that of NMF-NSE. The parameters of 

NLMS are the step size µNLMS, which was set to 0.5, and the length of   

€ 

ˆ h , which was set to L, 

giving 2048 coefficients. 

Both NLMS and GMDFα were paired with a DTD algorithm to prevent their filter 

models diverging during DT. NLMS was paired with the well known computationally 

efficient variant of the Normalized Cross Correlation (NCC) algorithm defined in (2.64). The 

 

 
Figure 4.9 : Top: Comparison of ERLE values for NMF-NSE (solid line), GMDFα (dashed line) and NLMS (dotted 
line) with a stable near-end room throughout. Bottom : Comparison of ERLE values for NMF-NSE (solid lines), 
GMDFα (dashed lines) and NLMS (dotted lines) with a near-end room change at nine seconds.  
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statistics for NCC were calculated using recursive estimates with a forgetting factor of 0.99, 

and each indication of DT from NCC was held for 200 samples. GMDFα was paired with the 

Multi-Delay block Frequency-domain DTD (MDF-DTD) [13], whose decision variable is 

defined in (2.69). Following the foreground/background MDF filter implementation presented 

in [13], in this study a block estimate of h from an independent background GMDFα is used to 

calculate the MDF-DTD decision variable. The forgetting factor of the background GMDFα 

was set to 0.8 (0.1 smaller than λGMDF) such that the background GMDFα will adapt to the 

statistics of the far-end speaker faster than the foreground GMDFα, and thus at the onset of 

DT, MDF-DTD can alert the foreground GMDFα before divergence occurs. The remaining 

parameters for the background GMDFα were the same as the foreground GMDFα specified 

above. 

4.3.3.3 Performance in the absence of Doubletalk   
The first set of experiments compared the echo mitigating performance of NMF-NSE, as 

measured by ERLE, to that of GMDFα and NLMS in the absence of DT during three distinct 

operational conditions: upon initiation, in a stable long-established room, and in the period 

following a sudden room change. In the absence of DT, v(n) = 0 and the number of distinct 

near-end microphone signals y(n) and yc(n) is reduced in both cases from 24 to just 6. NMF-

NSE, NLMS, and GMDFα were each applied to the 6 remaining distinct near-end microphone 

signals, with and without room change, with DTD disabled for the latter two algorithms. The 

ERLE results from this experiment for y(n) (without room change) and for yc(n) (with room 

change) are displayed in Figure 4.9 

The transient behavior exhibited by GMDFα and NLMS in Figure 4.9 is characteristic 

of conventional AEC approaches, which rely on an estimate of h to perform echo 

cancellation. From the ERLE values of GMDFα and NLMS in Figure 4.9 it is evident that 

both require an initial convergence period before reaching a steady ERLE level, with GMDFα 

exhibiting the faster convergence. Moreover, after the room change, evident at 9 seconds in 

Figure 4.9 (bottom), there is a sharp decline in the ERLE values of GMDFα and NLMS, with 

GMDFα again exhibiting faster re-convergence. The tangible implication of such an ERLE 

profile is that the far-end user will experience echo while the adaptive filters converge at 

initiation and again after a room change. In contrast, the level of the NMF-NSE ERLE values 

in Figure 4.9 are consistent throughout the experiment, matching the level reached by GMDFα 

at its steady state and exceeding NLMS throughout. The ERLE profiles of NMF-NSE indicate 

that, in contrast to conventional AEC-DTD, the far-end user will experience a consistent level 

of echo reduction, available upon initiation and undiminished by room change. 

4.3.3.4 Performance during periods of DT 
This section compares the performance of NMF-NSE, as measured by LSD, to that of 

GMDFα-MDF-DTD, and NLMS-NCC during DT for 3 different conditions, with a separate 

test for each condition. To emulate a room response long-established at the onset of DT, the 

first test applied NMF-NSE, GMDFα-MDF-DTD, and NLMS-NCC separately to each of the 

24 y signals, which have a stable RIR throughout, ensuring that the adaptive filters of the AEC 
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approaches are as well adapted at the onset of DT as their DTDs will allow. For this test, two 

average values of LSD were computed for each algorithm, the first over the frames of 

utterance I, and the second over the frames of utterance II. These values were then averaged 

over all 24 output signals and are tabulated in Table 4.2. 

From Table 4.2, NMF-NSE has the highest average value of LSD for utterances I and 

II, indicating that, under stable room conditions, both GMDFα-MDF-DTD and NLMS-NCC 

introduced less distortion to the near-end output speech during DT than NMF-NSE, with 

GMDFα-MDF-DTD introducing the least. NMF-NSE produced inferior quality speech during 

DT due to cross-matching error; discussed extensively in section 4.3.2.  

To emulate a room change in the recent past that remains influential at the onset of DT, 

the second test applied NMF-NSE, GMDFα-MDF-DTD, and NLMS-NCC to each of the 24 yc 

signals, in which a room change occurs at 9 seconds, after utterance I has ended and before 

utterance II has begun at 11 seconds. The averaged LSD values for utterances I and II for this 

test are tabulated in Table 4.3. Figure 4.10 displays representative examples of output speech 

waveforms from this test for each of the three algorithms. 

The averaged LSD values of the conventional algorithms for utterance II in Table 4.3 

have significantly increased relative to those of utterance II in Table 4.3. These larger values 

signify increased distortion attributable to greater levels of echo in the output near-end speech 

of both algorithms due to a higher level of misadjustment at the onset of utterance II. In 

contrast, NMF-NSE produces an average value of LSD for utterance II in Table 4.3 that is 

consistent with that in Table 4.2, the magnitude of the discrepancy being commensurate with 

noise. The results for this test show that the performance of NMF-NSE during DT is 

insensitive to recent room changes whereas conventional AEC-DTD approaches, which rely 

on an estimate of h, are negatively affected. Additionally, spurious DT, erroneously identified 

by the MDF-DTD and NCC DTDs in response to the room change, may have impeded the 

ALGORITHM UTTERANCE I UTTERANCE II 

GMDFα-MDF-DTD 3.03 3.29 
NLMS-NCC 3.32 3.76 
NMF-NSE 3.79 4.11 

Table 4.2 : Averaged Log Spectral Distance results, average taken over 
24 text signals. 

 

ALGORITHM UTTERANCE I UTTERANCE II 

GMDFα-MDF-DTD 3.03 5.15 
NLMS-NCC 3.32 5.48 
NMF-NSE 3.80 4.05 

Table 4.3: Averaged Log Spectral Distance results with Room Change at 
9 seconds, average taken over 24 text signals 

 

ALGORITHM UTTERANCE I UTTERANCE II 

GMDFα-MDF-DTD 3.04 5.58 
NLMS-NCC 3.30 5.28 
NMF-NSE 3.61 4.09 

Table 4.4: Averaged Log Spectral Distance results with Room Change at 
13 seconds, average taken over 24 text signals 
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adaptation of GMDFα and NLMS algorithms after the room change, thereby contributing to 

the misadjustment that affected utterance II; this issue is examined in detail in Chapter 5. 

For the third and final test, each algorithm was applied to the 24 yc signals with the 

room change shifted to 12 seconds such that the change occurs during utterance II i.e. during 

DT; a room change is synchronously introduced into the near-end speaker RIR to reflect the 

change in that room response. The averaged LSD values for utterances I and II from this test 

are displayed in Table 4.4.  

Examining the values in Table 4.4, it can be seen that the average LSD value of NMF-

NSE during utterance II to be less than those of the AEC-DTD algorithms, and is still 

consistent with those in Table 4.2 and Table 4.3. The test results indicate that the distortion 

introduced by NMF-NSE and echo reduction is unaffected by room change during DT; this is 

in contrast to conventional AEC-DTD. During DT the invariant level of NMF-NSE distortion 

is less than that experienced by the AEC-DTD systems following a room change. 

To establish that the various quantitative results reported to this point translate to 

perceptible, audible effects, an informal listening test was conducted. (Audio files are 

available online (http://www.eeng.nuim.ie/~ncahill/)) The participants individually reported 

that elevated echo levels are audible in the AEC algorithms’ outputs following initiation and 

room change, and that those periods are not discernable from the NMF-NSE output. The 

periods of DT however, were judged to be discernable in the NMF-NSE output, coinciding 

with audible distortion. During stable room conditions only NLMS-NCC was judged to be 

0 2 4 6 8 10 12 14 16

(e)
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(c)

(b)

(a)

Time [seconds]
 

Figure 4.10: Example input and output signals from the second test, (a) echo signal, (b) near-end speaker signal 
plus noise, (c) Output from NMF-NSE, (d) NLMS-NCC output signal, (f) GMDFα-MDF-DTD output signal. 
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clearly not preferable. The participants opined that while the distorting by NMF-NSE was 

perceptible and a distraction, the inconstancy of the AEC algorithms’ performances was 

similarly distracting.  

4.3.3.5 Resource requirement comparison  
As a final important point of comparison between the performances of NMF-NSE and the 

conventional AEC-DTD methods, this section enumerates and compares the memory 

requirement, in terms of Memory Locations (MLs), and the computational load, in terms of 

Arithmetic Operations (AOs) per output sample, of each algorithm described above. 

For GMDFα, 2α((KGMDF)(NGMDF+1) + (2KGMDF+6)(NGMDF  +1) + 6NGMDF MLs are 

required [46], and α[(8KGMDF+12)b + 8KGMDF – 13] AOs are required [7] to produce one 

output sample. For the combined GMDFα-MDF-DTD implementation, certain AOs are 

common to the foreground and background GMDFα filters, but this computational saving is 

offset by extra AOs required to calculate the detection statistic. Consequently the number of 

AOs required per-sample for GMDFα-MDF-DTD is approximated as twice that required for 

GMDFα. The number of extra MLs required for MDF-DTD is 2L + 3NGMDF. NLMS requires 

2L + 3 MLs and 4L + 7 AOs per output sample [13]. Coupled with NLMS, NCC with 

recursive updates requires L + 3 extra MLs and 3L + 3 extra AOs per sample [11]. For NMF-

NSE, the number of AOs per-sample is obtained by calculating the total number of AOs in a 

frame, and dividing by N/2 i.e. frame size = N, overlap = 50%. The total number of MLs 

required for NMF-NSE is the total number of MLs arising from each algorithmic step as listed 

in Table I. 

Table 4.5 lists the number of memory locations and arithmetic operations required by 

each algorithm to produce one output sample, based on the parameters specified in section 

III.C. Examining Table 4.5, NMF-NSE has resource requirements more comparable to those 

of GMDFα-MDF-DTD than those of NLMS-NCC: both NMF-NSE and GMDFα-MDF-DTD 

have a relatively low computational cost and a relatively high memory requirement, the latter 

requiring approximately ½ the number of AOs, and approximately the same number of MLs 

as the former. This balance of computational and memory requirements is characteristic of 

FDAF algorithms in general. In contrast, time-domain based NLMS-NCC has a relatively 

high computational load and a relatively low memory requirement. 

Another practical consideration for the AE problem is the processing delay, with less 

delay being more desirable. For the parameters specified above, both GMDFα-MDF-DTD and 

NMF-NSE incur a 64 ms delay associated with block/frame (overlapping) that may be 

prohibitively large in certain applications, whereas NLMS-NCC operates on a sample-by-

sample basis, and therefore has no buffering delay.  

Algorithm ARITHMETIC 
OPERATIONS 

MEMORY 
LOCATIONS 

NLMS-NCC 14,346 6,154 
GMDFα-MDF-DTD 1,740 23,068 
NMF-NSE 4,148 22,239 

Table 4.5: Number of Arithmetic Operations per sample and number of Memory 
Locations required 
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4.4 Chapter Summary 
Echo arising from loudspeaker/microphone acoustic coupling at an opposing hands-free 

telephone user is a common complaint of telephone users. The conventional approach to 

mitigate such echo is based on adaptive system identification, which in general, is sensitive to 

both room change and DoubleTalk. To address these issues, we applied monaural sound 

source separation (MSSS) techniques to the problem of single channel acoustic echo 

reduction. In the MSSS framework, the objective is to extract the near-end speaker’s signal 

from a mixture containing that signal, as well as echo and noise. To achieve separation, NMF 

was used in the magnitude STFT domain to decompose spectral features of the microphone 

signal onto two bases of such features. An echo basis was constructed from the spectrum of 

the incoming far-end signal, while a speaker basis was trained on the spectra of multiple 

speakers a priori. An estimate of the near-end speaker’s magnitude-spectrum was formed 

from the features of the microphone spectrum that are modeled by the speaker basis during 

the decomposition. A time domain signal is then synthesized using the IFFT of the estimated 

magnitude spectrum, together with the phase of the original mixture. This approach was 

named NMF Near-end Speaker Extraction (NMF-NSE).  

Numerous experiments were conducted to evaluate the proposed algorithm, by which 

the performance effect of various parameters of NMF-NSE was elucidated. The main 

relationship that arose from these experiments is that a trade-off exists between echo 

reduction and distortion of the near-end users speech during DT. This trade-off is controlled 

principally by the number of basis vectors in the echo and speakers bases, with more basis 

vectors in the echo basis resulting in more echo reduction and more distortion of the near-end 

user speech during DT, and vice versa, the near-end speakers basis. In a subsequent 

comparative study, it was shown that relative to conventional AEC-DTD methods, NMF-NSE 

exhibits robust performance upon initialization and after room changes, even during DT. For 

the far-end user, the comparative results demonstrate that upon initialization or after room 

changes no abrupt periods of disturbing echo are perceived. However, it was also evident that 

during DT the near-end speech signal from NMF-NSE is distorted, although subjectively the 

speech quality and intelligibility from NMF-NSE were deemed acceptable. Lastly, it was 

shown that the hardware resources required by NMF-NSE are comparable to that of 

conventional AEC and DTD approaches. 
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5 DOUBLETALK DETECTION USING NONNEGATIVE MATRIX 1 
FACTORISATION 2 

This Chapter describes a novel Doubletalk Detection algorithm for block-based AEC 3 
algorithms. For each input block of the AEC, this DTD compares the normalised inner 4 
product of the smoothed short time magnitude spectra of the near-end microphone signal and 5 
the smoothed short time magnitude spectra of the NMF-NSE estimate of the echo signal to a 6 
preset threshold to detect DTD. This algorithm, NMF-DTD, has comparable Receiver 7 
Operating Characterisitc curves to a conventional DTD, and in constrast to this conventional 8 
DTD, allows for uninterrupted adaptation of its paired adaptive filter upon initation and 9 
following room change. 10 

5.1 Introduction and Background 11 
Doubletalk (DT) is a well-known complication for acoustic echo cancellers. During DT the 12 
near-end speaker v(n) and the echo signal d(n) are simultaneously active, i.e. v(n) ≠ 0 and d(n) 13 
≠ 0, which can cause the coefficents of the adaptive filter of an acoustic echo canceller to 14 
rapidly diverge from optimality, resulting in increased echo being sent to the far-end user. A 15 
common strategy to cope with DT is to suspend adaptation during periods identified as DT by 16 
a Doubletalk Detector (DTD). As described in Chapter 2, to detect DT, conventional DTDs 17 
typically draw on the available signals and the signals created by the paired adaptive filter to 18 
compute a decision variable, which is compared to a preset or time-varying threshold to 19 
decide on the presence of DT. For tractable computational load, and to avoid ill-conditioning 20 
or numerical issues, Conventional DTD’s often also employ the estimate of h from the AEC 21 
(foreground) adaptive filter or from an independent background adaptive filter to approximate 22 
h when computing the test variable. Under certain conditions, this substitution can give rise to 23 
transparent performance; however, during and after both initiation and enclosure changes this 24 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estimate approximates the actual h poorly, giving rise to inaccurate values for the decision 1 
variable, which in turn, can cause false detection of DT. Such DT false positives impede the 2 
adaptation of the AEC adaptive filter after such events, thereby slowing convergence, 3 
prolonging the echo disturbance for the far-end user. 4 

In this chapter we propose a new DTD approach for single channel block-based 5 
frequency domain AEC. For this approach, which we name NMF-DTD, the estimate of the 6 
echo signal generated by NMF-NSE algorithm, background instantiated, and the available 7 
signals are utilized to compute a DT decision variable to control a foreground block-based 8 
adaptive filter. The NMF-DTD decision variable is defined as the normalised inner product of 9 
the smoothed short time magnitude spectra of the near-end microphone signal and the 10 
smoothed short time magnitude spectra of the NMF-NSE estimate of the echo signal. Like 11 
conventional block-based DTD, a value for this test variable is computed for each block or 12 
frame of the foreground adaptive filter, and the presence of DT is decided by comparing this 13 
value to a preset threshold. Unlike conventional DTD however, NMF-DTD does not require h 14 
or an estimate of h to calculate its decision variable, and therefore, operates independently of 15 
fluctuations in its coefficents, such as after an enclosure change or upon initiation. Instead, 16 
NMF-DTD utilises the NMF-NSE estimate of the echo to calculate this variable, and 17 
consequently NMF-DTD inherits the proven room/enclosure change robustness of NMF-NSE. 18 
This robustness will be shown to mitigate DT false positives upon initiation and after 19 
enclosure changes, enabling largely unimpeded adaptation of the paired foreground adaptive 20 
filter during and after such conditions, and thus, allowing for approximately optimum echo 21 
cancellation.  22 

This chapter is organised as follows. NMF-DTD is formulated in section 5.2, which 23 
follows from the formulation of NMF-NSE in section 4.2.1 of the previous chapter. In section 24 
5.3 an experimental evalutation of NMF-DTD by way of comparison with a conventional 25 
DTD is outlined, and section 5.4 contains the chapter summary. 26 

5.2 Nonnegative Matrix Factorization Doubletalk Detection (NMF- 27 
DTD) 28 

5.2.1 Formulation of NMF-DTD 29 
Recall from section 4.2.1 of Chapter 4 the NMF-NSE magnitude spectral estimates v^(k) and 30 
d
^
(k), which correspond to v(k) and d(k) respectively, and which combine to give the near-end 31 

microphone spectral frame y(k), that is, y(k) = v(k) + d(k) = v^(k) + d
^
(k). Assuming that the 32 

current near-end microphone spectral frame, y(k), contains non-zero echo energy, which can 33 
be expressed as ||d(k)|| > 0, the task of NMF-DTD is to detect if the near-end speaker is also 34 
active in the current frame, i.e. ||v(k)|| > 0, using the signals generated by NMF-NSE, i.e. v^(k) 35 
and d

^
(k), and the available signals, y(k) and the far-end users speech signal.  36 

The algorithm structure we employ for NMF-DTD is similar to that used by 37 
conventional DTDs that employ a parallel foreground/background adaptive filter 38 
implementation. For each frame, NMF-DTD computes a decision variable using the output 39 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from a background instantiated NMF-NSE. The computed value is compared to a threshold, 1 
the result of which controls the adaptation rate of a foreground block-based adaptive filter. 2 
For reasons outlined in Chapter 2, we wish to define an appropriately normalized correlation- 3 
based decision variable for NMF-DTD; by appropriately normalized, we mean that for 4 
||v(k)|| =0, ξ(k) = 1 and for ||v(k)|| > 0, ξ(k) < 1, where ξ(k) denotes the NMF-DTD decision 5 
variable. We proceed by provisionally defining the NMF-DTD decision variable, describing 6 
some of the properties of this variable, and then motivating some modifications that enhance 7 
its robustness.  8 

We define ξ(k) as the normalized inner product between y(k) and d
^
(k), which is given 9 

by,  10 
 

      

€ 

ξ(k) = y(k)T ˆ d (k)
 y(k) 2

ˆ d (k)
2

.
 

(5.1) 

This expression can be interpreted geometrically by viewing ξ(k) as a measure of the angle 11 

between the vectors y(k) and d
^
(k); specifically, the cosine of the angle between y(k) and d

^
(k). 12 

This interpretation was adopted in [86], in which a time domain based DTD was presented 13 
with a decision variable similar to that of (5.1); this variable is defined by (2.67) in Chapter 2.  14 

For d
^
(k) = d(k), it can be easily deduced, using the Cauchy-Schwarz inequality, that 15 

(5.1) meets the criteria of an appropriately normalized DT test value, i.e. for ||v(k)|| = 0, 16 

    

€ 

y(k)T ˆ d (k) = y(k) 2
ˆ d (k)

2
, and for ||v(k)|| > 0,     

€ 

y(k)T ˆ d (k) < y(k) 2
ˆ d (k)

2
, which correspond to 17 

ξ(k) = 1 and ξ(k) < 1 respectively. However, as discussed at length in Chapter 4, in practice 18 

cross matching introduces error into the echo estimate d
^
(k), which in turn, introduces error 19 

into ξ(k). Additionally, noise will induce error in ξ(k). If noise is present in y(k) during DT it 20 
will be matched in some way between the bases Bd(k) and Bv, and as such, v^(k) will contain a 21 
portion of this noise, and consequently, ||d

^
(k)|| will vary with respect to || y(k)||, with 22 

concomitant variations in ξ(k).  23 

As ξ(k) relies on a value of correlation between y(k) and d
^
(k) rather than on the levels 24 

of these signals, it is already somewhat robust to the effects of both cross matching and noise. 25 
However, to reduce spurious deviations in ξ(k) due to these sources of error, we compute ξ(k) 26 
using temporally smoothed versions of the terms in (5.1). To this end, we re-define ξ(k) as, 27 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ξ(k) = 
Eˆ d y

2 (k)
Eˆ d 

(k)Ey(k) . (5.2) 

where   
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Ey (k),  
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Eˆ d 
(k) and denote 

      

€ 

Eˆ d y
(k)  the following recursively smoothed variables, 28 

       

€ 

E
y
(k) = λE

y
(k -  1) + (1 - λ) y(k)Ty(k) , (5.3) 

       

€ 

E
ˆ d 
(k)  = λE

ˆ d 
(k -  1) + (1 -  λ) ˆ d (k)T ˆ d (k) , (5.4) 

       

€ 

E
ˆ d y

(k)  = λE
ˆ d y

(k -  1) + (1 -  λ) ̂  d (k)Ty(k) , (5.5) 
where λ (0 < λ < 1) denotes the forgetting factor for the exponential smoothing, and is a trade- 29 
off between sufficient smoothing, i.e. a high value for λ, and fast tracking, i.e. a low value for 30 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λ. Note that squaring the numerator in (5.2) is so the square root operation required for the 1 
norms given in the denominator of (5.1) are avoided. 2 

To control the rate of false positive and true negative indications that may still arise 3 
due to noise and cross matching, the DT decision is made for the kth frame by comparing ξ(k) 4 
to a threshold T, below which DT is deemed present,  5 

 
  

€ 

I(k) = 
0,   ξ(k) < T
1,   otherwise    
 
 
 

 (5.6) 

where I(k) is a binary DT indicator function for y(k). If I(k) = 0 the adaptation in the 6 
contemporaneous block of the foreground adaptive filter is suspended until at least the kth+1 7 
frame, while if I(k) = 1, adaptation is permitted. 8 

At the beginning of the kth+1 frame, Bv is reinitialized, g(k +1) is reinitialized with 9 
random non-negative values, and a new Bd(k) is compiled, such that the DT decision for one 10 
frame has no bearing on that of the next. 11 

5.2.2 Hardware Resource requirements of NMF-DTD 12 
A complete algorithmic summary of NMF-DTD is provided in Table 5.1; the algorithmic 13 
steps of NMF–NSE necessary for NMF-DTD are restated. Accompanying this summary are 14 
expressions for the number of arithmetic operations and the memory requirements arising 15 
from each algorithm step of NMF-DTD during the processing of one frame. The 16 
computational and memory requirements are enumerated in accordance with the method 17 
described in section 4.2.2 of Chapter 4. 18 

From in Table 5.1, the hardware resource requirement of NMF-DTD largely mirrors 19 
that of NMF-NSE, with NMF-DTD not requiring the resources to synthesize     

€ 

ˆ v (n)  but 20 
requiring additional resources for the decision variable 

€ 

ξ (k) . This analysis is somewhat 21 
incomplete however, as the hardware resources of the foreground adaptive filter should be 22 
taken into account when enumerating the hardware resource requirement of an AE mitigation 23 
algorithm that incorporates NMF-DTD. To address this, we enumerate the combined 24 
hardware resource requirement of NMF-DTD and a conventional adaptive filter, and compare 25 
it to that of a conventional AEC-DTD pairing, in section 4.3.3.5. 26 

5.3 Performance of NMF-DTD 27 
This section empirically evaluates NMF-DTD by comparing its detection performance to that 28 
of a well-known conventional block based frequency domain DTD. A variety of fixed 29 
enslosures and enclosures that vary are employed. Each DTD is paired with an identical 30 
foreground adaptive filter, so that the influence of the DTDs on the performance of these 31 
foreground adaptive filters is analyzed and compared. The remainder of this section is 32 
organized as follows: section 5.3.1 specifies the parameters of NMF-DTD, describes both the 33 
foreground adaptive filter and the comparative DTD, and specifies their parameters; section 34 
5.3.2 describes the test signals; section 5.3.3 describes some performance metrics; section 35 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5.3.4 describes the experiments, analyzes and discusses the results; and 5.3.5 compares the 1 
hardware resource requirement of the two DTDs. 2 

5.3.1 NMF-DTD and comparative algorithm parameters 3 
The parameters of NMF-DTD common to NMF-NSE were set according to the default 4 
parameter values established in chapter 4, i.e. φ  = 50, ψ = 3, Rv  = 4, Rd = 8, N = 512, m = 5 
256, and m1 = m/2, and a speaker independent Bv, as described in Chapter 4, was used 6 
throughout. The remaining NMF-DTD parameter, λ, was set to 0.9. 7 

ALGORITHM STEP ARITHMETIC OPS MEMORY 

Process far-end Signal x 
Step-size mx, frame index kx 

  

X( f , kx), 
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*Rd 2Nlog2(N ) − 3N
2 − 4 + N( )  N 

|X( f , kx)| 

€ 

*Rd
N
2 + 1( )

 
Stored in Bd 

               Create echo basis Bd(k) 
For each frame k and step-size m, such that mk = mxkx,

 

   

Bd(k) =  [ [|X(0, kx)|, |X(1 ,kx)|…, |X(N/2, kx)|]T, 
                [|X(0, kx–1)|, |X(1, kx–1)|…, |X(N/2, kx–1)|]T..., 
                [|X(0, kx–Rd–1|, |X(1, kx-Rd-1)|…,  |X(N/2, kx–Rd–1)|]T ] 
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Rd
N
2 +1( )  

Bv (Near-end basis) Computed offline  
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Rv
N
2 +1( )  

B(k) = [Bv Bd(k)]   
Y( f , k)      
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2 − 4 + N  N 

|Y( f , k)|∠Y( f , k)    

€ 

6 N
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N
2 +1( )  

y(k) = [|Y(0, k)|, |Y(1, k)|, …, |Y(N/2, k)|]T

   

€ 

N
2 +1( )  

Initialize gy with random nonnegative 
numbers 

Computed offline  

Separation:   

 For l = 1 : 1 : φ (restricted NMF updates) +ψ (unrestricted NMF updates) do 

        

€ 

g(k)← g(k) 
B(k) y(k)
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If l > φ do (Residual elimination)
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         End if 
 End for 
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ξ(k)  = 
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2 (k)
Eˆ d 

(k)Ey(k)
 3 1 

DT decision for frame   

  

€ 

I(k)  = 
0,   ξ(k) < T , 
1,   otherwise,     
 
 
 

  1 

If I( k )  = 0,  
      stall adaptation, 
else  
      continue adaptation, 

  

Table 5.1 : Algorithmic Summary of NMF-DTD with Indicative Computational Load and Memory Requirement 
over one frame of processing 

*if Rd > m/mx, Rd in this expression can be replaced with m/mx as frames of |X( f, kx)| calculated for the 
kth–1 frame can be reused. 
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Due to its overlapping frame nature, NMF-DTD is an unsuitable DTD for the time 1 
domain class of adaptive filters or, in general, for the FDAF class, for which the input block 2 
length is typically twice the filter length. However, as described in Chapter 2 section 2.2.5, the 3 
Generalized Multi-Delay adaptive Filter algorithm [7] (GMDFα, where α is an overlap factor) 4 
is a member of the FDAF class that can accept block sizes less than 2L and an input block 5 
overlap greater than 50%, facilitating straightforward integration with NMF-DTD. 6 
Futhermore, as a member of this class, it offers fast convergence for low computational load. 7 
For these reasons, GMDFα was chosen as the foreground adaptive filter for NMF-DTD, and 8 
likewise, for the comparative DTD. As in Chapter 4, the constrained, self-orthogonalizing, 9 
GMDFα implementation was employed. This implementation was configured to produce 10 
output frames directly comparable to those of NMF-DTD such that each value of 

€ 

ξ (k) , and 11 
the subsequent DT decision, pertain to a contemporaneous output frame of GMDFα. GMDFα 12 
was, as such, configured to produce 64 ms output frames, with 50% overlap, i.e, α = 2, and 13 
frame size NGMDF = 64 ms/512 samples (therefore, FFT size or input block size = 2NGMDF or 14 
128ms/1024 samples, 2N = 2b, b = 10). The remaining parameters of GMDFα were: L = 2048 15 
(the impulse response is divided into 4 segments i.e. KGMDF =L/N), µGMDF = 0.2; and the 16 
forgetting factor λGMDF was set to 0.90.  17 

As in Chapter 4, we choose the Multi-Delay adaptive Filter DTD (MDF-DTD) [56] as 18 
the comparative DTD for this evaluation. The MDF-DTD is a block frequency domain 19 
derivative of the well-known Normalized Cross-Correlation DTD, with proven performance 20 
[56]. To accommodate the GMDFα algorithm, MDF-DTD was implemented to generate DT 21 
decisions for overlapping frames. An independent background GMDFα was used to provide 22 
an independent block estimate of h when calculating the MDF-DTD detection value. As in 23 
Chapter 4, the forgetting factor of the background GMDFα was set to 0.8 (0.1 smaller than 24 
λGMDF) such that the background GMDFα will adapt to the statistics of the far-end speaker 25 
faster than the foreground GMDFα; consequently, the background GMDFα will converge 26 
faster, and thus at the onset of DT, MDF-DTD can alert the foreground GMDFα before 27 
divergence occurs. The remaining parameters of the background GMDFα were the same as for 28 
the foreground GMDFα specified above. 29 

5.3.2 Creation of Test Signals 30 
Following the method outlined in section 4.3.1.2 of Chapter 4, six sets of y(n) signals were 31 
created for this evaluation. To compare performance in stable enclosures and in enclosures 32 
that vary, three of these sets contain no enclosure change in their d(n) signals, and the 33 
remaining three sets contain a room change at 9 s in their d(n) signals. Each set of signals 34 
employs a different RIR, or set of RIRs in the case of those sets that contain an enclosure 35 
change. The RIRs for the fixed enclosures are given by the MARDY IDs, ir_1_L_4, 36 
ir_1_C_4, and ir_1_R_4; and in the case of a varying enclosures, by the sets of RIRs 37 
(ir_1_L_2, ir_1_L_6), (ir_1_C_1, ir_1_C_8) and (ir_1_R_2, ir_1_R_6). Physically the first 38 
and third enclosure room changes correspond to a sudden 20 cm displacement of the near-end 39 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microphone, while the second change corresponds to a 40 cm displacement. Note that the 1 
RIRs employed in all sets of y(n) signals have varying energy, and, despite truncation at 256 2 
ms, varying initial delays.  3 

5.3.3 Performance metrics 4 
To measure the performance of the DTDs we employ the following well-known pair of 5 
complementary DT performance measures [79]; the probability of false detection of DT, Pf, 6 
and the probability of missed detection of DT, Pm. In this work, Pf is measured as the 7 
percentage of overlapping frames of a y(n) signal that contain only echo that are misclassified 8 
as DT by the DTD, also known as the false positive rate. Pm is measured as the portion of 9 
overlapping frames of a y(n) signal containing DT that are misclassified as DT free by the 10 
DTD, also knwn as the true negative rate.  11 

Per the description in [79], which is adapted here for overlapping frames, to compute 12 
Pf for a particular y(n) signal applied to a particular DTD, two binary sequences are required; 13 
the DT indicator sequence from the DTD for y(n) with v(n) = 0, and the voice activity 14 
sequence for the d(n) signal in y(n) (this sequence omits inactive frames of d(n) from the 15 
calculations). The DT indicator sequence was obtained by applying y(n) with v(n) = 0 to the 16 
DTD, generating the DT indicator function, I(k), for that signal. The voice activity sequence 17 
was obtained by applying the corresponding d(n) signal to a Voice Activity Detector (VAD). 18 
The VAD in this work identifies inactivity by calculating the energy in overlapping frames of 19 
length 64 ms (512 samples) and step size 32 ms (256 samples), whereby if the energy, 20 
expressed in decibels, is below a threshold of -30 dB then the corresponding frame is labeled 21 
inactive, i.e. an absense of echo; otherwise, it is deemed active, i.e. contained echo. The VAD 22 
output is a binary sequence in which zero denotes a frame of inactivity and a one denotes 23 
activity. The voice activity sequence for d(n) is denoted as 

€ 

D (k). With both these sequences 24 
calculated, Pf is computed as, 25 

 
    

€ 

Pf  = 1
M I (k)D (k)

k=0

M -1

∑ , (5.7) 

where M is the total number of overlapping frames in y(n). To obtain the corresponding Pm, 26 
the y(n) signal is again applied to the DTD this time with v(n) ≠ 0. Taking the resultant DT 27 
indicator function generated by the DTD, the voice activity sequence for v(n), denoted by 28 

€ 

V (k) , and 

€ 

D (k) , Pm is calculated by, 29 

 

    

€ 

Pm = 1 − 
I (k)D (k)V (k)

k=0

M -1

∑

I (k)D (k)
k=0

M -1

∑

 

 

 
 
  

 

 

 
 
  
. (5.8) 

Low values for both Pm and Pf indicate a low false positive rate and low true negative rate 30 
respectively, and thus better detection performance. 31 

To gauge the performance of the adaptive filter during these experiments, we employ 32 
the commonly used normalized misalignment measure, defined as, 33 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€ 

|| h− ˆ h (k) ||2

|| h ||2
. (5.9) 

The misalignment measure indicates the level of echo being sent to the far-end user, and is 1 
applicable both during DT and in the absence of DT. This measure is expressed in dBs below, 2 
with a smaller value indicating less misadjustment and this better AEC performance. 3 

5.3.4 Experiments 4 
A separate experimental test was performed for each set of y(n) signals, as such three of these 5 
tests evaluate the performance of NMF-DTD and MDF-DTD for fixed enclosures, and the 6 
other three tests evaluate the DTDs for enclosures that change suddenly at 9 seconds. To 7 
benchmark the performance of NMF-DTD to that of MDF-DTD under operational conditions 8 
that are ideal for MDF-DTD and conventional AEC-DTD in general, i.e. converged 9 
background filter and fixed enclosure throughout, each foreground GMDFα and the 10 
background GMDFα for MDF DTD were initialized to h for the fixed enclosure tests; for the 11 
variable enclosure tests, each foreground GMDFα and the background GMDFα were 12 
initialized to 0, as is typical. The experimental framework employed in each test to evaluate 13 
and compare the performance of the two DTDs is based on the standard DTD evaluation 14 
technique first outlined in [79], which employs Pm and Pf. In what follows, we describe how 15 
this evaluation scheme was applied to each DTD during each test. We then discuss the results, 16 
including a close examination of the characteristics of the false positives of both algorithms, 17 
before demonstrating and comparing the influence the DTDs have on their respective 18 
foreground GMDFα performance using the misalignment measures. 19 

Each test compiled the Receiver Operating Characteristic (ROC) curve for each DTD 20 
for a range of values of NFR, i.e. the output of each test is a set of ROC curves for each 21 
algorithm. The ROC curve of a DTD is a plot of Pm versus Pf for a range of values of its 22 
threshold variable T. This curve is useful for judging the classification performance of a DTD 23 
in terms of its false positive rate and true negative rate, with ROC curves closer to the origin 24 
while straddling the Pm and Pf axis signifying better DT detection. In this work, each point on 25 
a ROC curve is the average Pf and Pm taken over the set of such values (24 in total) obtained 26 
from applying a set of y(n) signals, as described in section 5.3.3, to a DTD for a certain value 27 
of T; repeated over a range of values of T between 0 and 1 inclusive to form a complete curve. 28 
A separate ROC curve was generated for a number of values of NFR ranging from 15 to -15 29 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Figure 5.1: Left: A sample ROC curve for NMF-DTD (Black line) and MDF DTD (Grey line) for NFR = 0 dB and for 
a stable room enclosure. Middle: the corresponding plot of Pf as a function of threshold T for each algorithm. Right: 
the corresponding plot of Pm as a function of T are also displayed  
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dB. The resulting set of ROC curves characterizes the true negative rate and the false positive 1 
rate of the DTDs over varying levels of the near-end speaker in a particular enclosure; a 2 
separate set of ROCs was produced for each algorithm for each test. The resulting ROC 3 
curves are displayed in Figure 5.2, in which the left column displays the results from the fixed 4 
enclosure tests, and the right column displays the results from the variable enclosure tests. 5 
One issue with these standard ROC curves, is the inability to unambiguously ascribe 6 
differences in performance in either Pm, Pf or both. Since we are interested in such 7 
differences, in Figure 5.3 we display Pm as a function of T for each ROC curve, while in 8 
Figure 5.4 we display Pf as a function of T for both algorithms in each test; a single Pf function 9 
is displayed for each algorithm since Pf is independent of NFR. 10 

Prior to analyzing the results in full, we will explain a sample of the results in order to 11 
to aid with interpretation of the analysis. For this purpose, Figure 5.1 depicts an example ROC 12 
curve for each algorithm for 0 dB NFR for the same signal set (without a room change); the 13 
corresponding plot of Pm as a function of T, and Pf as a function of T are also displayed. ROC 14 
curves allow for detection algorithms to be visually compared in the context of their inherent 15 
trade-off between Pf and Pm, and in Figure 5.1, if a low Pm and a low Pf are equally desirable, 16 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Figure 5.2: The ROC curves of NMF-DTD (Black lines) and MDF DTD (Grey lines) for a selection of NFRs for six 
different enclosures. The left column displays the results for the fixed enclosures tests, where the GMDFα filters, 
both background and foreground, were initialized with h, and the right column displays the results for the enclosures 
that change after 9 seconds, where the GMDFα filters initialized with 0. 
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it is apparent that the conventional DTD has superior performance because it attains the 1 
lowest Pm/Pf value; note though that the separate contribution of Pm and Pf to this result can 2 
not be asserted. The middle graph displays Pf as a function of the threshold T, and enables the 3 
specific effect Pf has on the performance of the algorithms to be assessed. As expected, T is 4 
directly proportional to Pf, with the conventional DTD exhibiting superior performance, as it 5 
is able to generate the least probability of false detection. The remaining plot in Figure 5.1 6 
shows Pm as a function of T and elucidates the effect of Pm has on the performance of the 7 
detectors. Again T is directly proportional to Pm, as expected; with the proposed DTD 8 
exhibiting a lower Pm over much of the range of T. However, in this plot the lowest Pm for 9 
both algorithms is approximately equivilent and occurs for the same high values of T, which is 10 
the most preferable value of T given the results for Pf. Taking this into account it can be 11 
asserted that the conventional DTD has exhibits better performance because it generates less 12 
false positives for the same level of true positives than the proposed algorithm. Figure 5.1 13 
shows results for each algorithm for a single NFR in a single room enclosure, in the figures 14 
that follow, for conciseness, Figure 5.2 contains an ROC for a set of NFRs for all enclosures; 15 
likewise, the separate results for Pf and Pm in Figure 5.3 and Figure 5.4 respectively. 16 

The similarity of the ROC curves of NMF-DTD in Figure 5.2 in each test verifies that 17 
NMF-DTD discriminates between DT and echo consistently in different enclosures for both 18 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Figure 5.3: Plots of Pm as a function of T for the ROC curves in Figure 5.2. 
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fixed and variable enclosures; in contrast, the ROC curves of MDF-DTD deteriorate 1 
significantly between fixed and variable enclosures, indicating that imposing initiation and 2 
enclosure change on this algorithm significantly degrades its ability to discriminate DT. For 3 
the fixed enclosure tests, the ROC curves show that MDF-DTD can attain a slightly lower 4 
Pm/Pf than NMF-DTD in the more desirable operational range of low Pf and low Pm near the 5 
origin. Examining Figure 5.3 and Figure 5.4, it is evident that these differences are due 6 
exclusively to differences in Pf, with MDF-DTD and NMF-DTD exhibiting approximately the 7 
same values of Pm for the relevant low values of Pm in Figure 5.3, and with MDF-DTD 8 
exhibiting lower Pf relative to NMF-DTD for the relevant values of T in Figure 5.4. The 9 
increase in Pm/Pf for MDF-DTD between the fixed and variable enclosure tests can also be 10 
discerned by jointly examining Figure 5.3 and Figure 5.4, from which it is apparent that the 11 
deterioration in performance is due exclusively to an increase in Pf. Examining the true 12 
positive rates or Pf of each algorithm from Figure 5.2 and Figure 5.3, the general trend across 13 
NFR for the ROC curves of both algorithms is wholly influenced by Pm, which increases for 14 
most T for decreasing NFR due to the increasing difficulty of detecting DT due to the 15 
diminishing energy of v(n) relative to the echo in the y(n) signals. Also from Figure 5.2 and 16 
Figure 5.3, it is evident that the Pm values of both DTDs converge at values of T close to 0 and 17 
1 for most NFR, with NMF-DTD exhibiting lower Pm otherwise. The results in Figure 5.2 and 18 
Figure 5.3 establish therefore that the true positive rate of NMF-DTD at least matches that of 19 
MDF-DTD for most values of T for both fixed and variable enclosures, with both DTDs 20 
capable of providing a low Pm. 21 

To more closely examine and compare the nature of the false positives of each DTD, 22 
which, as described, account for most of the inter-DTD variability in the ROC curves, Figure 23 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Figure 5.4: Plots of Pf as a function of T for the ROC curves of each test in Figure 5.2. 
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5.5 displays frame wise Pf values for each algorithm for each of the three variable enclosure 1 
tests. These Pf functions were computed by ensemble averaging over the set of DT indicator 2 
functions obtained from applying a set of y(n) signals (v(n) = 0) to each algorithm, with a 3 
separate function for each test, and with the DTD thresholds set such that Pm ≈ 0.02 for a NFR 4 
of 0 dB for each algorithm. Note that equivalent plots for the fixed enclosure tests are not 5 
displayed. This is because MDF-DTD generated a negligible number of false positives in 6 
these tests, and NMF-NSE produced the same level of Pf in both sets of tests, obviating the 7 
need for further analysis of the results of the these experiments. 8 

From the ensemble Pf functions in Figure 5.5, it is apparent that MDF-DTD 9 
erroneously stalls foreground adaptation for each y(n) signal at the start and after nine seconds 10 
of each test, confirming that initiation and room change occasioned the false positives of 11 
MDF-DTD in these tests, a result typical of conventional DTD in general. These false 12 
positives are attributable to the background GMDFα, which like the foreground GMDFα 13 
requires time to converge upon initiation and after enclosure changes, during which the MDF- 14 
DTD test value is consequently inaccurate, leading to in turn an increased likelihood of false 15 
classification of DT. NMF-DTD also exhibits non-zero values for Pf in Figure 5.5, but these 16 
differ characteristically from those of MDF-DTD, in that they are relatively low in value and 17 
are distributed more uniformly in time, and in particular, are not significantly elevated either 18 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Figure 5.5 : Probability of false detection Pf , calculated by ensemble averaging, for GMDFα-NMF-DTD (black 
line) and GMDFα-MDF DTD (Grey line) for variable enclosures tests, each panel displays a different test.   
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upon initiation or after the enclosure change, demonstrating that NMF-DTD is insensitive to 1 
such events. As described in the formulation, this robustness is ascribable to the ability of 2 
NMF-DTD to calculate its test value accurately during initial convergence and after room 3 
changes, a capability that is fundamentally attributable to the ability of d

^
(k) to capture d(k) 4 

consistently including upon initiation and after room changes. However, the non-zero Pf 5 
values of NMF-DTD exhibit a rather similar pattern across time in each test, implying that 6 
NMF-DTD produced false positives in the same frames in each test. Since echo matching is 7 
largely independent of the room response and is dependent on the underlying signals and 8 
bases (as demonstrated in Chapter 4), then since the same speech signals were reverberated 9 
for each test, it can be inferred that spurious echo matching occasioned these false positives. 10 
More specifically, echo matching produced these false positives by giving rise to inaccurate 11 
values of 

€ 

ξ (k)  in the corresponding frames, with variations between each test commensurate 12 
with noise.  13 

To elucidate and compare the influence that the respective false positives of the DTDs 14 
have on the convergence rate and steady state performance of GMDFα, Figure 5.6 displays 15 
averaged frame wise normalized misalignment values for GMDFα-NMF-DTD and GMDFα- 16 
MDF-DTD for each of the three variable enclosure tests. Similar to the frame wise Pf 17 
functions in Figure 5.5, the misalignment functions in Figure 5.6 were obtained by ensemble 18 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Figure 5.6: Ensemble averaged normalized misalignment functions for GMDFα-NMF-DTD (black line). GMDFα-
MDF DTD (Grey line) and GMDFα with no DTD (black dashed line) for the three variable loudspeaker microphone 
tests with a room change at nine seconds. Note that each panel displays the misalignment functions for a different 
test, and that the misalignment functions for GMDFα-NMF-DTD and GMDFα (no DTD) overlap throughout. 
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averaging over the set of normalized misalignment functions obtained by applying a set of 1 
y(n) signals (v = 0) to each algorithm separately for each variable enclosure test for Pm ≈ 0.02 2 
for NFR = 0 dB. For comparative purposes, the same values were obtained for GMDFα 3 
without DTD, which are also displayed in Figure 5.6. 4 

The misalignment functions in Figure 5.6 show that upon initiation, GMDFα-NMF- 5 
DTD converges faster than GMDFα-MDF-DTD, exemplifying the adverse effect on GMDFα 6 
convergence of the false positives generated by MDF-DTD upon initiation. It is also apparent 7 
that upon initiation GMDFα-NMF-DTD converges at a rate similar to that of GMDFα, 8 
indicating that NMF-DTD allows GMDFα to converge at a rate approaching maximal. After 9 
the enclosure change at 9 seconds, the misalignment profiles in Figure 5.6 show that NMF- 10 
DTD-GMDFα re-adapts faster than GMDFα-MDF-DTD, which is impeded from adapting due 11 
to the erroneous false positives generated by MDF-DTD in response to the room change. 12 
Again, the convergence rate of GMDFα-NMF-DTD after the room change closely matches 13 
that of GMDFα, demonstrating that, as upon initiation, after an enclosure change NMF-DTD 14 
allows GMDFα to converge largely unimpeded. It is also apparent in Figure 5.6 that both 15 
GMDFα-MDF-DTD and GMDFα-MDF-DTD are able to reach the same steady state 16 
performance as GMDFα. For the far-end user, the profiles in Figure 5.6 show the tangible 17 
benefits of employing GMDFα-NMF-DTD, and indicate that he/she will receive a faster 18 
reduction in echo disturbance both upon initiation and after room changes relative to GMDFα- 19 
MDF-DTD. They also show that the level of echo cancellation in the absence of DT provided 20 
by GMDFα-NMF-DTD approaches that of the maximum that can be attained using GMDFα. 21 

 Returning to the spurious false positives generated by NMF-DTD, it can be inferred 22 
from the closely matching trajectories of the misalignment functions of GMDFα and GMDFα- 23 
MDF-DTD that these false positives have a negligible impact on echo cancellation. It is 24 
evident in Figure 5.6, that the benign nature of these false positives is because they tend to 25 
occur intermittently in time, and as such, do not give rise to long periods of stalled AEC 26 
adaptation; moreover, examining Figure 5.6 and Figure 5.5 it is evident that they occur when 27 
GMDFα has converged, when a short pause in adaptation is trivial. This characteristic of 28 
NMF-DTD implies that it can be configured to tolerate a somewhat higher Pf than would 29 
otherwise be dictated by analysis based on conventional DTD, with NMF-DTD therefore 30 
being capably of being configured for a lower Pm. In the context of the fixed enclosure tests, 31 
the results of which are displayed in Figure 5.2, this characteristic also implies that the 32 
slightly higher Pf attained by NMF-DTD for these tests has a less consequential effect on the 33 
performance of GMDFα, and as such the effective performance of the foreground adaptive 34 
filters of each DTD is similar. 35 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5.3.5 Hardware Resource Requirement Comparison 1 
For the purpose of appraising the hardware resource requirement of GMDFα-NMF-DTD, this 2 
section enumerates and compares the memory requirement, in terms of Memory Locations 3 
(MLs), and the computational load, in terms of Arithmetic Operations (AOs) per output 4 
sample, of each algorithm described above. This hardware resource requirement comparison 5 
is based on that which is described in Chapter 4, with the number of MLs and AOs required 6 
by GMDFα-NMF-DTD enumerated as the sum of those required separately for GMDFα and 7 
NMF-DTD, whose hardware resource requirement during the processing of one frame is 8 
described in section II. 9 

          Table 5.2 lists the number of memory locations and arithmetic operations 10 
required by each algorithm to produce one output sample, based on the parameters specified 11 
in section 4.3.6. Examining           Table 5.2, GMDFα-NMF-DTD requires significantly more 12 
hardware resources than GMDFα-MDF-DTD, which entails 2271 less AOs and 17077 less 13 
MLs. A contributory factor for this finding is that much of the hardware resources required for 14 
the background and foreground GMDFα of GMDFα-MDF-DTD can be shared, allowing for 15 
resource savings. In contrast, the scope for such savings for GMDFα-NMF-DTD is 16 
considerable less, given that GMDFα and NMF-DTD each use different FFT sizes.  17 

Another practical consideration for the AE problem, and therefore DTD, is the 18 
processing delay, with less delay being more desirable. For the parameters specified above, 19 
both GMDFα-MDF-DTD and GMDFα-NMF-DTD incur a 64 ms delay associated with 20 
block/frame (overlapping) that may be prohibitively large in certain applications. However, it 21 
was demonstrated in the previous chapter that NMF-NSE can be configured to process shorter 22 
frames (smaller N), and choosing Rv, Rd, and m1 approprtately can optimize performance. By 23 
selecting these same parameters for NMF-DTD such that d

^
(k) to approximates d(k) optimally 24 

for the current frame size, with the corresponding parameters of GMDFα selected, the 25 
buffering delay of GMDFα-NMF-DTD can be reduced. 26 

5.4 Chapter Summary 27 
In general, conventional DTDs erroneously detect DT upon initiation and after room changes, 28 
effecting slower AEC adaptation, and thus, prolonging echo disturbance for the far-end user. 29 
To address this issue, a novel DTD approach, named Nonnegative Matrix Factorization DTD 30 
(NMF-DTD), was presented. NMF-DTD calculates it decision variable, smoothed normalised 31 
inner product, from the output of a background instantiation of NMF-NSE and the observable 32 
signals. This test variable controls a block-based foreground adaptive filter in a manner 33 
similar to the foreground/background filter structure prevalent in conventional AEC/DTD.  34 

Algorithm ARITHMETIC OPERATIONS MEMORY LOCATIONS 

NMF-DTD 3,641 21,885 
GMDFα   870 17,436 
GMDFα-NMF-DTD 4,511 39,321 
GMDFα-MDF DTD 1,740 22,244 

          Table 5.2 : Number of Arithmetic Operations per sample and number of Memory Locations required 
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It was demonstrated using standard ROC analysis that NMF-DTD matches the true 1 
positive rate of a representative example of conventional DTD in both variable and fixed 2 
enclosures, verifying that NMF-DTD can protect an AEC from DT. In fixed enclosures, with 3 
the adaptive filters initialized to the correct room response, NMF-NSE falsely detects DT 4 
slightly more than conventional DTD. Although, in more realistic experiments, in which 5 
initial convergence is required and room changes occur, NMF-DTD exhibits consistent 6 
performance, whereas, the performance of conventional DTD deteriorates such that its false 7 
positive rate now exceeds that of NMF-DTD. In addition, it was shown, that the false 8 
positives of NMF-DTD differ characteristically from those of conventional DTD, in that, they 9 
are independent of the convergence of the adaptive filter, but are dependent on echo matching, 10 
and as such are distributed more evenly over time. By virtue of this trait, NMF-DTD was 11 
shown to allow its foreground adaptive filter to converge at a rate approximately matching 12 
that of the maximum rate, i.e. the convergence rate without DTD, enabling approximately 13 
optimum echo cancellation; in contrast, the conventional DTD significantly slowed the 14 
convergence of its AEC during initiation and after room change. From a comparison of the 15 
hardware resources of the algorithms it was shown that NMF-DTD requires approximately 16 
250 % greater arithmetic operations and approximately 170 % more memory locations than 17 
conventional block based frequency domain AEC-DTD, implying that an AEC-DTD system 18 
incorporating NMF-NSE as a DTD requires a comparatively high hardware resource 19 
requirement; NMF-DTD though has a lower hardware resource requirement than most time- 20 
domain AEC-DTD (see Chapter 4). 21 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6 ON MITIGATING ALL-PASS PHASE DISTORTION IN THE 1 
CONTEXT OF NON-MINIMUM PHASE ROOM IMPULSE RESPONSE 2 
INVERSION FOR LOW-DELAY DEREVERBERATION  3 

This chapter explores the properties of all-pass phase distortion in the context of inverse 4 
filtering for dereverberation of speech signals using the minimum phase component of a non- 5 
minimum phase RIR. This chapter describes how all-pass phase distortion is suppressed in 6 
reverberated speech signals due to the magnitude response of the RIR attributable to 7 
maximum phase zeros of the RIR, but is exposed by the magnitude response of the minimum 8 
phase inverse filter attributable to these same zeros. Based on this description, it is explained 9 
how recent RIR inversion techiques, which typically employ smoothed RIRs, mitigate this 10 
distortion. This description also motivates two novel approaches to inversion that mitigate all- 11 
pass phase distortion while maintaining low delay, a desirable characteristic of minimum 12 
phase inverse filtering, especially for dereverberation applications. One approach modifies the 13 
inverse minimum phase filter prior to inversion such that the magnitude response of the 14 
minimum phase inverse filter attributable to maximum phase zeros is suppressed, thereby 15 
mitigating all-pass phase distortion in the processed speech, while the second approach is 16 
based on applying model-based MSSS and NMF, as used in previous chapters, to separate the 17 
speech and phase distortion in the magnitude STFT domain. The performance of these 18 
algorithms is demonstrated by way of comparative listening tests with an existing inversion 19 
algorithm. 20 

6.1 Introduction and Background  21 
As described in chapter 2, during hands-free telephone usage in an enclosure, the near-end 22 
users speech signal, v(n), is typically reverberated and is thus less intelligible and of lower 23 
quality than compared to during conventional handheld telephone usage [1, 2]. To restore v(n) 24 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to u(n) (or estimate of 

€ 

ˆ u (n) ), its non-reverberated original, a variety of dereverberation 1 
algorithms for both the single and multi-microphone scenarios have been proposed [2]. One 2 
well-known approach to dereverberation is inverse filtering, also known as deconvolution. For 3 
dereverberation, inverse filtering may be construed as solving two separate problems, namely, 4 
obtaining an estimate of the impulse response from the users lips to the recording microphone, 5 
g(n), and then inverting this estimate; the inverse is convolved with v(n) to perform 6 
dereverberation, as illustrated in Figure 6.1. In this chapter, we address the latter problem, that 7 
is, inversion of g(n), specifically in the single channel/microphone case. While the single 8 
channel RIR inversion problem has received much less research attention than the related 9 
multi-microphone inversion problem [2, 386-388], which is perhaps due to the relative 10 
difficulty of the single channel RIR estimation problem [389-391], there are, nonetheless, 11 
many scenarios in which a single microphone recording of a speech signals is available and 12 
where dereverberation is desired.  13 

Single RIR inversion has been researched extensively for room equalization 14 
applications [392], where it is typically assummed that a accurate measurement of the RIR is 15 
available. In this application, the inverse of the RIR is used to pre-filter an audio signal before 16 
it is radiated by a loudspeaker such that the effect of the room (reverberation, often also 17 
including the effect of the loudspeaker) at the point in the room where the RIR was measured 18 
is removed or suppressed; this is mathematically equivalent to post-filtering a reverberated 19 
signal. It has been shown that inverting RIRs is problematic because they typically possess 20 
non-minimum phase characteristics [393], and thus, a delay is required to realize the inverse 21 
filter [394]; moreover, such inverse filters typically require very long lengths and are sensitive 22 
to spatial displacement [392, 394, 395]. For dereverberation, which is typically aimed at real- 23 
time telecommunication applications, such a delay is prohibitive. An alternative inversion 24 
approach, also investigated primarily for audio equalization, is to equalize the magnitude 25 
response of g(n) by inverting the minimum phase filter of g(n) [393] and convolving this 26 
inverse with v(n). This approach incurs no delay, but does not fully address phase distortion, 27 
which manifests as perceptually untenable audible artifacts in the processed speech [7, 393] in 28 
both the audio equalization and dereverberation applications. 29 

 
Figure 6.1: Block Diagram of inverse filtering for derevberation, acoustic echo and near-end noise have been grayed-
out as they are assummed negligible in this chapter. 
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In this chapter, we describe the cause and properties of this phase distortion. From this 1 
description, we present two novel approaches, both of which aim to optimally remove the 2 
magnitude distortion resulting from g(n), while minimizing the delay and the effects of phase 3 
distortion. While these two approaches do not address the spatial sensitivity of inverse RIRs, 4 
which is a significant issue for audio equalization applications, their attributes render them 5 
suitable for low-delay inverse filtering or dereverberation applications when the speaker is 6 
quasi-stationary, or the RIR is adaptively estimated.  7 

The remainder of this chapter is structured as follows: section 6.2 formulates and 8 
describes the single channel RIR inversion problem including a review of existing methods 9 
from the field of audio equalization, section 6.3 explains in detail the cause of all-pass phase 10 
distortion, highlights some of its properties, and motivates the novel schemes to be described 11 
in sections 6.4 and 6.5. Then, in section 6.6 the proposed schemes are evaluated on real RIRs 12 
by a comparative listening test with an existing RIR inversion technique, with the chapter 13 
summary contained in section 6.7. The purpose of this exploration is to understand its 14 
properties such that low delay dreveberation can be attained. Note that for tractability of 15 
scope, it is assumed henceforth that an accurate estimate of g(n) is available. This estimate 16 
may have been obtained empirically, by direct measurement a priori [396, 397], or estimated, 17 
via blind system identification techniques [2]. We also make the simplifying assumptions of 18 
negligible noise and negligible acoustic echo i.e. w(n) ≈ 0, d(n) ≈ 0, and we assume that g(n) 19 
is time-invariant.  20 

6.2 Single Microphone Room Impulse Response Inversion 21 
Given a stable, casual, and non-minimum phase RIR g(n), which, recall from chapter 1, is 22 
truncated at sample Lg, the ideal objective of single channel RIR inversion is to obtain the 23 
inverse filter of g(n), denoted   

€ 

g (n) , such that,  24 

 
      

€ 

δ(n) = g(n)∗g (n),   n= 0, 1,… (6.1) 

where δ(n) is a unit sample sequence, (δ(n) = 1 for n = 0, and δ(n) = 0 for all remaining n) and 25 
∗ is the discrete linear convolution operator. This objective can be expressed equivalently in 26 
the z-domain as,  27 

     

€ 

1 = G(z)G (z), (6.2) 

where G(z) and   

€ 

G (z)  denote the transfer functions of g(n) and   

€ 

g (n)  respectively. Since G(z) 28 
is non-minimum phase, that is, contains zero(s) that are located outside the unit circle, a 29 
straight inversion of G(z) to obtain a casual and stable (right-sided) inverse filter to satisfy 30 
(6.1)(6.2) will result in poles located outside the unit circle. This implies an inverse filter with 31 
an unstable impulse sequence that is consequently unrealizable in practice. As such, the 32 
criterion of (6.1)(6.2) is not obtainable for non-minimum phase RIRs. 33 

If the requirement is distortionless signal processing [398], that is, no waveshape 34 
change, then the requirements for inversion can be relaxed somewhat, such that the criteria for 35 
inversion of g(n) in the time domain becomes,  36 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€ 

κδ(n-tg) = g(n)∗g (n),   n= 0, 1,…  (6.3) 

where κ > 0 is a scaling factor, and tg ≥ 0 is a delay factor expressed in samples. The 1 
equivalent criteria in the z-domain becomes,  2 

   

€ 

κe-jωtg  = G(z)G (z) , (6.4) 

which indicates that a constant magnitude response i.e.   

€ 

|G(e jω)||G (e jω)| = κ, and a phase 3 
response proportional to frequency i.e.     

€ 

∠[G(e jω)G (e jω)] = -ωtg, are required for distortion- 4 
less processing; deviations from a constant magnitude response or from a linear phase are 5 
known as magnitude and phase distortion respectively [398], terms that will be used 6 
extensively henceforth. This criterion allows a two-sided (acausal) inverse filter to be 7 
considered, in which the poles of   

€ 

G (z)  that are outside the unit circle manifest as convergent, 8 
anti-causal geometric sequences in its impulse response. Assuming that this two-sided or 9 
acasual impulse response may be truncated after some term in both the anti-casual and casual 10 
direction, this filter is realizable as a Finite Impulse Response (FIR) filter by delaying (right- 11 
shifting) the impulse response such that its anti-causal component is rendered casual [394]. In 12 
the audio equalization field, attempts to attain such a filter have been referred to as full or 13 
ideal RIR inversion [399]. 14 

An early method for obtaining an estimate of   

€ 

g (n) , with a view to obtaining full RIR 15 
inversion satisfying (6.3)(6.4) is by Least Squares [400]. Obtaining such an estimate amounts 16 
to minimizing the following error, 17 

     

€ 

g LS(n) = ming LS (n) g(n)∗g LS(n) - κδ(n- tg) 2

2
, (6.5) 

where     

€ 

g LS(n)  is a length     

€ 

Lg LS
least squares estimate of   

€ 

g (n) , and δ(n) is a length Lg+    

€ 

Lg LS
- 1 unit 18 

sample sequence. Alternatively, an estimate of   

€ 

g (n)  may be attained in the frequency domain. 19 
For this approach, the frequency responses of both δ(n - tg) and g(n) are computed using the 20 
DFT, the frequency response of the former sequence is divided (bin-wise) by the frequency 21 
response of the latter sequence, and the inverse filter is yielded by taking the Inverse DFT 22 
(IDFT) of the resulting sequence [401]. This frequency domain approach is less 23 
computational intensive than the time domain approach of Least Squares, due to the use of the 24 
Fast Fourier Transform (FFT) in performing the DFT and IDFT operations, but relative to 25 
Least Squares this approach was shown to produce more error [400], which was ascribed to 26 
time-aliasing from the use of a finite window length FFT. 27 

For optimum full or ideal RIR inversion approach using Least Squares, the model filter 28 
length    

€ 

Lg LS
and the model delay tg should be chosen so that there is minimal truncation of the 29 

higher order terms in the inverse impulse response; similarly, in the case of DFT methods, 30 
assuming     

€ 

Lg LS
 is the FFT length,     

€ 

Lg LS
 and tg should be chosen to minimise time-aliasing. It is 31 

known that room transfer functions typically contain some zeros, both minimum and 32 
maximum phase, located very close to the unit circle, referred to as high-Q zeros [399]. Upon 33 
inversion these zeros become ‘ringing’ poles that contribute slowly decaying, casual and anti- 34 
casual, geometric sequences to the inverse impulse response, which implies that both the 35 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length,     

€ 

Lg LS
, and delay, tg, are typically required to be very long [399]. To demonstrate this, 1 

Figure 6.2 displays the inverse of an RIR, computed using the FFT, along with the original 2 
RIR and the result from convolving this RIR with its computed inverse. As exemplified by 3 
this figure, for real-time applications, where low latency is required and where hardware 4 
resources are limited, the typical delay required for causality of inverse RIR filters and their 5 
overall length are excessively long, and thus, represent significant obstacles to the deployment 6 
of full or ideal inverse filtering in that context. Although these problems may be alleviated 7 
somewhat by truncating the inverse filter, this comes at the expensive of dereverberation 8 
performance, and perceptually detrimental audible artifacts [395, 401], which are discussed in 9 
further detail below.  10 

Another significant problem for full or ideal RIR inversion is the spatial sensitivity of 11 
the inverse [392, 394, 395]. While we do not address this issue explicitly in this work, it has 12 
motivated many of the more recent approaches to single RIR inversion for audio equalization, 13 
for which it is desirable to equalize the effects of a room over a wide listening area. Typically, 14 
RIRs vary greatly within a room, and a relatively small difference between any two RIRs 15 
implies large differences between their inverses. In practice, this means that the inverse of an 16 
RIR recorded at one position in a room cannot, in general, be used to invert an RIR recorded 17 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Figure 6.2: Left column from top: MARDY RIR recorded approximately 1 m from a loudspeaker (filename = 
ir_1_L_1.wav)), Corresponding inverse filter computed using DFT (FFT length 217, symmetric delay), resulting 
delayed unit sample function yielded from convolving the RIR with its inverse filter (also known as the Equalized 
response). Right column from top: MARDY RIR magnitude and phase response, inverse magnitude and phase 
response, equalized response magnitude and phase response. 



 148 

some distance away in the same room; indeed, this can actually increase distortion, 1 
particularly at high frequencies [392, 402]. In equalization applications, this lack of spatial 2 
robustness can manifest as pre-echo [401, 403, 404]. Pre-echo is attributable to the anti-casual 3 
component of the acausal RIR inverse, which, for listeners located away from the equalized 4 
point can be perceived as distinct echo before the main signal. As this echo arrives before the 5 
main signal rather than after, during which temporal masking has a greater effect, they are 6 
considerably more objectionable than the original unprocessed sound [401]. Analogously, in 7 
the post filtering dereverberation context this corresponds to filtering a reverberated signal 8 
with the inverse of an RIR measured in a different position, with equivalent resulting pre- 9 
echo. The use of ideal inverse filters therefore is limited to a region around the position at 10 
which the RIR was measured, or estimated; the extent of this region has been investigated in 11 
[401, 405], where it was shown to be typically very small. In the dereverberation context, this 12 
spatial sensitivity implies that the RIR should be adaptively estimated, or the speaker should 13 
be stationary if using a measured response. 14 

Apart from ideal inversion, another approach to single channel RIR inversion is to 15 
partially invert g(n) such that the resulting inverse filter equalizes the magnitude response of 16 
g(n). A standard procedure to achieve this is to first decompose g(n) into its minimum phase 17 
sequence, gmp(n), and its all-pass sequence, gap(n), such that g(n) = gmp(n)∗gap(n), and then 18 
invert gmp(n) it to obtain the inherently stable inverse filter,     

€ 

g mp(n)  [393]. As gmp(n) is 19 
minimum phase,     

€ 

g mp(n)  is minimum phase, and thus this inversion approach requires no extra 20 
delay and may, as such, be construed as an attempt to satisfy the criteria expressed in 21 
(6.1)(6.2).  22 

Before describing an early method for obtaining this decomposition, we will first 23 
specify and describe some of the properties of the sequences gmp(n) and gap(n). The magnitude 24 
responses of gmp(n) and gap(n) are defined as [393, 406],  25 

 |Gmp(e jω)| = |G(e jω)|,    |Gap(e jω)| = 1, (6.6) 

where Gmp(z) and Gap(z) denote the transfer functions of gmp(n) and gap(n) respectively. Gmp(z) 26 
satisfies (6.6) by having all the minimum phase zeros of G(z), and an additional zero, mirrored 27 
about the unit circle, for each maximum phase zero of G(z), or stated differently, a zero 28 
located at the reciprocal radius of each maximum phase zero of G(z). This satisfies (6.6) 29 
because mirroring a zero about the unit circle does not change the magnitude response of a 30 
filter; its phase response however, is altered. As its name implies, the phase response of gmp(n) 31 
is the minimum phase required for |Gmp(e jω)|, and is related to |Gmp(e jω)| through the Hilbert 32 
transform. The remaining excess phase distortion is captured in the phase response of gap(n), 33 
which contains each maximum phase zero of G(z) and an additional pole for each such zero, 34 
located at the reciprocal radius, giving a unity magnitude response per (6.6). When 35 
reconstructing G(z), the introduced poles in Gap(z) are cancelled by the introduced zeros of 36 
Gmp(z) such that G(z) = Gmp(z)Gap(z).  37 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The inverse of Gmp(z) will contain poles that are inside the unit circle, giving a stable 1 
and causal inverse filter. A straight inversion of Gap(z) will contain both poles and zeros, in 2 
recipricol radius pairs, with the poles and zeros located, respectively, outside and inside the 3 
unit circle. By definition, inverting gmp(n) and convolving the inverse with g(n), corresponds 4 
to compensating for the magnitude response of g(n), thereby eliminating magnitude distortion; 5 
the remaining phase distortion however, represented by gap(n), is unaddressed.  6 

It is worth noting that, while we refer to the sequence gmp(n) as the minimum phase 7 
filter in this chapter in accordance with contemporary literature, as pointed out in [394], when 8 
it was originally introduced in [406] gmp(n) was referred to as the effective minimum phase 9 
filter, with the terms minimum phase filter and maximum phase filter referring to, 10 
respectively, those filters that result from decomposing a non-minimum phase filter into its 11 
minimum phase zeros, and its maximum phase zeros. In this context, the magnitude response 12 
of the effective minimum phase filter (referred to as minimum phase filter herein), contains 13 
the combined magnitude response of both the maximum and minimum phase filters, while its 14 
phase response is made up of the phase reponse of the minimum phase zeros and the phase 15 
response of the maximum phase zeros reflected about the unit circle.  16 

The standard early method [406] for computing an estimate of     

€ 

g mp(n) , is to first 17 
decompose g(n) into gmp(n) and gap(n) via homomorphic processing and then invert gmp(n) in 18 
the frequency domain. In this chapter, we employ this approach exclusively; an estimate of 19 

    

€ 

g mp(n)  may also be obtained using Least Squares by setting tg = 0 [400]. The homomorphic 20 
decomposition approach exploits the fact that the cepstrum of the minimum phase sequence 21 
can be obtained by zeroing the top half of the real cepstrum of g(n). Such a non-parametric 22 
method is preferred over explicit factorization of g(n) into its roots (zeros), which can be 23 
numerically problematic [407]. The homomorphic method for obtaining this factorization may 24 
be stated as follows [7, 406, 408, 409].  25 

1. Compute the Discrete Fourier Transform (DFT) of g(n), 26 

 
    

€ 

G(l)   =  g(n)e− j(2π /Lap )ln

n=0

Lap−1

∑ , (6.7) 

where l denotes frequency bin index and Lap represents the number of DFT points; as Lap 27 
is generally greater than Lg, g(n) is zero-padded up to Lap. Note that for notational 28 
convenience, we refer to the estimates of gmp(n), gap(n) and    

€ 

g mp(n)  as gmp(n), gap(n) 29 
and    

€ 

g mp(n)  respectively. 30 

2. Compute the real part of the complex cepstrum of the sequence g(n), using the Inverse 31 
DFT (IDFT),  32 

 
    

€ 

˜ g (n)   = 1
Lap

log G(l)e j(2π /Lap )ln

l =0

Lap−1

∑ . (6.8) 

3. Calculate the real cepstrum     

€ 

˜ g mp(n)  of the minimum phase sequence/filter,  33 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€ 

˜ g mp(n) = 

˜ g (n)
ϕ ,     n  = 0, 

Lap

2 ,

2 ˜ g (n)
ϕ ,   1  ≤ n  ≤ 

Lap

2 ,

0,           
Lap

2  <  n  ≤ Lap− 1,

 

 

 
 
 

 

 
 
 

 (6.9) 

where ϕ is a positive integer [408]. For the standard decomposition ϕ = 1, which we 1 
assume henceforth unless otherwise stated.  2 

4. Transform the resulting minimum phase cepstrum,     

€ 

˜ g mp(n) , back to the frequency 3 
domain using the DFT 4 

 
    

€ 

˜ G mp(l) = ˜ g mp(n)e− j(2π /Lap)ln

n=0

Lap−1

∑ . (6.10) 

5. Compute the frequency response of the minimum phase filter, 5 

 
    

€ 

Gmp(l) = exp( ˜ G mp(l)) . (6.11) 

6. The all-pass frequency response, Gap(l), is computed by dividing out Gmp(l) from G(l),  6 

 
    

€ 

Gap(l) = G(l)
Gmp(l)

. (6.12) 

7. The frequency response of the minimum phase inverse filter,     

€ 

G mp(l) , is computed as,  7 

 
    

€ 

G mp(l)  = 1
Gmp(l) . (6.13) 

8. The equalized response, Geq(l), which is equivalent to Gap(l), is expressed as,  8 
 

    

€ 

Geq(l) = G(l)G mp(l) . (6.14) 
Note that Geq(l) is useful for analyzing the overall performance of     

€ 

G mp(l) , and will be 9 
employed for this purpose later in this chapter. A flat equalized magnitude response i.e. 10 
|Geq(l)| = κ ∀l, signifies full magnitude equalization and a linear phase response i.e. 11 
∠Geq(l) = -ωtg ∀l, signifying no phase distortion; deviations from a constant magnitude 12 
or linear phase indicate magnitude distortion or phase distortion at the corresponding 13 
frequencies in the processed signal.  14 

9. Equipped with Gmp(l), Gap(l) and     

€ 

G mp(l) , the respective impulse responses are obtained 15 
using the IFFT; for example  16 

 
    

€ 

g mp(n)  = 1
Lap

G mp(l)e
j(2π /Lap)ln

l =0

Lap−1

∑ , (6.15) 

where gmp(n), gap(n), and     

€ 

g mp(n)  denote the impulse responses of Gmp(z), Gap(z) and 17 

    

€ 

G mp(z) , respectively.  18 
For adequate inversion of gmp(n), Lap should be set such that time aliasing is minimized 19 

in     

€ 

g mp(n)  and gap(n), both of whose transfer functions contain poles. Similar to full RIR 20 
inversion therefore, this implies large DFT lengths due to the effect of high-Q zeros; the 21 
computed gmp(n) however may be truncated to Lg as Gmp(z) contains no poles. Figure 6.3 22 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displays an example gmp(n), gap(n) and     

€ 

g mp(n)  impulse response, which were computed using 1 
the homomorphic approach for the RIR displayed in Figure 6.2, the corresponding magnitude, 2 
and unwrapped phase responses, are also displayed. 3 

The filter     

€ 

g mp(n)  can be applied to the reverberated speech signal v(n) to remove the 4 
effect of the minimum phase component, gmp(n), of the RID, g(n),  5 

 vap(n) = v(n)∗    

€ 

g mp(n) , (6.16) 

where vap(n) denotes the partially dereverberated, minimum phase inverted speech signal, or 6 
simply the processed speech signal.  7 

As is evident from Figure 6.3, gap(n) generally contains a significant proportion of the 8 
reverberant energy of g(n), and as such,     

€ 

g mp(n)  is generally unable to approximate the criteria 9 
for inversion dictated by (6.1) and (6.2). Moreover, it is known that the processed signal, 10 
vap(n), typically contains distinct audible artifacts that have a perceptually detrimental effect 11 
on its quality [7, 393]; these artifacts have been attributed to the unaddressed phase distortion, 12 
of gap(n) i.e. ∠Gap(k) [7, 393]. In [7], these artifacts were described as tonal and metallic 13 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Figure 6.3: Left column from top: Minimum phase impulse response, All-pass impulse response (truncated), and 
Inverse minimum phase impulse response (truncated); from RIR in Figure 6.2. Right column from top: Minimum 
phase impulse response magnitude and phase response, All-pass magnitude and phase response, and Inverse 
minimum phase magnitude and phase response. 
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sounding, and have been likened to the sound of a bell chime in [7, 393, 408]. From 1 
comparing numerous different v(n) and vap(n) signals, generated from various MARDY RIRs 2 
and different TIMIT speech signals, we can concur with these descriptions, and similarly 3 
opine that they are considerably distracting, so much so that the unprocessed v(n) signals are 4 
more preferable, particularly for highly reverberant speech signals, confirming that inverting 5 
gmp(n) alone is not advisable for RIR inversion. However, by focusing attention solely on the 6 
speech component of the various vap(n) signals, which is possible given the distinctly different 7 
characteristics of the artifacts and speech component of vap(n), it is apparent that this speech is 8 
dereverberated, an observation also noted in [393]. This feature of vap(n), perhaps unsurprising 9 
given that the magnitude distortion of g(n) has been removed, suggests that if the phase 10 
related artifacts could be removed form vap(n), the resulting signal would, subjectively 11 
speaking, contain artifact-free dereverberated speech. In addition to the audible artifacts, the 12 
minimum phase inverse filter     

€ 

g mp(n)  is sensitive to spatial displacement, but unlike ideal RIR 13 
inverse filters,     

€ 

g mp(n)  does not have an anti-casual component, and therefore does not give 14 
rise to pre-echo effects. 15 

To directly address the audible artifacts in vap(n), the all-pass filter gap(n) may also be 16 
inverted to satisfy the criteria in (6.3) and (6.4). The resulting inverse,     

€ 

g ap(n) , can be applied 17 
to vap(n) to further dereverberate v(n), or alternatively, the minimum phase and all-pass 18 
inverse filters can be combined i.e.     

€ 

g mp(n)∗ g ap(n) , before then being convolved with v(n). The 19 
all-pass inverse,     

€ 

g ap(n) , can be obtained using either Least Squares or the FFT, or more 20 
simply in this case, by time reversing gap(n), and shifting the reversed gap(n) until it is 21 
rendered casual [7]. However, as is evident in Figure 6.3, the long length of gap(n), attributable 22 
to ‘ringing’ poles in Gap(z) located at the reciprocal radius of the high-Q maximum phase 23 
zeros in G(z), implies a long delay in order to render     

€ 

g ap(n)  casual. Indeed, by separately 24 
inverting both gmp(n) and gap(n), and convolving their inverses, the resulting filter is 25 
equivalent to the full or ideal inverse described above, and hence, has the same issues 26 
regarding delay and length; additionally, this appraoch leads to greater error (due to time- 27 
aliasing) in     

€ 

g mp(n)∗ g ap(n)  relative to the Least Squares inverse [400].  28 
As mentioned above, perceptually detrimental artifacts have also been reported in the 29 

context of full RIR inversion [401, 404]; specifically, they were referred to as cymbals in 30 
[401], matching the bell chime description of the artifacts in vap(n). From comparing the 31 
speech signals produced after processing by various     

€ 

g mp(n)  and undermodeled     

€ 

g LS(n)  filters, 32 
we note that the audible artifacts have a similar quality; though, they are much more 33 
prominent in vap(n). Recalling that     

€ 

g LS(n)  is equivalent to     

€ 

g mp(n)  for tg = 0, and that     

€ 

g ap(n)  34 
manifests in the anti-casual component of     

€ 

g LS(n) , we assume, for the present, that for both full 35 
RIR inversion and minimum phase RIR inversion, for which     

€ 

g ap(n)  is explicitly not modeled 36 
and partially modeled depending on the modeling delay, under-modeling of     

€ 

g ap(n) , and the 37 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resulting residual phase distortion, cause the described audible artifacts in the processed 1 
speech. We will return to this topic in more detail later in section 6.3.  2 

The preceding single channel RIR inversion schemes, i.e. full or ideal inversion and 3 
minimum phase filter inversion, constitute the early approaches to this problem; these 4 
schemes are summarised in Table 6.1. More recently, to address the various problems 5 
associated with these early schemes, numerous alternative inversion schemes have been 6 
devised, aimed mostly at room equalization applications [392, 402, 410-417]. In general, 7 
these schemes produce more tractable inverse filters, but do not admit an inversion of g(n) by 8 
the criteria set forth in (6.1),(6.2), or (6.3),(6.4), and aim instead to optimize inversion 9 
performance by some other criteria.  10 

One such approach involves applying either uniform or non-uniform smoothing [410, 11 
411] directly to the frequency response (complex) of g(n), and then inverting the smoothed 12 
response. This prior smoothing, known as complex smoothing, smoothes sharp/high-Q dips or 13 
nulls in the frequency response of g(n) attributable to zeros near the unit circle (high-Q zeros), 14 
such that the peaks due to the corresponding poles are obviated in the magnitude response of 15 
the inverse filter, which is computed from the smoothed response using Least Squares. This 16 
implies that the original high-Q zeros are not fully inverted by the inverse filter, and as such, 17 
the inverse filter impulse response contains faster decaying casual and acausal sequences. 18 
Relative to ideal inversion using Least Squares, this approach has been shown to typically 19 
attain shorter inverse filters, with less delay, greater spatial robustness, and with an absence of 20 
audible artifacts [399, 410]; though for less overall dereverberation performance. In [412], the 21 
feasibility of inverting all-pole approximations of an RIR was explored. In the case of a 22 
minimum phase all-pole RIR approximation, the inability of the all-pole model to express 23 
zeros results in a smoothed frequency response without sharp dips due to high-Q zeros, 24 
similar to complex smoothing. Accordingly, this results in an (all-zero) inverse containing 25 
smoothed peaks, and a shorter impulse response, with no delay. It was also found that relative 26 
to all-zero models, all-pole approximations can model RIRs with a much lower order (factor 27 
of 40), and are more robust to spatial displacement, a fact exploited for common acoustical 28 
pole modeling for multi-point applications in [402]. The all-pole model also has a perceptual 29 
justification in that RIR transfer function zeros are perceptually less relevant than RIR poles 30 
[418, 419]. Warped frequency scales, particularly those based on perceptual principles such as 31 

APPROACH  FILTER 
SHAPE 

MAGNITUDE 
COMPENSATION  

PHASE 
COMPENSATION 

AUDIBLE 
ARTIFACTS DELAY 

Full RIR 
inversion  

Two-sided 
(acasual) 

Full compensation, 
provided filter 
length and delay are 
sufficiently long  

Full compensation, 
provided filter 
length and delay are 
sufficiently long

 

No, provided  
filter length and 
delay are 
sufficiently long

 

Yes, 
necessary for 
causality 

Minimum 
phase RIR 
inversion  

Right-sided 
(causal) 

Full compensation, 
provided filter 
length is sufficiently 
long 

Excess phase 
distortion (all-pass 
phase distortion) 
remains unaddressed 

Yes, due to all-
pass phase 
distortion 

No. 

Table 6.1 : Summary table contrasting properties of full or ideal RIR inversion and minimum phase RIR inversion. 
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the bark scale or the fractional-octave scale have also been exploited for room equalization. 1 
Using these techniques, RIRs are approximated using low order warped FIR/IIR filters [414, 2 
420], and Kautz filters [415, 416], with greater frequency resolution in perceptually pertinent 3 
frequencies. The resulting inverse filters, typically have a lower model order than complex 4 
smoothed responses, while having similar performance benefits [392]. Warped filtering is also 5 
beneficial from a spatial robustness perspective [413], as the frequency scales employed 6 
typically have greater resolution at low frequencies where the effect of poles corresponding to 7 
room resonances, which are more spatially uniform, reside. To mitigate these room 8 
resonances explicitly, which are problematic for sound reproduction in small rooms, modal 9 
equalization was proposed in [417]. For this approach, a selective filter implementation is 10 
employed, whereby the parameters (frequency and radius) of the responsible low frequency 11 
poles are identified, using peak finding and Q-factor or temporal decay rate estimation to 12 
estimate the freweqicies and radii, and are replaced with poles at the same frequency but 13 
closer to the origin (reduced radius) [421-424], thereby increasing the temporal decay rate of 14 
the poles. However, this approach is restricted to low frequencies, typically less than 200 Hz, 15 
the frequency range in which the poles corresponding to stable room modes reside [392]. 16 
Least squares RIR inversion with regularization has also been investigated for RIR inversion 17 
[425], where regularization is applied to influence the resulting inverse in a desirable manner, 18 
to prevent loudspeaker saturation for example, or to optimize the inversion performance by 19 
imposing perceptually motivated constraints [401, 404]. Instead of the 2-norm error criterion 20 
of Least Squares, the feasibility of a number of different norms, including the infinity norm, 21 
as the error criterion to compute the inverse filter along with perceptual principles was 22 
employed in [426]. For this approach, the perceptually adverse effects of the RIR, identified 23 
using a computational model of perception, are removed by the resultant inverse filter while 24 
the perceptually irrelevant parts of the RIR are not fully inverted such that the inverse can be 25 
shortened. Channel shortening concepts, imported from the telecommunications field, were 26 
applied to the problems of RIR inversion in [427]. The problem of audio equalization in car 27 
cabins has received special attention in [428]. The issues of audio equalization are 28 
summarized in the review paper [424].  29 

Extensions have also been proposed to the standard homomorphic approach for 30 
computing the minimum phase inverse filter of an RIR. An iterative approach to obtaining 31 

    

€ 

g mp(n)  was presented in [7], where for each iteration a fraction of gmp(n) is computed and 32 
inverted. The fraction of the inverse filter generated at each iteration is then applied to g(n) 33 
prior to the next iteration, with each iteration repeating steps 3-9. This process effects an 34 
iterative flattening of |Geq(k)|, and results in a set of short inverse filters, one for each iteration, 35 
which when convolved together form the complete inverse filter. A benefit of this approach is 36 
that the accumulating partial inverse filters can be monitored at each iteration, which enables 37 
the inverse process to be controlled according to some criteria; in [7] this was used to study 38 
perceivable phase distortion, from which an objective measure of phase distortion, discussed 39 
in section 6.3., was proposed. A second benefit of this approach is that time-aliasing error, 40 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attributable to the use of a finite length FFT size, is minimized, since the cumalative time 1 
aliasing error from each partial inverse is less than that incurred from computing the entire 2 
inverse in one iteration. 3 

This iterative homomorphic approach was analyzed in [408], where it was shown that 4 
the analysis of magnitude distortion can be simplified to the parameter ϕ, which was 5 
introduced in this chapter at step 3 above. Specifically, the influence of ϕ on the level of 6 
magnitude inversion by this approach is given by the following relationship [408], 7 

 
    

€ 

log G mp(k)  = − 1
ϕ log Gmp(k) . (6.17) 

For ϕ = 1, the standard homomorphic decomposition of g(n) is attained, and the resulting 8 

    

€ 

g mp(n)  removes the effect of gmp(n) from g(n), thus equalizing the magnitude response of g(n) 9 
i.e. |Geq(k)| = 1 ∀k, but leaving the excess phase corresponding to the filter gap(n) unaddressed. 10 
For ϕ > 1, partial inversion of gmp(n) is achieved, with     

€ 

g mp(n)  compensating for a fraction, 11 
1/ϕ, of the log magnitude response of gmp(n), or equivalently, 1/ϕ of the log magnitude 12 
response of g(n). Apart from the beneficial reduction in the length of     

€ 

g mp(n)  for ϕ > 1, which 13 
is due to an increase in the decay rate of the poles of     

€ 

g mp(n) , subjective listening tests in [7] 14 
report that as ϕ is increased the audibility of phase distortion is reduced in the processed 15 
speech signal. However, increasing ϕ also increases the fraction, i.e. 1-1/ϕ, of magnitude 16 
distortion remaining in the processed speech. 17 

As discussed in [408], the effect of ϕ > 1 on the standard homomorphic approach is to 18 
reduce the radii of the poles of     

€ 

G mp(z) . However, by acting on all the poles of     

€ 

G mp(z)  19 
insufficient inversion performance may be attained [408]. In [408], a more selective inversion 20 
approach was proposed, specifically for RIRs that are dominated by a small number of high-Q 21 
zeros; implying a small number of dominant ‘ringing’ poles in the corresponding     

€ 

g mp(n) . 22 
Given such a     

€ 

g mp(n) , this approach aims to identify the dominant complex pole pairs of its 23 
transfer function     

€ 

G mp(z) , and replace them with a complex pole pair at the same frequency 24 
but with reduced radii. In this way, the energy in     

€ 

g mp(n)  decays quicker by selectively 25 
reducing the radii of those pole pairs that contribute most to the length of     

€ 

g mp(n) . This 26 
preserves the remaining poles such that magnitude distortion is not overly compromised. This 27 
approach was implemented using an iterative selective filter approach similar to that of modal 28 
equalization, with the location of spectral peaks of |    

€ 

G mp(e
jω) | and the their respective Q- 29 

factors being used to identify the parameters of the poles. This approach was evaluated 30 
through listening tests on data generated from car cabin responses, so chosen because that are 31 
dominated by a small number of zeros. It was reported that this approach effects a subjective 32 
improvement over the standard approach for ϕ > 1. It was also found that bell chime 33 
interference (phase distortion) is mitigated provided the radius of the poles is decreased 34 
sufficiently, a result congruent with the experiments with ϕ in [7]; likewise however, such a 35 
reduction in phase distortion comes at the expense of magnitude distortion. 36 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These more recent inversion approaches can be broadly characterized as appropriately 1 
modifying the response g(n) or gmp(n) prior to inversion, or alternatively, modifying the 2 
inverse,     

€ 

g (n)  or     

€ 

g mp(n) , i.e. by smoothing, low order modeling, selective filtering; such that 3 
the resulting inverse has the following desirable properties: low delay, short length, spatial 4 
robustness, and an absense of audible artifacts in the processed speech. To achieve an inverse 5 
satisfying these properties, these approaches effectively obviate the full inversion of high-Q 6 
zeros in G(z), such that the undesirable effects of the corresponding poles in the inverse are 7 
mitigated. While the reason this general approach is successful at producing inverse filters 8 
satisfying the three former properties is well known, we contend that the literature has yet to 9 
satisfactorily explain why the audible artifacts induced by all-pass phase distortion are 10 
mitigated by this approach; a point that has also been noted in [7, 399]. Indeed, save for 11 
references to phase distortion as bell chime artifacts [7, 393, 408] in the context of minimum 12 
phase equalization, and as audible artifacts in [399, 401, 404] in the context of full RIR 13 
equalization, and despite its perceptually deleterious effects, the issue of phase 14 
distortion/audible artifacts in the context of RIR inversion, both full and minimum phase, has 15 
received little attention in the literature; save for, as described above, a thorough investigation 16 
into the subjective effects of such distortion in the context of minimum phase inverse filtering 17 
[7], wherein the iterative homomorphic approach was devised. To remedy this, in the next 18 
section, we describe the effects of all-pass phase distortion on processed speech in the context 19 
of minimum phase RIR inversion, and explain how recent inversion techniques manage to 20 
mitigate such distortion. Furthermore, to achieve inverses with the above attributes, these 21 
more recent inversion approaches typically discard a significant amount of the detail of the 22 
response, which in certain real-time applications, such as dereverberation, in which the full 23 
RIR may be available and the speaker is quasi-stationary, or is adaptively estimated, may 24 
result in overly compromised inversion performance. In such situations, it is desirable to 25 
remove the maximum amount of magnitude distortion introduced by the RIR, using an inverse 26 
filter satisfying the properties of low delay, no audible artifacts and reasonable length; spatial 27 
sensitivity therefore is ignored. In the next section, we motivate two inversion approaches that 28 
realize these properties. 29 

6.3 All-Pass Phase Distortion  30 
The phase distortion introduced by a digital filter is commonly described by its group delay 31 
function, which is defined as the derivative of the unwrapped phase response of the filter. 32 
Using the DFT, the group delay function of g(n) can be computed by the following formulas,  33 

 
    

€ 

τ g(l) = −Im ′ G (l)
G(l)
 
  

 
  , (6.18) 

 

    

€ 

′ G (l)  =  −i ng(n)
n=0

Lap -1

∑ e− j(2π /Lap )ln. (6.19) 

The group delays functions of g(n), gmp(n) and gap(n) are denoted as τ(l), τmp(l) and τap(l) 34 
respectively, and τ(l) = τmp(l) + τap(l). Figure 6.4 displays the group delay function of the RIR 35 
in Figure 6.2, along with the group delay functions of the corresponding gmp(n) and gap(n) 36 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sequences (displayed in Figure 6.3) computed using these formulas. Note that, from the 1 
definition of group delay, deviations from a constant group delay correspond to 2 
discontinuities in the unwrapped phase response, and therefore, such deviations indicate phase 3 
distortion at the corresponding frequencies.  4 

To measure phase distortion in a perceptually meaningful way, a modified group delay 5 
function was proposed in [7], given as, 6 

 
    

€ 

τM(l)  = −Im
′ G eq(l)

Geq(l)
 

  
 

  
⋅

Geq(l)
max(Geq(l))

. (6.20) 

In the context of minimum phase inverse filtering, this measure was proposed [7] under the 7 
hypothesize that perceivable phase distortion is due to disrupted magnitude and phase 8 
response relationships arising from such filtering, and implies that as the magnitude distortion 9 
of g(n) is reduced by minimum phase inverse filtering, that is, by setting ϕ ≥ 1 closer to 1, the 10 
all-pass phase distortion becomes more prominent, i.e. for ϕ = 1, |Geq(l)| = max(|Geq(l)|) = 1. 11 
By using τM(l) to monitor the iterative homomorphic inversion approach described earlier, it 12 
was shown that this measure correlated with the perception of all-pass phase distortion in 13 
vap(n). In what follows, we examine the properties of gap(n), and describe how spikes in the 14 
group delay function of gap(n) cause audible artifacts, as was first noted in [393]. Then, we 15 
explain the prominence of the phase distortion of gap(n) after minimum phase inverse filtering 16 
by contrasting g(n) and gap(n), before assessing the above hypothesis, and describing how 17 
more recent inversion approaches mitigate the audible artifacts of phase distortion. 18 

Given that,     

€ 

g mp(n)∗v(n) = gap(n)∗u(n) = vap(n), (assuming Lap is sufficiently long), all- 19 
pass phase distortion can be described by examining the properties of the filter gap(n), which, 20 
being all-pass, is completely described by its group delay function, τap(l). As is evident from 21 
Figure 6.4, the phase distortion of gap(n) typically manifests as sharp peaks or spikes in τap(l), 22 
each of which are due to the combined group delay of a high-Q maximum phase zero, and a 23 
pole that lies at the recipricol radius. The remaining frequencies of τap(l), between the spikes, 24 
are typically flat with a constant group delay corresponding to the direct path delay, td (linear 25 
component of the unwrapped phase response). By the convolution of u(n) with gap(n), the 26 
majority of u(n), at the frequencies in the flat portions of τap(k), is subject to the same group 27 
delay i.e. td, and as such this portion of u(n) experiences no phase distortion. In contrast, at the 28 
frequencies of group delay function spikes, u(n) is sharply and variously delayed, which given 29 
the significant delays involved, results in the energy at these frequencies being de- 30 
synchronized from the rest of the processed signal; typically, outside the range of any 31 
temporal masking effects. These de-synchronized spectral components then give rise to the 32 
perceivable tones, or more descriptively, bell chime interference, in vap(n). 33 

The distinctive bell chime interference of vap(n) is not perceived in v(n), even though 34 
by definition τ(l) = τmp(l) + τap(l). This seeming incongruence can be explained by contrasting 35 
some of the properties of g(n) and gap(n). Firstly, the introduced poles of gap(n) are cancelled 36 
by the introduced zeros of gmp(n) such that the phase distortion corresponding to the poles of 37 
τap(l) is cancelled in τ(l). The remaining phase distortion of τap(l), that is, excluding the effect 38 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of the poles, is attributable to maximum phase zeros. This component of the phase distortion 1 
of τap(l) is perceivable absent from v(n) because g(n) contains the phase and magnitude 2 
response of the maximum phase zeros; τap(k) contains only the phase response of these zeros. 3 
The magnitude response of g(n) therefore, contains sharp dips at the frequencies of the spikes 4 
in τap(k) (as is evident by comparing Figure 6.3 and Figure 6.4) that serve to suppress the 5 
phase distortion introduced at these frequencies. Therefore, in the case of g(n), it may be 6 
stated that the phase distortion introduced by the maximum phase zeros is simultaneously 7 
suppressed by their magnitude response, which explains the perceived absence of the bell 8 
chime interference in reverberated speech signals such as v(n).  9 

In the context of minimum phase inverse filtering, since the minimum phase inverse 10 
filter,     

€ 

g mp(n) , contains a stable pole for each zero of g(n) (located at the recipricol radius for 11 
maximum phase zeros), its magnitude response will exhibit sharp peaks at the frequencies of 12 
the high-Q zeros of g(n), which includes the frequencies of the spikes in τap(k), i.e. the 13 
frequencies of the high-Q maximum phase zeros of g(n) (this again, is evident by comparing 14 
Figure 6.3 and Figure 6.4). When applied to v(n) therefore,     

€ 

g mp(n)  will expose the hitherto 15 
suppressed phase distortion corresponding to the maximum phase zeros of g(n). Therefore it is 16 
the magnitude response of     

€ 

g mp(n)  that enables this phase distortion to becaome audible in 17 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Figure 6.4: Top: Group delay function, τ(k), of the RIR in Figure 6.2. Center, minimum phase group delay function 
of RIR, τmp(k), and bottom, all-pass group delay function of RIR, τap(k). The minimum phase and all-pass impulse 
responses are displayed in Figure 6.3.  
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vap(n). Note that, the poles of     

€ 

g mp(n)  located at the recpirical radii of these zeros introduce 1 
additional phase distortion at these frequencies.  2 

The success of the modified group delay, τM(l), as a perceptual measure of phase 3 
distortion may be explained similarly, whereby as the level of magnitude distortion removed 4 
by     

€ 

g mp(n)  is increased, by setting ϕ closer to 1 in (6.9), the level of phase distortion in v(n) is 5 
increased, which reaches a maximum for ϕ = 1. The premise that underlies this measure, 6 
which was stated above, can now be modified to incorporate the new understanding put forth 7 
in this section, that is: the perception of audible artifacts in vap(n) is due to the disrupted 8 
relationship between the magnitude and phase response of the maximum phase zeros of the 9 
RIR, a disruption which is inherent to minimum phase inverse filtering. In the case of acasual 10 
RIR inverses, with insufficient length or delay to encompase higher order terms, we ascribe 11 
similiar audible artifacts to the same cause, that is, a disruption between the magnitude and 12 
phase response of the maximum phase zeros reslting in phase distortion, but we are unclear as 13 
to how exactly this arises in that context. 14 

Apart from full or ideal inverse filtering (with sufficient delay and length), the phase 15 
artifacts can be avoided by inverting the magnitude and phase of g(n) attributable to the 16 
minimum phase zeros in G(z) only, such that the relationship between the magnitude and 17 
phase response of the maximum phase zeros of g(n) is not disrupted. In theory, such an 18 
inverse could be attained by zeroing the anti-causal component of a full (two-sided) derived 19 
inverse filter and left shifting to the origin, or by zeroing the anti-casual part of the complex 20 
cepstrum of g(n) and transforming the resultant vector from the quefrency domain, the 21 
independent variable in this domain, to the time domain. These approaches however would 22 
result in modest inversion performance as only the minimum phase zeros are inverted; and as 23 
discussed above, a fraction of the magnitude response of maximum phase zeros can be 24 
inverted without giving rise to perceivable all-pass phase distortion [7].  25 

This point may also be explained in the context of the briefly aforementioned in 26 
section 6.2 decomposition of a non-minimum phase into two filters; one containing its 27 
minimum phase zeros and the other containing its maximum phase zeros; recall that these 28 
filters were referred to originally as the minimum and maximum phase filters, respectively, 29 
with gmp(n) being referred to as the effective minimum phase filter. In this context, the inverse 30 
of the effective minimum phase filter (    

€ 

ˆ g mp(n) ) can be described as equalizing the magnitude 31 
response of both the minimum and maximum phase filters and the phase response of 32 
minimum phase filter and the phase response of the minimum phase equivalent of the 33 
maximum phase filter, but not equalizing the remaining excess phase distortion of the 34 
maximum phase filter. It may also be described, perhaps more clearly, that this disruption of 35 
the magnitude and phase response of the maximum phase filter is avoided by either inverting 36 
only the minimum phase filter, or inverting both the minimum phase and maximum phase 37 
filters i.e. full RIR inversion. 38 

From the preceding description, recent RIR inversion schemes are robust to all-pass 39 
phase distortion because they avoid fully compensating for the dips in the magnitude 40 



 160 

responses of g(n)/gmp(n) attributable to the high-Q zeros (both minimum and maximum 1 
phase). This implies that the magnitude response peaks are reduced in the modified inverses, 2 
which mitigates the exposure of the all-pass phase distortion in v(n). As the preceding 3 
explanation also shows however, perceivable all-pass phase distortion arises at the frequencies 4 
of high-Q maximum phase zeros (assuming their phase is uncompensated) and not at the 5 
frequencies of the high-Q minimum phase zeros. It follows therefore, that all-pass phase 6 
distortion can be more precisely mitigated by not fully removing the magnitude distortion 7 
attributabile to the maximum phase high-Q zeros of an RIR. This approach would allow the 8 
magnitude response of the remaining zeros, including all minimum phase zeros, to be fully 9 
inverted allowing for less magnitude distortion, albeit with a relative increase in the inverse 10 
filter length. This motivates the single microphone partial RIR inversion scheme to be 11 
presented in section 6.4.  12 

All-pass phase distortion, and the direct path delayed speech of vap(n) are readily 13 
discernable in the spectrogram of vap(n), which is denoted by |Vap(f, k)|, where f and k denote 14 
discrete frequency bin and frame index respectively. This is due to the temporal resolution of 15 
the spectrogram, which enables the sharply delayed spectral components of u(n) in vap(n), 16 
corresponding to the spikes in τap(n), to be discerned from the direct path speech, provided the 17 
processing window is short relative to the delays indicated by the spikes of τap(n); this 18 
property was first shown in [393]. To illustrate this, Figure 6.4 displays the spectrogram (64 19 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Figure 6.5 : Top, from left: Time-frequency responses of reverberated, v(n), and clean speech signal u(n); RIR from 
Figure 6.2 was employed to reverberate clean speech signal. Bottom from left: Group delay functions of RIR and 
its all-pass sequence, and the time-frequency response of minimum phase inverted speech, vap(n), which exhibits 
all-pass phase distortion at the frequencies of spikes in all-pass delay function.  
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ms hanning window, overlap 32 ms) of a vap(n) signal, which was constructed by convolving a 1 
clean speech signal u(n), taken from the TIMIT speech corpus and downsampled to 8 KHz, 2 
with the gap(n) of Figure 6.5; for illustrative purposes, the spectrograms of the corresponding 3 
u(n) and v(n) signals, and τ(n) and τap(n) functions are also displayed, note that the frequency 4 
resolution of τ(n) and τap(n) is 256 times higher than that of the spectrogram. Examining 5 
Figure 6.5, it is apparent that the all-pass phase distortion manifests as prominent tones in 6 
|Vap(f, k)| occurring at the frequencies containing the effect of the maximum phase zeros of 7 
G(z); such tones are absent at all other the frequencies, including those that contain the effect 8 
of high-Q minimum phase zeros.  9 

As is evident from Figure 6.5, the spectrogram representation of vap(n) matches with 10 
the earlier subjective appraisal of vap(n), where we opined that the all-pass phase distortion 11 
and the direct path delayed speech appear as two distinct components in vap(n), and the direct 12 
path delayed speech was derevberated. This motivated our second approach to all-pass 13 
distortion mitigation, for which |Vap(f, k)| is considered to contain two components, namely, a 14 
distortion component, consisting of the variously delayed spectral features of u(n), and a 15 
speech component, corresponding to the direct path delayed spectral features of u(n). Within 16 
this interpretation of |Vap(f, k)|, all-pass phase distortion is mitigated by applying a suitable 17 
speech enhancement algorithm to remove or suppress the distortion while preserving the 18 
speech component, thereby treating the distortion as an interference source. Conventional 19 
spectrogram based speech enhancement techniques that employ framewise stationary or 20 
slowly time-varying models of the interference source are not suited to this task due to the 21 
inherent non-stationarity of the all-pass phase distortion component in the magnitude STFT 22 
domain. NMF in a MSSS setting on the other hand has been successfully applied to speech 23 
enhancement for non-stationary interference sources; moreover, NMF has proven especially 24 
suited to processing music signals for applications such as separation [212] and automatic 25 
note transcription [197], and therefore, is amenable to processing non-stationary tonal features 26 
such as all-pass phase distortion. Therefore, given these attributes, and since the RIR is 27 
available a priori to generate training data, we applied NMF in a MSSS setting to the problem 28 
of all-pass phase distortion suppression; this approach is described in section 6.5. 29 

6.4 A Partial Non-Minimum Phase Room Impulse Response 30 
Inversion Technique 31 
In this section, we describe a novel partial inversion technique for single microphone non- 32 
minimum phase RIRs. This technique is based on minimum phase/all-pass decomposition of 33 
g(n) using the homomorphic approach, and seeks to invert the minimum phase filter gmp(n) 34 
without producing perceptually detrimental all-pass phase distortion in the processed speech 35 
signal. As motivated in the previous section, to achieve such an inversion, this technique 36 
avoids fully inverting the magnitude response of the high-Q minimum phase zeros of Gmp(z) 37 
located at the recpiricol radii of the high-Q maximum phase zeros of G(z). By this way the 38 



 162 

most perceptual detrimental all-pass phase distortion is suppressed in the resulting processed 1 
speech, and the remaining zeros of gmp(n) are fully inverted.  2 

For this approach, we operate on the minimum phase inverse     

€ 

g mp(n)  rather than on 3 
gmp(n); similar to the selective pole replacement approach presented in [408], which was 4 
outlined in section 6.2. As such, we seek to identify and replace high Q-poles in     

€ 

G mp(z)  that 5 
correspond to the high-Q minimum phase zeros of Gmp(z) that in turn correspond to the high- 6 
Q maximum phase zeros of G(z). To identify the frequencies and radii of such poles, we make 7 
use of the all-pass group delay function τap(k). As discussed in section 6.3, each maximum 8 
phase zero of G(z) manifests as a sharp and discernable peak or spike in τap(k). The location in 9 
frequency of each identified spike is deemed to correspond to the frequency of a desired pole 10 
in     

€ 

G mp(z) , with perceptually insignificant spikes below a prescribed minimum spike 11 
threshold, τapmin, in samples, ignored.  12 

Another useful property of the all-pass group delay function, τap(k), is that the radius of 13 
a pole in     

€ 

G mp(z)  that corresponds to a spike in τap(k), can be determined using the following 14 
expression [429], 15 

 
  

€ 

ap=
τ ap(kp)−1
τ ap(kp)+1

, (6.21) 

where ap and kp denote the radius and frequency of the pth indentified pole, with P 16 
corresponding to the number of poles, or equivalently the number of group delay spikes, that 17 
are identified. This expression enables the radius of each pole to be determined from τap(k), 18 
without resorting to Q-factor estimation or temporal decay rate estimation in the time- 19 
frequency domain, both of which are prone to error at high frequencies [421, 430]. The utility 20 
of the group delay function τ(k) for RIR pole estimation in general is described in [401]. 21 

To proceed, we wish to replace each identified pole with a new pole at the same 22 
frequency but with a reduced radius, i.e. replace the pth pole (ap, kp) with (âp, kp), where âp < 23 
ap. We perform this by using a selective filter, as employed in [431] and [408], which we 24 
specify for the pth identified pole (or complex pole pair given that gmp(n) is real), as,  25 

 
    

€ 

Gs
( p)(z) =αp

(1- ap e jkp z-1)(1- ap e jkp z-1)
(1- ˆ a p e jkp z-1)(1- ˆ a p e jkp z-1)

, (6.22) 

where αp is the gain of the pth selective filter,     

€ 

Gs
( p)(z) , which is also known variously as a bi- 26 

quadratic filter, or a 2nd order IIR notch filter. By applying     

€ 

Gs
( p)(z)  to     

€ 

G mp(z) , the pth 27 

identified pole in     

€ 

G mp(z)  is cancelled by the numerator of     

€ 

Gs
( p)(z) , and is replaced by the pth 28 

replacement pole in the denominator of     

€ 

Gs
( p)(z) ; likewise for the complex conjugate pole.  29 

The radius of the pth replacement pole influences the depth of the notch, centered at kp, 30 
in the magnitude response of the pth selective filter     

€ 

Gs
( p)(z) . For âp = ap,     

€ 

Gs
( p)(z)  has a flat 31 

magnitude response, and thus it imparts no effect on the magnitude response of     

€ 

G mp(z) , such 32 
that |Geq(k)| = 1 ∀k, and all-pass phase distortion is fully exposed. For âp < ap the radius of the 33 
pole is reduced, implying a notch or dip centered on k = kp in     

€ 

Gs
( p)(z) , which when applied to 34 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€ 

G mp(z)  implies that the magnitude response at G(kp) is reduced, which in turn implies an 1 
uncompensated dip (magnitude distortion) centered on |Geq(kp)|. By reducing the magnitude 2 
response at this frequency, the exposure of all-pass phase distortion in the processed speech at 3 
is mitigated; âp < ap also increases the decay rate of the geometric sequence in the inverse 4 
impulse response corresponding to the pole at (ap, kp). 5 

To enable the trade-off between the magnitude distortion and all-pass phase distortion 6 
corresponding to the identified poles to be controlled using a single parameter, the 7 
replacement pole radii were set according to,  8 

 âp = ap - γ,    ∀p (6.23) 

where γ is a user prescribed replacement pole radius offset. The offset γ controls the trade-off 9 
between magnitude distortion and all-pass phase distortion of the identified maximum phase 10 
zeros of g(n), with γ being proptioal ito magnitude distortion and inversely proportional to all- 11 
pass phase distortion. The offset γ is also independent of ap, which means that the relative 12 
properties of the P selective filters depends on their corresponding identified poles, with poles 13 
closer to the unit circle receiving a replacement filter with a sharper notch (lower gain at kp 14 
and narrower bandwidth), while poles further away from the unit circle receiving a 15 
replacement filter with a wider bandwidth and higher gain. 16 

The gain of each selective filter, αp, is used to ensure that the gain at the Nyquist 17 
frequency of each selective filter is equal to 1; αp is calculated as [432],  18 

 

€ 

αp =
1+ apap

1+ ˆ a p ˆ a p
. (6.24) 

The P selective filters may then be cascaded and applied to     

€ 

G mp(z)  as follows, 19 

 
      

€ 

ˆ G mp(z) = G mp(z)Gs
(1)(z)…Gs

(P)(z) , (6.25) 

where     

€ 

ˆ G mp(z)  is the resultant modified minimum phase inverse filter, or in the discrete case, 20 

 
      

€ 

ˆ G mp(k) =  G mp(k)Gs
(1)(k)…Gs

(P)(k) , (6.26) 

This may also be described as a series of convolutions in the time domain, 21 

 
      

€ 

ˆ g mp(n) =  g mp (n)∗gs
(1)(n)∗gs

(P)(n) , (6.27) 

where     

€ 

gs
(P)(n)  and 

€ 

ˆ g mp(n)  are the impulse responses of     

€ 

Gs
( p)(k) and 

€ 

ˆ G mp(k)  respectively, 22 
obtained using the IFFT.  23 

The implementation of this algorithm can be stated as follows:  24 

1. Perform steps 1-8 of the homomorphic approach to decompose g(n) into gmp(n) and     25 
gap(n) and compute   

€ 

g mp(n) , see section  6.2. 26 

2. Compute τap(k) from gap(n) using the formulas in (6.18)(6.19) 27 

3. Identify the frequencies in τap(k) that contain spikes using a standard peak finding 28 
algorithm. (Due to the spikedness of τap(k) a basic peak-picking algorithm suffices, for 29 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this work, we specified, τapmin, in samples, after which the frequencies of local maxima 1 
above τapmin are identified.) Each identified frequency is deemed to correspond to the 2 
frequency, kp, of a desired high-Q pole in     

€ 

G mp(k) , with the number of poles identified 3 
denoted as P.  4 

4. Determine the pole radius, ap, for each of the P identified poles using (6.21),  5 

5. Determine the replacement pole radii, âp, for each of the P identified poles using (6.23), 6 

6. Determine the gain αp for each selective filter using (6.24), 7 

7. Having obtained ap, âp, kp and αp for P high-Q poles in     

€ 

G mp(z) , we now adopt an 8 
iterative approach to selective filtering,  9 

8. 

€ 

ˆ G mp(k) = G mp(k) , Initialize the modified minimum phase inverse filter 

€ 

ˆ G mp(k) . 10 

9. For p = 1: P  11 

a. Using the parameters ap, kp, âp and αp, construct the selective filter,     

€ 

Gs
( p)(k), for the 12 

pth pole, as specified (6.22) 13 

b. Remove and replace pth pole by applying     

€ 

Gs
( p)(k) to 

€ 

ˆ G mp(k)  as,  14 

 
    

€ 

ˆ G mp(k) =  ˆ G mp(k)Gs
p( )(k) , (6.28) 

c. p = p +1; 15 

10. Compute the modified time domain output inverse filter, 

€ 

ˆ g mp(n) , by taking the IFFT of 16 

the resultant 

€ 

ˆ G mp(k) . 17 

The resulting modified filter 

€ 

ˆ G mp(k)  contains notches at the frequencies of maximum 18 
phase zeros such that the phase distortion at the corresponding frequencies is not exposed 19 
after processing by 

€ 

ˆ G mp(k) . This approach differs from existing approaches, which mitigate 20 
phase distortion by avoiding the inversion of high-Q zeros in general. The experimental 21 
evaluation of this technique is presented in section 6.6. 22 

6.5 NMF based All-Pass Phase Distortion Suppression 23 
In this section, we apply NMF in a MSSS setting to the all-pass phase distortion problem, an 24 
approach we call NMF All-Pass Distortion Suppression (NMF-APDS). Central to this 25 
approach is the assumption that vap(n) consists of two components, namely, an interference 26 
component, the portion of u(n) subject to phase distortion by gap(n), and a target component, 27 
the portion of x(n) subject to the direct path delay of gap(n) only. To suppress the interference, 28 
the two components are segregated in the magnitude spectral domain using NMF, which 29 
exploits their distinct features in this domain, from which only the target speech component is 30 
resynthesized. Formally then, NMF-APDS assumes the following representation of the All- 31 
Pass Distortion problem,  32 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 |Vap(f, k)| = |Utar(f, k)| +|Uinterf(f, k)|, (6.29) 

where |Utar(f, k)| and |Uinterf(f, k)| correspond to the decomposition of |Vap(f, k)| into a target and 1 
interference component respectively. Note that by this approach the components of u(n) that 2 
are subject to phase distortion are considered interference and are therefore not recovered; as 3 
such, some distortion is inherent to this method. 4 

To illustrate the aptness of the model in (6.29) for all-pass phase distortion 5 
suppression, the terms in (6.29) were estimated for the representative example gap(n) in Figure 6 
6.3, via the following procedure; note that for this example we employed the same speech 7 
signal u(n) as for Figure 6.6 above. The |Uinterf(f, k)| component in Figure 6.6, was calculated 8 
by subtracting the spectrogram, |Ut(f, k)|, of the direct path delayed u(n) signal i.e. u(n - td), 9 
from |Vap(f, k)|, by which the target component in |Vap(f, k)| (direct path delayed speech) is 10 
suppressed leaving the interference component (all-pass phase distortion artifacts); any 11 
negative components in the resulting spectrogram were assigned to zero, this may occur due 12 
to over subtraction at the frequencies containing the effects of phase distortion. This operation 13 
may be expressed as, |Uinterf(f, k)| = max(0, |Vap(f, k)|-|Ut(f, k)|). The |Utar(f, k)| component in 14 
Figure 6.6 was obtained by subtracting the resultant |Uinterf(f, k)| from |Vap(f k)| i.e. 15 
max(0, |Vap(f, k)|-|Uinterf(f, k)|), an operation which suppresses the phase distortion captured by 16 
|Uinterf(f, k)| from |Vap(f, k)| to leave the target component. 17 

As is demonstrated by Figure 6.6, this procedure, as expected, neatly partitions 18 
|Vap(f, k)| into a target (direct path delayed speech) and interference (all-pass phase artifacts) 19 
component, serving to demonstrate the aptness of the model in (6.29); the Log Spectral 20 
Distance, defined in Chapter 4, between |Uinterf(f, k)| and |Ut(f, k)| of Figure was 2.12 dB. To 21 
confirm that the resulting partition of the interference and target fits with the subjective 22 
experience of these as two distinct mixed components in vap(n), a time domain signal was 23 
synthesized from both |Uinterf(f, k)| and |Uinterf(f, k)| using the phase angles of |vap(f, k)|. Each of 24 
the resulting signals were found to contain a neatly partitioned component, that of the 25 
described speech and bell chime distortion respectively, of vap(n); this was repeated for 26 
numerous examples with similar results.  27 

To formulate the NMF-APDS algorithm, the column vector vap(k) is defined to contain 28 
the N/2+1 unique values of |Vap(f, k)|, which is symmetric about k = N/2, such that vap(k) = 29 
utar(k) + uinterf(k). The aim of NMF-APDS is to suppress uinterf(k) in a framewise manner, or 30 
equivalently, to extract utar(k) in a framewise manner. 31 

To begin, it is necessary to train a non-negative basis for each component a priori, each 32 
of which will contain spectral features that compactly characterize their respective source. We 33 
define a basis for utar(n), Btar, of dimensions (N/2) + 1 × Rtar, and a basis for uinterf(k), Binterf, of 34 
dimensions (N/2) + 1 × Rinterf. A speaker independent Btar was trained per the description given 35 
in Chapters 5 and 6. To train Binterf it is necessary to obtain a magnitude spectrogram 36 
consisting exclusively of representative all-pass phase distortion artifacts for the room 37 
response g(n); Binterf is therefore RIR dependent. To attain such data, the procedure described 38 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above to create the example |Uinterf(f, k)| in Figure 6.5 was employed. The data was generated 1 
from the gap(n) derived from g(n) using the homomorphic approach, and using the same clean 2 
speech signal (non-reverberated) used to train Btarget, with a rank Rinterf applied to the resulting 3 
spectrogram to train Binterf. The composite basis B contains the union of the two trained basis 4 
i.e. B = [Btar Binterf], and remains static throughout the suppression procedure. 5 

To obtain a separation of utar(k) and uinterf(k), vap(k) is decomposed onto the composite 6 
basis B by a restricted NMF procedure, (described in chapter 4) during which B is fixed and 7 
only the updates for the gain component, g(k), which is a Rtar + Rinterf vector initialized with 8 
non-negative random numbers for each k, is updated. The restricted NMF procedure yields the 9 
following factorization of vap(k),  10 

 
      

€ 

vap(k)  = Bg(k) + e(k) = Btar Binterf[ ]
gtar(k)
g

interf
(k)

 

 
 

 

 
  + e(k) , (6.30) 

where e(k) denotes the residual error, and where gtar(k) and ginterf(k) are the parts of the gain 11 
vector g(k) corresponding to Btar and Binterf respectively. By holding B fixed during the 12 
restricted NMF procedure the characteristic spectral features of each source in vap(k) are 13 
expressed by the basis vectors of their respective bases. An estimate of each source can be 14 
obtained by parsing the factors in (6.30) to give, 15 

       

€ 

vap(k)  = Btargtar(k) + Binterfginterf (k) + e(k) . (6.31) 

However, the compact nature of the source bases means that they are generally unable to 16 
model the entire variability that their sources may exhibit in any one frame, and so, in each 17 
frame the residual vector e(k) contains a significant amount of energy. This means that using 18 
the estimate of the magnitude of the target speech at this stage results in heavily distorted 19 
speech. 20 

To obtain a final estimate of the speech, therefore, we apportion vap(k), as follows,  21 

 
Figure 6.6 :Left: Example |Vap(f, k)|, also displayed in Figure 6.5. Center, example |Uinterf(f, k)|, and right, example 
|Utar(f, k)|. 
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€ 

ˆ u tar(k)  =  vap(k)Btargtar(k)
B(k)g(k) , (6.32) 

where       

€ 

ˆ u tar(k)  is the NMF-APDS estimate of utar(k). By adopting this approach, some 1 
distortion is inevitable in the estimate (in addition to the distortion inherent to this approach) 2 
given the coarseness of the original magnitude estimates. The approach specified by (6.32) is 3 
widely used by MSSS algorithms in varying forms to complete separation. Note that the 4 
unrestricted NMF technique employed in Chapters 4 and 5 was found to be ineffective in this 5 
context.  6 

By overlapping and adding successive time-domain frames, obtained by taking the 7 
IFFT of       

€ 

ˆ u tar(k)  with the phase angles of Vap(f,k), the output speech signal,     

€ 

ˆ u tar(n) , is 8 
synthesized, with the phase distortion artifacts excised. This approach is experimentally 9 
evaluated in section 6.6. 10 

6.6 Experimental Evaluation  11 
This section evaluates the performance of the two single channel RIR inversion schemes 12 
outlined in section 6.4 and 6.5 respectively. Initially, this section examines some aspects of 13 
the parameters of both algorithms, afterwhich each algorithm is evaluated separately by way 14 
of a comparative listening test, in which samples of partially dereverberated speech signals 15 
from each scheme are compared to those of a competing algorithm in the field, such that the 16 
performance of the proposed algorithms is placed in context.  17 

The evaluation was performed in the Matlab simulation environment, using pre- 18 
recorded RIRs from the MARDY database, downsampled to 8 kHz, and pre-recorded speech 19 
data from the TIMIT speech data, also downsampled to 8 KHz; a variety of speakers with an 20 
equal proportion of male and female speakers was used. To avoid circular convolution effects 21 
(time aliasing) it was necessary to set the length of the FFT, Lap, used for homomorphic 22 
processing, to 218. 23 

6.6.1 Parameters of NMF-APDS  24 
The frame length N and stepsize m of NMF-APDS were set to 64 ms and 32 ms respectively, 25 
which was deemed short enough such that the de-sycronised spectral components attributable 26 
to phase distortion are discernable from the target speech, and such that the delay incurred by 27 
NMF-APDS is not prohibitive. As in previous chapters, the number of restricted NMF 28 
iterations per frame was set to 60.  29 

The speaker independent Btar was trained as per previous chapters, and the RIR 30 
dependent Binter was trained as described in section 6.5. Per previous chapters, because of 31 
cross-matching error the choice of Rtar and Rinter is a trade-off; in this case between phase 32 
distortion, i.e. mitigation of audible bell chime artifacts, and distortion of     

€ 

ˆ u tar(n) , or 33 
magnitude distortion. Through informal listening, for which we varied Btar and Binterf and 34 
subjectively assessed the output speech, we arrived at a value of 20 for both Rtar and Rinter. 35 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6.6.2 Parameters of the Partial inversion scheme 1 
The two parameters of the partial dereverberation algorithm described in section 6.4 are the 2 
minimum group delay threshold for the peak finding algorithm, τapmin, and the pole radius 3 
offset, γ. The integration time of the ear (between 30-200 ms for different frequencies [7]) was 4 
proposed as a threshold for the perception of phase distortion in [393] and [7]. We incorporate 5 
this knowledge by setting τapmin to 150 samples (approx. 20 ms at 8 kHz), such that 6 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Figure 6.8 : Impulse responses of modified filter, 
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ˆ g mp(n) , for a range of values of γ. 
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Figure 6.7: Left Column: Modified group delay functions, τM(k), defined in (6.20), for 

€ 

ˆ g mp(n)  for σ= 0, (top), σ= 
0.003, σ = 0.006, σ=0.0012 (bottom). Right Column: Magnitude equalized responses, i.e. |Geq(k)|, corresponding to 
σ= 0, (top), σ= 0.003, σ = 0.006, σ=0.0012. 
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perceptually insignificant poles are not selectively filtered; this threshold also prevents 1 
spurious low level peaks in τap(k) from being erroneously identified as poles by the peak 2 
finding algorithm. 3 

As described in section 6.4 the proposed partial inversion approach implies a trade-off 4 
between the magnitude distortion of the maximum phase zeros and all-pass phase distortion. 5 
This trade-off was anticipated by the modified group delay function defined in (6.20), which 6 
can be used as an objective measure of phase distortion, and thus, to gauge the influence of 7 
the offset γ. To this end, Figure 6.7 displays a modified group delay function, τM(k), for each 8 
modified inverse filter, 

€ 

ˆ g mp(n) , produced for various values of γ, accompanied by the 9 
corresponding equalized magnitude response. As is evident from in Figure 6.7, as γ is 10 
increased the spikes of τM(k) are reduced, owing to lower notch gains at the corresponding 11 
frequencies in the corresponding |Geq(k)| (evident from the |Geq(k)| plots in Figure 6.7), which 12 
implies less exposure of phase distortion in the processed signals. However, the lower gains at 13 
the selective filter notches will increase the magnitude distortion of the processed speech for 14 
the same frequencies.  15 

To subjectively appraise the influence of the replacement pole radii, we varied the 16 
offset γ and assessed the resulting speech. As expected, as γ is set closer to 0 (greater gain at 17 
notch frequencies of the selective filters) the artifacts associated with all-pass distortion 18 
become more prominent, with the artifacts first becoming noticeable for γ = 0.01 (approx); 19 
magnitude distortion however was noticeable decreasing. Conversely, for decreasing γ (gain 20 
at notch decreasing), informal subjective listening tests revealed that less phase artifacts and 21 
more magnitude distortion in the processed speech. For the listening test, we deemed it 22 
appropriate to sacrifice some magnitude distortion such that the phase artifacts are almost 23 
completely removed, we therefore set γ = 0.012. 24 

The parameter γ also affects the required length of the modified inverse filter 

€ 

ˆ g mp(n) . 25 

Figure displays 

€ 

ˆ g mp(n)  for a range of values of γ; zoomed in to the origin for emphasis. It can 26 
be seen from Figure 6.8, that as γ increases, reducing the radius of the high-Q maximum phase 27 
poles, the impulse response of 

€ 

ˆ g mp(n) , accordingly, decays more quickly owing to the 28 
commensurate increase in the decay rate of the poles corresponding geometric sequences. 29 
This effect is most noticeable between γ = 0 and γ = 0.003, for which there is a dramatic 30 
decrease in the influence of low frequency poles on the impulse response. In practice, this 31 
means that for higher values of γ the modified inverse filter can be truncated sooner with less 32 
adverse effects to allow a shorter inverse filter length. 33 

6.6.3 Comparative algorithm 34 
The comparative algorithm employed in both comparative listening tests was the 35 
homomorphic approach outlined above for ϕ = 2 [409]. This algorithm was chosen for its 36 
simplicity and because like both proposed algorithms, it is based on homomorphic processing 37 
and seeks to partially compensate for the magnitude response of a time-invariant RIR without 38 
introducing all-pass phase distortion. As described in (6.17) the parameter ϕ controls the 39 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proportion of the magnitude response of g(n) that is inverted, and as for γ and the choice of  1 
Rinterf and Rtar, is a trade-off between RIR magnitude and phase distortion. For this comparison 2 
ϕ  = 2 was chosen for each RIR, which is close to the optimum value of this parameter found 3 
in [7], and in [408], making our work comparable with these works; we also informally 4 
verified the optimality of this choice. Below, we will refer to the partially dereverberated 5 
speech signal produced by this algorithm as the comparative processed speech. 6 

6.6.4 Listening Test procedure 7 
Each listening test comprised of nine separate comparisons, with each comparison 8 
corresponding to a different RIR from the MARDY database; a different TIMIT speaker was 9 
also used for each comparison, both male and female where used. A broad sampling of 10 
MARDY RIRs where employed from various room positions; the MARDY IDs for these 11 
RIRs are tabulated in Table 6.2, in which rows indicate the distance of the microphone array 12 
from the loudspeaker, while the columns indicate the position of the loudspeaker relative to 13 
the array (4 at the end of each file name refers to the microphone on the array). All audio 14 
listening test files are available online (http://www.eeng.nuim.ie/~ncahill/). Each v(n) signal 15 
was created by convolving a MARDY RIR with a TIMIT speech utterance, before being 16 
passed to each algorithm, along with the RIR.  17 

A panel of sixteen subjects were recruited, fifteen males and one female, all with 18 
normal hearing, and with an average age of 32. The test signals were presented through good 19 
quality consumer headphones at a comfortable level. We adopted a similar listening test 20 
procedure to that outlined in [7], which was also employed in [408]. For each comparison, 21 
each subject was first presented with the original clean speech signal (non-reverberated), and 22 
then presented with the processed or partially dereverberated speech signals from the 23 
comparative algorithm and the test algorithm; the order of these two signals was randomized 24 
to avoid bias. The subjects were instructed to evaluate the quality of the two output speech 25 
signals, using the original clean signal as a reference, and to quantify their opinion according 26 
to the following ratings, 27 

8 − Very Good 28 
7 − 29 
6 − Good 30 
5 − 31 
4 − Fair 32 
3 − 33 
2 − Poor 34 
1 − 35 
 36 

  Left Centre Right 

1 Metre ir_1_L_4.wav ir_1_C_4.wav ir_1_R_4.wav 

2 Metre ir_2_L_4.wav ir_2_C_4.wav ir_2_R_4.wav 

3 Metre ir_3_L_4.wav ir_3_C_4.wav ir_3_R_4.wav 

Table 6.2 Selected MARDY RIRs. Top row corresponds to loudspeaker location. Leftmost column corresponds to 
distance from loudspeaker.  
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with 8 signifying a quality equivalent to the unprocessed clean speech. The ratings were then 1 
collated and displayed using box plots in Figure 6.9 for the partial minimum phase inversion 2 
and in Figure 6.12 for NMF-APDS. The results from all sixteen listeners are included in the 3 
aggregate ratings. A qualitative assessment of the presented signals was taken from each 4 
subject after each listening test was completed. 5 

To compliment the listening test results and to objectively demonstrate all-pass phase 6 
distortion mitigation, three modified group delay functions where computed for each listening 7 
test, and are displayed in Figure 6.10. The first τM(k) corresponds to full inversion of the 8 
minimum phase inverse filter i.e. γ = 0, ϕ  = 1, the second τM(k) corresponds to the inverse 9 
filter from the proposed minimum phase partial inversion approach, and the third τM(k) 10 
corresponds to the inverse filter of the comparative approach. The NMF-APDS algorithm is 11 
not suitable for this type of analysis.  12 

6.6.5 Discussion of the Partial Minimum Phase Inversion Scheme Results 13 
Examining the box plots of the subjective ratings in Figure 6.9, it is apparent that, on average, 14 
the listening panel rated the speech signals produced by the proposed algorithm as being 15 
better quality than that of the comparative algorithm for each RIR. From a qualitative 16 
perspective, the panel reported that the proposed algorithm’s speech sounded consistently less 17 
distant, or less reverberated, than the comparative speech. The panel also reported that bell 18 
chimes or similar artifacts (phase distortion) were almost non-existent or where few and faint 19 
in the proposed algorithms output speech, while such artifacts were noticeable in the 20 
comparative speech output. The reported absence of all-pass phase distortion in the proposed 21 
algorithms processed speech is congruent with the modified group delay functions in Figure 22 
6.10, where it is apparent from the complete absence of peaks in the proposed algorithms 23 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Figure 6.9 : Box plots of subjective ratings from listening test between the proposed partial inversion scheme and 
the comparative algorithm.  
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modified group delay functions that it successfully mitigates the introduction of all-pass phase 1 
distortion into its processed speech. The opinions of the panel suggest that the quality of the 2 
processed speech from the proposed inversion scheme is subjectively better than that of the 3 
comparative scheme, and that this improvement is achieved without introducing phase 4 
distortion into the proposed speech, with both algorithms registering their best performance 5 
for 1 meter MARDY RIRs (i.e. all MARDY RIRs recorded one meter from the loudspeaker), 6 
for which the proposed scheme attained an average rating between 6 (good) and 8 (very 7 
good), and the comparative algorithm was rated on average between 4 (fair) and 6 (good).  8 

For RIRs recorded at microphones further away from the loudspeaker, it is evident 9 
from Figure 6.9 that the listening panel perceived a worsening in the quality of the processed 10 
speech from both inversion algorithms. On this result, the panelists commented that relative to 11 
the original clean speech signal, the processed speech generally sounded more echoic and 12 
distant for RIRs further away from the loudspeaker, with a distinct increase in the number of 13 
perceivable tones or chimes in the comparative output speech. A number of subjects also 14 
noticed that for the 2 and 3 meter RIRs, the clarity or intelligibility of the proposed 15 

 
Figure 6.10: Left Column: Modified Group delay functions (τM(k)) for the all-pass filters of the MARDY RIRs. 
Center, Modified Group delay functions for the modified inverse of the proposed approach. Right column, Modified 
Group delay functions of the comparative algorithms inverse filter. 
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algorithm’s output speech became somewhat impaired relative to both the original clean 1 
speech signal and the comparative speech signal; the proposed algorithms speech was still 2 
rated higher however than the comparative algorithm for these RIRs. Given that Lap was fixed 3 
for each RIR, a contributory factor to the general deterioration in quality of both algorithms is 4 
that RIRs recorded further away from the loudspeaker typically contain a higher number of 5 
high-Q zeros (both minimum and maximum phase), and as such, require inverse filters with 6 
longer length to achieve equivalent inversion performance. The reported reduction of speech 7 
intelligibility is also ascribable to magnitude distortion, which becomes perceptually 8 
noticeable for such RIRs because of the greater concentration of maximum phase high Q- 9 
zeros in the transfer functions of these RIRs; the concentration of maximum phase high Q- 10 
zeros for such RIRs is apparent from Figure 6.10. This is evident from Figure 6.11, where the 11 
magnitude responses of both the proposed and comparison algorithms are displayed. 12 
Examining Figure 6.11, it can be seen that the equalized magnitude responses of the proposed 13 
approach for RIRs recorded progressively further away from the loudspeaker bear the imprint 14 
of a greater number of selective notch filters, each required to mitigate all-pass phase 15 
distortion. For the 2 and 3 meter RIRs in particular, the equalized magnitude responses exhibit 16 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Figure 6.11 : Magnitude response of MARDY RIRs, i.e. |G(k)|, left column. Equalized Responses of proposed 
approach ie. |Geq(k)|, centre column, and Equalized responses of comparative algorithm, right column |Geq(k)|. 



 174 

a significant number of notches, indicating that the magnitude spectrum of the processed 1 
speech is imparted with an uneven spectrum profile for such RIRs, serving to reduce the 2 
intelligibility of the processed speech as described. Moreover, it is evident from Figure 6.11, 3 
that in some cases the selective filters introduce some additional distortion into the processed 4 
speech by having notches of lower gain than the original RIR. This is most likely attributable 5 
to the use of a single offset γ to tune the radii of all the replacement poles. In contrast to the 6 
proposed approach, the comparative algorithm distributes the magnitude distortion more 7 
evenly across frequency such that intelligibility is not overly affected, but on other hand, this 8 
approach does not precisely mitigate the all-pass phase distortion. 9 

6.6.6 Discussion of NMF-APDS Results 10 
Examining the box plots of the subjective ratings in Figure 6.12, the NMF-APDS output 11 
speech received higher ratings, on average, than the comparative output speech for all 1 meter 12 
MARDY RIRs (RIR recorded 1 meter from the loudspeaker). For these RIRs, NMF-APDS 13 
received an average subjective rating between 6 and 8 implying that the panel contended that 14 
the output speech was good to very good, with the comparative algorithm again obtaining an 15 
average rating between 6 and 4, implying good to fair output. The listeners reported that the 16 
NMF-APDS output speech sounded spatially closer and much less reverberated than the 17 
reference; similar to the test algorithm in the previous listening test. Unlike the previous 18 
listening test however, the listeners noticed some artifacts, attributable to residual phase 19 
distortion, in NMF-APDS output speech. While most listeners found this residual phase 20 
distortion not to be distracting, two listeners contended that it was somewhat distracting. On 21 
the distortion inherent to this algorithm, the listeners did not perceive distortion of the target 22 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Figure 6.12: Box plots of subjective ratings from listening test between NMF APDS and the comparative 
algorithm.  
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speech component relative to the original clean speech signal, suggesting that this distortion 1 
may be masked or insignificant for the 1 meter RIRs. In general, for 1 meter RIRs the 2 
opinions of the panel may be summarized as: NMF-APDS enables RIR magnitude 3 
equalization by greatly suppressing, though not removing entirely, all-pass phase distortion. 4 

Like the previous listening test, it is evident from Figure 6.12 that for RIRs recorded at 5 
microphones further away from the loudspeaker, the panel perceived a progressive 6 
deterioration in the quality of the processed speech from both NMF-APDS and the reference 7 
inversion algorithms. And as in the previous test, a contributory factor to this result is the 8 
relative difficulty of inverting RIRs measured further away from a loudspeaker. Contrasting 9 
the results of the two algorithms however, it is apparent NMF-APDS ratings deteriorate 10 
further for 2 and further again for 3 meter RIRs than those of the comparative algorithm, 11 
which attains comparable to better average ratings than NMF-APDS for the 3 meter RIRs. 12 
Broadly speaking, the listening panel reported that while the audible distortions increased for 13 
both algorithms the introduced artifacts in the NMF-APDS processed speech became 14 
considerable more distracting. The level of residual phase distortion remaining in the NMF- 15 
APDS output speech is related to the ability of Binterf to account for the phase distortion 16 
component, |Utarget(k,t)|, of |Vap(k,t)| during the restricted NMF procedure. A larger number of 17 
maximum phase zeros in a RIR means that the corresponding |Utarget(k,t)| component can 18 
exhibit a wider variety of spectral patterns, meaning Binterf is required to express more spectral 19 
patterns to achieve equivalent performance. Since the number of basis vectors in Rinterf was 20 
fixed at 20 for each RIR, the task of Binterf therefore becomes more difficult for the 2 and 3 21 
meter RIRs, which contain significantly more maximum phase zeros than the 1 meter RIRs, 22 
and thus there is an inevitable decrease in matching of phase distortion onto Binterf, leading to 23 
more audible distortions in the resynthesized speech, as reported. An increase in Rinterf would 24 
reduce the number of artifacts by enabling Binterf, to express a more varied range of artifacts, 25 
but this would also allow Binterf to cross-match more of the target component leading to greater 26 
magnitude distortion.  27 

Although the listeners rated the NMF-APDS output speech fair for the 2 and 3 RIRs, 28 
they didn’t notice any significant distortion of the target speech signal, i.e. the direct path 29 
delayed speech signal, relative to the original (non-reverberated) speech signal. For these 30 
RIRs however, it was difficult to discern between magnitude distortion introduced by the 31 
algorithm, or magnitude distortion remaining from the RIR. 32 

6.7 Chapter Summary  33 
Assuming the existence of the Room Impulse Response (RIR) between a users lips and a 34 
microphone, this chapter addressed the issue of inverting this estimate so that the users speech 35 
may be dereverberated or deconvolved. As is well-known, inverting an RIR, which are 36 
generally non-minimum phase, results in an inverse filter requiring a long modeling delay and 37 
long length, both of which are unsuitable for real-time applications such as dereverberation. 38 
Alternatively, the RIR may be decomposed into a minimum phase/all-pass decomposition and 39 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the inverted, which results in zero delay but gives rise to perceptually detrimental artifacts 1 
attributable to the phase distortion of the all-pass filter.  2 

In this chapter we described all-pass phase distortion; its properties and how it arises in 3 
the context of minimum phase filtering. It was described that this distortion is a consequence 4 
of a disrupted relationship between the magnitude response of the maximum phase zeros and 5 
the phase response, which in the context of minimum phase inverse filtering, arises from the 6 
amplification of the all-pass phase distortion in the reverberated speech signal by the 7 
minimum phase inverse filter. Based on some of the properties of all-pass phase distortion we 8 
proposed two alternative inversions schemes both of which expressly aimed for optimal 9 
inversion in terms of the magnitude and phase distortion, and delay. These properties were 10 
targeted with a view to the real-time application of single channel inverse filtering in the 11 
context of dereverberation.  12 

The first presented algorithm avoids fully inverting the magnitude response of high-Q 13 
maximum phase zeros of the RIR, such that the suppressed all-pass phase distortion in y(n) is 14 
not exposed in the processed speech. This approach employs the group delay function of the 15 
all-pass component of the RIR to estimate the frequencies and radii of the desired high-Q 16 
poles in the minimum phase inverse response. For each identified pole, a selective filter is 17 
used to reduce the pole radius, thereby reducing the magnitude response at the corresponding 18 
frequency, and increase the decay rate of the impulse response. The proposed algorithm was 19 
evaluated by a comparative listening against an existing partial inversion technique. Although 20 
the listening panel was composed of mainly non-expert listeners, the difference in quality 21 
between the speech produced by both algorithms was such that the panel consistently 22 
preferred the output speech from the proposed algorithm. The panel also reported the 23 
complete absence of phase distortion related audible artifacts, which was backed up by 24 
objective results. However, it was reported that some intelligibility of the proposed approach 25 
was lost by the proposed approach, which is ascribable to the magnitude distortion at the 26 
frequencies of maximum phase zeros that is required to mitigate phase distortion. 27 

For the second inversion scheme, the all-pass phase distortion problem was cast in a 28 
speech enhancement framework, in which the phase distortion is considered an interference 29 
source that is to be removed and the remaining speech is considered to be a clean speech 30 
target to be preserved. This approach was motivated by the distinct features of all-pass 31 
distortion in the magnitude spectral domain, which differ markedly from the target speech. 32 
This property was exploited by employing NMF in a MSSS setting to segregate the 33 
interference and retain the target in the magnitude STFT domain, an algorithm we named 34 
NMF All Pass Distortion Suppression. A procedure for obtaining representative spectral data 35 
of the all-pass phase distortion a priori was presented, from which a NMF basis for the 36 
interference component is pre-trained, and together with a pre-trained speaker independent 37 
NMF basis, are used during a restricted NMF procedure to segregate the spectral frames of the 38 
post minimum phase inverted speech signal into interference and target components. A final 39 
rendition of the target signal is obtained using a re-filtering procedure. We employed the same 40 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procedure to evaluate this algorithm as for the first proposal. The same panel of listeners 1 
preferred the output speech from NMF-APDS over the output speech of the comparative 2 
algorithm, for RIRs with a relatively small number of maximum phase zeros. For RIRs with a 3 
relatively large number of maximum phase zeros, such as those recorded further away from 4 
the loudspeaker, the panel noticed a considerable increase in distracting phase distortion, 5 
which is reflected in the decline in subjective ratings.  6 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7 DISCUSSION AND FURTHER WORK 1 

This thesis has addressed a number of speech signal processing problems that are pertinent to 2 
hands-free telephony, namely, the acoustic echo problem, the associated doubletalk detection 3 
problem, and the near-end speaker reverberation problem. This chapter gives a synopsis of 4 
these contributions and offers future research directions. 5 

7.1 A synopsis of the contributions of this thesis 6 
In chapter 4, the single channel acoustic echo problem was treated as a reverberant MSSS 7 
problem, in which acoustic echo is mitigated by extracting the near-end users speech signal 8 
from a mixture also containing echo and noise. This approach resulted in an algorithm (NMF- 9 
NSE) that employs NMF and some of the techniques of model-based MSSS, customized for 10 
the inherently online and reverberant nature of the AE problem, to extract the near-end users 11 
speech signal by tracking its spectral features in the magnitude STFT domain. It was shown 12 
that NMF-NSE has comparable echo mitigating capabilities to those of effective AEC-DTD 13 
methods with similar computational loads. The characteristics of the echo mitigation achieved 14 
by NMF-NSE are preferable to those of existing adaptive system identification methods in the 15 
sense that optimal echo reduction is available immediately upon initiation and is subsequently 16 
unaffected by either double-talk or by room changes, without the need for a separate DTD 17 
algorithm and concomitant problems. NMF-NSE however also introduces more perceptible 18 
distortion to the speech signal during double-talk than the conventional methods tested. 19 

In chapter 5, doubletalk detection for block-based AEC was also addressed in a 20 
reverberant MSSS framework. For this approach, the magnitude spectral echo estimate that is 21 
produced by NMF-NSE was utilized to compute a DT detection variable, which is compared 22 
to a threshold to control the adaptation of a paired conventional block based AEC. By virtue 23 
of the robustness of this echo estimate to both DT and room change, it was shown that NMF- 24 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DTD enables its paired block-based adaptive filter to converge at a rate approaching that of an 1 
identical adaptive filter without a DTD, including during initiation and after room changes. In 2 
contrast, the adaptation rate of an identical adaptive filter under the control of a conventional 3 
DTD method was severely impeded by false positives during such events. A drawback of 4 
NMF-DTD however, is that it requires a higher hardware resource requirement than the 5 
conventional DTD method that was used as a reference.  6 

In Chapter 6, we investigated and then addressed a specific problem related to 7 
dereverberation, namely, the single channel RIR inversion problem. We comprehensively 8 
described how all-pass phase distortion arises in this context, elucidated a number of its 9 
properties, and described how some existing inversion techniques manage to mitigate it. The 10 
resulting insights motivated two novel single channel inversion schemes, both of which aim to 11 
invert a single RIR while precisely mitigating perceivable all-pass phase distortion for low- 12 
delay. The first proposed scheme follows from more recent inversion approaches in that it 13 
selectively modifies the inverse of the minimum phase sequence of an RIR so that perceivable 14 
phase distortion is not introduced into the processed speech signal. It was shown, using a 15 
perceptually relevent objective measure of phase distortion, that this approach prevents the 16 
introduction of perceivable all-pass phase distortion into the processed speech. In addition, 17 
subjective listening tests revealed that the proposed approach yielded better quality speech 18 
relative to a comparable inversion technique; albeit, with some loss of intelligibility for RIRS 19 
with a large number of maximum phase zeros due to magnitude distortion. For the second 20 
inversion approach the all-pass phase distortion problem was framed as a speech enhancement 21 
problem, suited to the application of NMF and the techniques of MSSS; similar to chapters 4 22 
and 5. Subjective listening tests demonstrated that this approach yields more highly rated 23 
speech to a comparable algorithm for RIRs with a relatively small number of high-Q 24 
maximum phase zeros; however, for RIRs with a large number of such zeros its performance 25 
degrades rather sharply. A benefit of these two algorithms is that by addressing all-pass phase 26 
distortion without introducing excessive delay, they are suited to applications that require low 27 
delay, as may arise in real-time application of inverse filtering algorithms. 28 

7.2 Future Work 29 
In the course of performing the work presented in this thesis a number of issues arose that we 30 
contend deserve further work. One direction of further work that applies to all the 31 
contributions made in this thesis is real-time implementation of the proposed algorithms. It is 32 
anticipated that the transition from simulation, as demonstrated herein, to DSP hardware, will 33 
involve addressing a number of issues, many of which are related to the iterative nature of the 34 
NMF updates and the associated numerical issues. Specific areas of further work for each 35 
individual contributory chapter follow. 36 

7.2.1 NMF-NSE  37 
While we are content in chapter 4 to have shown in the comparative study that the level of 38 
distortion introduced by NMF-NSE during DT is at least invariant, being unaffected by abrupt 39 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room change, the reported level of distortion during DT however, may be reduced by further 1 
innovation to the speaker basis. The generality of the low-rank speaker-independent basis Bv 2 
that was used in the comparative study causes the separation procedure to erroneously select 3 
vectors from Bd(k) rather than Bv during DT, i.e. speaker matching. As was shown in section 4 
4.3.2.7 however, employing a speaker-dependent Bv basis reduces the frequency with which 5 
this error occurs. Such a basis could be trained or compiled, either upon initiation or 6 
opportunely whenever x(k) = 0 and y(k) ≠ 0. The latter approach represents a departure from 7 
existing approaches to echo mitigation, such as AEC, which generally ignore v(k), and as 8 
such, is an interesting direction for further work.  9 

The choice of Rv and Rd was shown in section 4.3.2 to be a trade-off, with Rd being 10 
inversely proportional to echo-matching error and proportional to speaker-matching error, and 11 
visa versa Rv. In the subsequent comparison study, Rv was kept small in favor of echo 12 
reduction, but this tradeoff might be alleviated, without resorting to a speaker-dependent 13 
basis, by employing a larger Bv in conjunction with an additional sparsity constraint. A larger 14 
Bv would be better able to represent any subsequent unknown speaker, while the imposition of 15 
the sparsity constraint on gv(k) would ensure that during any individual frame only a small 16 
number of columns from Bv could be selected during the separation stage, and only those 17 
columns would be optimized to the current speaker during the post-separation NMF procedure 18 
and used as the final estimate of the near-end speaker spectrum for that frame. By this way a 19 
large Bv multiplied by a sparse gv(k) might provide better separation fidelity and less cross- 20 
matching error to the existing low-rank Bv approach; the additional computational load may 21 
be controlled by a mechanism that discards impertinent vectors in the speaker basis early on 22 
in the optimization procedure for each frame, similar to that proposed in [357]. As described 23 
in chapter 2, sparse NMF techniques already exist and have been employed in MSSS studies 24 
[24]–[30]. 25 

An aspect of the near-end environment that has not been incorporated into this study is 26 
the magnitude of the frequency response of the loudspeaker, which has been tacitly assumed 27 
to be flat. As described in chapter 2, this is an active area of AEC and DTD research, and it 28 
would be interesting to see how the NMF-NSE separation fidelity is affected by the presence 29 
of an unknown frequency response. A known frequency response, of any type, could be 30 
readily incorporated into NMF-NSE by multiplying the columns of the basis x(k) by that 31 
response. 32 

In section 4.3.3 of chapter 4, NMF-NSE and AEC-DTD where shown to have different 33 
performance characteristics, with NMF-NSE being shown to provide a relatively fixed level 34 
of performance during all states of the acoustic echo problem, and with AEC-DTD being 35 
shown to provide a more variable level of performance that can be superior to NMF-NSE 36 
during certain conditions. Future work could involve developing a hybrid of these two 37 
approaches, one that compliments the two techniques such that an algorithm with better 38 
overall performance characteristics is realised. One straightforward approach would be to run 39 
both algorithms in parallel and employ a control algorithm to switch between both algorithms 40 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depending on the state; one rule would be to switch the output to NMF-NSE should a room 1 
change be detected. In addition, as demonstrated in chapter 5, the output of NMF-NSE can be 2 
used to provide doubletalk detection for the AEC.  3 

Wideband speech recovery is another interesting research topic that could be addressed 4 
using NMF-NSE. Currently, public telephones constrain the speech bandwidth to be between 5 
300-3400 Hz, which limits the quality of the resulting speech signal. Wideband speech 6 
recovery algorithms seek to reconstruct this lost bandwidth such that perceptually better 7 
quality speech is attained. In [433], the techniques of model-based MSSS where applied to the 8 
more general problem of bandwidth expansion. In this application, a wideband spectral basis 9 
is learned using example wideband audio a priori. The input narrowband audio signal is then 10 
decomposed onto the narrowband frequency range of the basis. The audio signal is then 11 
reconstructed using the full bandwidth of the basis, resulting in a wideband estimate of the 12 
input. Following a similar procedure, where the speaker basis is trained on wideband speech 13 
rather than narrowband speech as employed in this work, NMF-NSE could be extended to 14 
expand bandwidth of the near-end speaker signal. 15 

Sparsity of speech signals in the STFT domain was discussed regularly throughout this 16 
thesis. However, it is noteworthy that this property of speech signals has hitherto not been 17 
explicitly exploited for the AEC-DTD problem, while sparsity related to the RIR, as discussed 18 
in section 2.2.1, has been extensively explored, see for example [30]. Given the successful use 19 
of sparsity, albeit indirectly, in this work, we contend that investigating the applications of 20 
sparsity for AEC-DTD is an interesting avenue for future research.  21 

Finally, it is worth contemplating further work in the context of infinte hardware 22 
resources. In such a context, a Graphical source model approach to the Acoustic echo problem 23 
and/or the Doubletalk Detection problem becomes interesting. Graphical models, as employed 24 
in [319], can incorporate higher level features such as semantic or grammar cues in addition to 25 
spectro-temporal cues, and have been shown to improve model-based MSSS [319], for a fixed 26 
grammar. In the acoustic echo context a graphical model could be dynamically trained for the 27 
echo signal, incorporating information at the semantic or grammar level; and a static near-end 28 
speaker model incorporating generic semantic and grammar rules could be employed for the 29 
near-end speaker. It is envisioned that, given sufficent modeling power, such an approach 30 
could lead to complete separation of the echo and near-end speaker.   31 

7.2.2 NMF-DTD  32 
The experimental results in section 5.4.2 of chapter 4 indicated that the false positives 33 
generated by NMF-DTD, which are induced by echo-matching, are somewhat tolerable, as 34 
that they occur intermittingly over time and are independent of the adaptive enclosure model. 35 
Also in section 5.4.2, it was shown that the Pm performance of NMF-DTD matches that of 36 
conventional DTD, implying that speaker-matching is similarly unproblematic. Given these 37 
results, we contend that future work to improve the performance of NMF-DTD by optimizing 38 
NMF-NSE i.e. by reducing cross-matching via a speaker dependent Bv, would have limited 39 
utility. However, an issue that is worth addressing is the relatively high hardware resource 40 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requirement of NMF-DTD. For example, since NMF-DTD is not concerned with recreating 1 
the near-end speaker in each frame, it being instead tasked with generating a DT decision for 2 
each frame, it is feasible that its hardware resource requirement could be reduced by 3 
processing a subset of frequency bins of y(k) rather than the whole of y(k). It is conceivable 4 
moreover, that by choosing these frequency bins such that their combined SNR is higher than 5 
that of y(k) on average i.e. omit high frequencies and favor low frequencies where speech 6 
dominates, the classification of DT may also improve; this approach has precedence in the 7 
DTD literature [88].  8 

Due to its fitness for NMF-DTD, the GMDFα algorithm was chosen as the foreground 9 
adaptive filter in the experiments in chapter 5. However, the utility of NMF-DTD is not 10 
restricted to this algorithm. For example, NMF-DTD could be paired straightforwardly with 11 
STFT-based system identification techniques [434], including AES techniques [130, 131, 12 
135], whereby both the STFT-based system identification technique and the NMF-DTD 13 
algorithm would share the same window size and stepsize. NMF-DTD could also be applied 14 
to the multi-delay adaptive algorithm (MDF), which is a member of the FDAF class and 15 
whose input blocks are overlapped by 50 %, but unlike GMDFα, does not allow for overlap 16 
between output frames. To integrate these algorithms, the block size of MDF could be set to 17 

the NMF-DTD frame length or visa versa, by which each computed value of   

€ 

ˆ ξ 2(k)  and the 18 
derived DT decision would correspond to an output block of MDF, rather than to an output 19 
frame as it did for GMDFα-MDF-DTD. It is envisioned that hardware resource savings would 20 
accrue from these AEC/AES-NMF-DTD pairings, by sharing common FFT operations and 21 
memory; likewise, for AES input frames. 22 

7.2.3 Single Channel RIR inversion 23 
In chapter 6, our two proposed inversion schemes were evaluated in a simulation environment 24 
using pre-recorded RIRs and speech signals, which is the norm for newly proposed DSP 25 
algorithms. As mentioned at the top of this section, the use of these algorithms in real time on 26 
both measured and estimated RIRs should be investigated in future work. However, apart 27 
from the obvious need to evaluate these algorithms under real-time constraints it is 28 
particularly important in the audio equalization context, where it was has been shown that full 29 
or ideal RIR inverse filters perform considerable worse in real-time than what is expected 30 
based on results attained in offline simulations [403]. This simulation-practice performance 31 
differential was ascribed to the inverse RIRs, which were described as being weakly non- 32 
stationary [403]. However, the inverses of complex smoothed RIRs were shown to perform as 33 
anticipated in real-time [435], which suggests that appropriately modified RIRs, such as 34 
produced by the proposed method, may perform as expected in such environments.  35 

In chapter 6, we assessed the performance of the proposed inversion techniques using 36 
standard comparative listening tests. Future work may comprise of conducting more 37 
sophisticated listening tests where the processed speech is evaluated over several different 38 
categories; this generally involves trained listeners and listening tests undertaken over a 39 



 183 

number of days, which is expensive to perform. As described in the evaluation section the 1 
proposed partial inversion technique leaves magnitude distortion in the processed speech, 2 
which reportedly affects speech intelligibility; in some cases, the proposed algorithm 3 
introduces additional magnitude distortion. Therefore, future work should involve more 4 
closely examining this trade-off between magnitude and all-pass phase distortion. One 5 
possible modification to the proposed approach may involve setting the pole replacement 6 
radius for each indentified pole rather with an offset that applies to all poles. 7 

A novel aspect of the partial minimum phase inversion algorithm presented in chapter 8 
6 was the use of peak finding in the group delay function to estimate the high-Q maximum 9 
phase poles of the room transfer functions. We anticipate future work in applying this 10 
approach for other tasks in RIR inversion, and perhaps, even for the single channel RIR 11 
estimation problem. Moreover, on the single channel RIR estimation problem, which as a 12 
research topic is still in its infancy [389-391]; since we assumed the ideal case, that of a 13 
measured RIR, we contend that the results presented in chapter 6 may be considered as being 14 
representative of a performance upper bound for single channel inverse filter based 15 
dereverberation; at least, without introducing delay or artifacts. Additionally, the descriptions 16 
given in chapter 6 may provide insight for researchers in the blind single channel 17 
dereverberation field.  18 

The description of how all-pass phase distortion arises in chapter 6 originally 19 
motivated us to extract the casual component of the Least Squares inverse of the RIR and use 20 
it for inverse filtering; this component corresponds to the inverse of the minimum phase zeros 21 
of the RIR. However, while in general the resulting inverse filter did not introduce all-pass 22 
phase distortion into the processed speech as expected, it was found to have modest 23 
reverberation performance. This description also prompted us to use the complex cepstrum to 24 
decompose the RIR into its minimum and maximum phase filters; in an attempt to invert only 25 
the minimum phase filter thereby preventing all-pass phase distortion. However, it was found 26 
that the maximum phase filters obtained by this approach invariable contained large gains in 27 
frequency bands containing clusters of maximum phase zeros; accordingly, the minimum 28 
phase filters contained significant attenuation at these same bands, rendering this filters 29 
unusable. A future topic of work is to investigate, in more detail, why such seemingly 30 
straightforward approaches for single channel RIR inversion, without introducing all-pass 31 
phase distortion, are inadequate. 32 

7.2.4 Publications arising from this work 33 
N. Cahill and R. Lawlor, "A novel approach to mixed phase room impulse response inversion 34 
for speech dereverberation," in Acoustics, Speech and Signal Processing, 2008. ICASSP 35 
2008. IEEE International Conference on, 2008, pp. 4593-4596. 36 

  37 
N. Cahill and R. Lawlor, " A novel approach to acoustic echo cancellation," in 16th European 38 
Signal Processing Conference EUSIPCO-08, Lausanne, Switzerland. 39 

  40 



 184 

N. Cahill and R. Lawlor, "An Approach to Doubletalk Detection Based on Non-Negative 1 
Matrix Factorization," in Signal Processing and Information Technology, 2008. ISSPIT 2008. 2 
IEEE International Symposium on, 2008, pp. 497-501. 3 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