
National University of Ireland Maynooth

Real-time Forecasting and Control for
Oscillating Wave Energy Devices

Francesco Fusco

A thesis submitted in partial fulfillment for the degree of

Doctor of Philosophy

in the

Faculty of Science and Engineering

Electronic Engineering Department

Supervisor: Prof. John Ringwood

Head of Department: Dr. Sean McLoone

July 2012



Declaration of Authorship

I, Francesco Fusco, declare that this thesis titled ‘Real-time Forecasting and Control for Oscil-

lating Wave Energy Devices’ and the work presented in it are my own. I confirm that:

• This work was done wholly or mainly while in candidature for a research degree at this

University.

• Where any part of this thesis has previously been submitted for a degree or any other quali-

fication at this University or any other institution, this has been clearly stated.

• Where I have consulted the published work of others, this is always clearly attributed.

• Where I have quoted from the work of others, the source is always given. With the exception

of such quotations, this thesis is entirely my own work.

• I have acknowledged all main sources of help.

• Where the thesis is based on work done by myself jointly with others, I have made clear

exactly what was done by others and what I have contributed myself.

Signed:

Date:

i



Abstract

Ocean wave energy represents a significant resource of renewable energy and can make an

important contribution to the development of a more sustainable solution in support of the con-

temporary society, which is becoming more and more energy intensive. A perspective is given on

the benefits that wave energy can introduce, in terms of variability of the power supply, when

combined with offshore wind.

Despite its potential, however, the technology for the generation of electricity from ocean waves

is not mature yet. In order to raise the economic performance of Wave energy converters (WECs),

still far from being competitive, a large scope exists for the improvement of their capacity factor

through more intelligent control systems. Most control solutions proposed in the literature, for

the enhancement of the power absorption of WECs, are not implemented in practise because

they require future knowledge of the wave elevation or wave excitation force. The non-causality

of the unconstrained optimal conditions, termed complex-conjugate control, for the maximum

wave energy absorption of WECs consisting of oscillating systems, is analysed. A link between

fundamental properties of the radiation of the floating body and the prediction horizon required

for an effective implementation of complex-conjugate control is identified.

An extensive investigation of the problem of wave elevation and wave excitation force fore-

casting is then presented. The prediction is treated as a purely stochastic problem, where future

values of the wave elevation or wave excitation force are estimated from past measurements at the

device location only. The correlation of ocean waves, in fact, allows the achievement of accurate

predictions for 1 or 2 wave periods into the future, with linear Autoregressive (AR) models. A

relationship between predictability of the excitation force and excitation properties of the floating

body is also identified.

Finally, a controller for an oscillating wave energy device is developed. Based on the assumption

that the excitation force is a narrow-banded harmonic process, the controller is effectively tuned

through a single parameter of immediate physical meaning, for performance and motion constraint

handling. The non-causality is removed by the parametrisation, the only input of the controller

being an on-line estimate of the frequency and amplitude of the excitation force. Simulations in

(synthetic and real) irregular waves demonstrate that the solution allows the achievement of levels

of power capture that are very close to non-causal complex-conjugate control, in the unconstrained

case, and Model predictive control (MPC), in the constrained case. In addition, the hierarchical

structure of the proposed controller allows the treatment of the issue of robustness to model

uncertainties in quite a straightforward and effective way.
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Chapter 1

Introduction

1.1 Scope

The energy carried by ocean waves represents a major source of renewable energy that could

make an important contribution toward tackling the world’s energy problem. Wave energy repre-

sents a stored form of solar energy, part of which is converted to wind, as a result of temperature

gradients in the air, and ultimately to waves, as a result of the action of the wind on the oceans.

In the conversion process, the density of the energy increases, going from an average 0.15 kW/m2

for the solar radiation to 0.4 kW/m2 for the wind and, finally, to 2.5 kW/m2 for ocean waves. The

overall wave energy is estimated to around 2 TW, which is of the same order of magnitude as the

world’s electricity consumption (less than 10 TW) [1].

Figure 1.1 indicates the world distribution of wave energy transport, that is the power carried

over a metre of wave front. Depending on the location, the wave energy transport goes from as

low as 10 kW/m to as high as 70-90 kW/m. Large swell waves produced by north-easterly (in

the northern hemisphere) and south-easterly winds (in the souther hemisphere) can travel very

long distances with almost no loss of energy. As a result, high levels of wave energy are typically

experienced off the Western coast of the continents, which are exposed to the open ocean. Among

the locations with the largest potential are the Western coasts of Europe, North-America and

Australia.

Despite the large potential, however, many systems for wave energy conversion, namely Wave

energy converters (WECs), are at quite an immature stage of development, while only a few have

made it to a pre-commercial stage. Harnessing the highly-concentrated wave power does not come,

in fact, without challenge. The main difficulties are related to the hostile environment constituted

by the sea, which puts enormous stress on the technical requirements of survivability and longevity

of WECs, also considering the scarce accessibility of the devices for maintenance, with negative

effects on the overall economical performance.

An indication of the relative immaturity of wave energy technology can also be taken from

the large number of device types and energy extraction concepts currently being developed or

researched. In 1992, Hagerman [3] proposed the categorisation shown in Fig. 1.2, that still applies

to the majority of the systems currently under development. Most WECs consist of oscillating

systems, that can be either oscillating bodies (relative motion between flexible/rigid structures)

or Oscillating water columns (OWCs) (relative motion between a mass of water and a structure),
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Figure 1.1: Wave energy resource around the world, expressed as average power per unit metre of
wave front [kW/m] [2].

where energy is extracted from one or more modes of motion (typically heave, pitch and/or surge).

Other types of WEC consist of overtopping systems, where water is collected in a floating/fixed

reservoir. Another important distinction that is typical for wave energy devices is between point ab-

sorbers (horizontal extension small compared to wavelength), attenuators (large dimension aligned

with the direction of wave propagation) and terminators (large dimension perpendicular to the

direction of wave propagation).

The focus of this thesis is the integration of short-term wave predictions and the real-time

control of WECs, for the improvement of their energy capture. The study will centre around

generic systems consisting of a single oscillating body in one mode of motion (heave), that are

discussed more in detail in Chapter 3. Some of the results and considerations that will emerge

throughout the thesis, however, also apply to other types of device. More about the motivations

of the research carried out in this thesis, is discussed in Section 1.2.

1.2 Motivation

One of the key factors for improving the economical performance of systems for wave energy

conversion is their power capture. Much theoretical study has been carried out in order to investi-

gate the conditions for maximum wave energy extraction, with particular focus on WECs consisting

of oscillating systems [4, 5, 6, 7]. As a result, optimal condition, involving the velocity of oscillation

and the force produced by the wave of the system, were derived in the frequency domain. These

conditions, which go under the name of complex-conjugate control, can be considered for the basic

device design (shape, mass distribution and buoyancy), such that the the frequency response of

the system is tuned to the most probable sea conditions at a certain target location.

However, it has been widely proven (refer, for example, to [8, 9, 10, 11]) that an automatic

control, which adapts the oscillation of the system in real-time, by following the stochastic nature

of ocean waves, can bring about a major improvement of the energy capture of a device. As a
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1.2. Ocean wave energy 11

Figure 1.7: Categorisation of wave energy conversion principles [57].Figure 1.2: Main categories of the principles for wave energy conversion [3].
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consequence, it is believed that real-time control of WECs can play a major role in making wave

energy an economically viable alternative to other renewable energy technologies.

A recurrent issue that is encountered in most strategies that have been proposed for the control

of wave energy devices [12, 6, 13], is the need of future knowledge of the incident wave elevation (or

of the force produced by the wave on the device). This need for prediction derives by the transla-

tion of complex-conjugate control into the time domain, which produces non-causal relationships

involving the wave excitation force or the incident wave elevation [6]. Although acknowledged,

however, the need for predictions has never been quantified and, as a consequence, the problem of

wave forecasting, for use in the control of WECs, was never addressed with sufficient depth.

With the work presented in this thesis, the author tries to provide more insight in the non-

causality of the existing control strategies for wave energy devices. An attempt is made toward

the clarification and quantification of the prediction requirements of the control. The problem

of wave forecasting is then dealt with and put in perspective with the prediction requirements.

The integration of the wave predictions within the control design also constitutes the focus of

this thesis. When dealing with the control, attention is also given to a formulation that can

accommodate motion constraints and model uncertainties.

1.3 Main contribution

The main novel contributions of this thesis are summarised as follows:

1. In Chapter 2, it is shown that wave energy can play an important role as part of a mixed

portfolio of renewable energy farms. In particular, appropriate combinations of offshore wave

and wind energy devices offer major benefits in terms of reduced variability and improved

predictability of the generated power.

2. A quantitative analysis of the non-causality of complex-conjugate control is proposed in

Chapter 5. In particular, it is shown that the required prediction horizon for the wave

excitation force is directly related to certain fundamental properties of the geometry of the

WEC. The possibility to reduce the prediction requirements, based on a priori knowledge of

the operating conditions of the system, is also demonstrated.

3. In Chapter 6, it is shown that the short-term wave forecasting problem, for use in the imple-

mentation of non-causal real-time controllers of a WEC, can effectively be solved as a uni-

variate time-series problem, with no need of distant wave elevation measurements, resulting

in a cheaper and simpler design. Linear AR models are able to provide accurate predictions

for up to 2 wave periods into the future, in the case of low-frequency swell (high-energetic)

waves.

4. The achievable prediction of the wave excitation force, that is the effect of the wave elevation

on the wave energy device, is related to some fundamental properties of the geometry of the

WEC, in Chapter 6. Comparison of the achievable prediction with the prediction require-

ments shows that the non-causality of complex-conjugate control can be overcome with the
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proposed AR forecasting models. In Chapter 7, it is demonstrated how the implementation

of complex-conjugate control using predictions allows the achievement of a performance that

is very close to the ideal, in a variety of irregular waves.

5. A simple and effective real-time control system for the maximisation of the energy capture of a

WEC is developed, in Chapter 7. The controller is based on a non-stationary, narrow-banded

approximation of the wave excitation force that, while sub-optimal in terms of prediction,

introduces certain advantages:

• The controller is easily tunable with a single parameter of direct physical meaning, for

performance and constraint handling.

• The parametrisation is such that the non-causality is removed, since the wave excitation

force is assumed to be a non-stationary and narrow-banded harmonic process.

• The achieved performance, in real waves, is comparable with non-causal complex-

conjugate control, in the unconstrained case, and with MPC in the presence of motion

constraints.

6. The structure of the proposed controller can incorporate robustness to model uncertainties

in quite a straightforward way, as is demonstrated in Chapter 8.

The contributions of this thesis resulted in the publication of a number of publications, outlined

as follows:

• [14] Fusco, F. and Ringwood, J. A Simple and Effective Real-time Controller for Wave Energy

Converters. IEEE Transactions on Sustainable Energy. In press.

• [15] Fusco, F. and Ringwood, J. A Study on the Prediction Requirements in Real-Time

Control of Wave Energy Converters. IEEE Transactions on Sustainable Energy, vol. 3, no.

1, pp. 176-184, 2012.

• [16] Fusco, F. and Ringwood, J.V. Short-Term Wave Forecasting for Real-Time Control of

Wave Energy Converters. IEEE Transaction on Sustainable Energy, vol 1, no. 2, pp. 99-106,

2010.

• [17] Fusco, F, Ringwood, J. Variability Reduction through Combination of Wind and Waves:

A Irish case study. Energy, vol. 35, pp. 314-325, 2010.

• [18] Fusco, F. and Ringwood, J. A Model for the Sensitivity of Non-Causal Control of Wave

Energy Converters to Wave Excitation Force Prediction Errors. Proceedings of the 9th Eu-

ropean Wave and Tidal Energy Conference (EWTEC), Southampton, UK, 2011.

• [19] Fusco, F. and Ringwood, J. Quantification of the Prediction Requirements in Reactive

Control of Wave Energy Converters. Proceedings of the 18th World Congress of the Interna-

tional Federation of Automatic Control (IFAC), Milano, Italy, pp. 11483-11488, 2011.

• [20] Fusco, F. and Ringwood, J. Suboptimal Causal Reactive Control of Wave Energy Con-

verters Using a Second Order System Model. Proceedings of the 21st International Offshore

(Ocean) and Polar Engineering Conference (ISOPE), Maui, USA, pp. 687-694, 2011.
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• [21] Fusco, F., Gilloteaux, J-C., Ringwood, J. A Study on Prediction Requirements in Time-

domain Control of Wave Energy Converters. Proceedings of Control Applications in Marine

Systems (CAMS), Warnemunde, Germany, pp. 405-410, 2010.

• [22] Fusco, F. and Ringwood, J.V. Short-term wave forecasting with AR models in real-

time optimal control of wave energy converters. Proc. IEEE International Symposium on

Industrial Electronics, Bari, Italy, pp. 2475-2480, 2010.

• [23] Fusco, F., Ringwood, J. A Study on Short-Term Sea Profile Prediction for Wave En-

ergy Applications. Proceedings of the 8th European Wave and Tidal Energy Conference

(EWTEC), Uppsala, Sweden, 2009.

1.4 Thesis layout

The thesis is organised as follows.

In Chapter 2, wave energy is put in perspective with other renewable energy sources. The

uncontrollable and intermittent nature of renewable energy sources introduces major problems

in the management of the power grid, when significant levels of penetrations are reached. The

potential benefits of including wave energy into a renewable energy mix is, therefore, investigated,

in terms of variability reduction and predictability improvement.

The basic theory of ocean waves is then introduced in Chapter 3. In the same chapter, the

typical model of a WEC consisting of an oscillating system, for use in control design, is detailed.

Similarities with mechanical mass-spring-damper oscillators are also outlined to clarify some prop-

erties of WECs.

The major theoretical studies about the conditions for maximum wave energy extraction from

an oscillating body, in the unconstrained and constrained case, are summarised in Chapter 4.

This is followed by an extensive review of the control methods proposed in the literature, for the

improvement of the energy capture of WECs.

The non-causality of the ideal complex-conjugate control is investigated in detail in Chapter

5. The prediction requirements, in terms of forecasting horizon, are quantified and related to

fundamental properties of the geometry of the WEC.

The wave forecasting problem is then dealt with in Chapter 6. After a detailed analysis of the

properties of real ocean waves, and after a review of the major techniques proposed in the literature,

several forecasting models are tested with real wave data. The extension of the proposed forecasting

models to the prediction of the wave excitation force, that is the effect of the wave elevation on

a floating system, is also investigated. The achievable prediction horizon of the excitation force

is then related to fundamental properties of the geometry of the WEC and is compared to the

prediction requirements.

In Chapter 7, a simple and effective real-time controller for the improvement of the energy

capture of a WEC is proposed. The control system follows a hierarchical structure, where a high-

level controller produces a desired oscillation velocity, which is then imposed on the WEC by a low-
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level controller. While Chapter 7 is focused on the high-level controller, Chapter 8 demonstrates

how the low-level controller can be designed such that robustness to model uncertainties is achieved.

Finally, conclusions and possible future directions of this research work are documented in

Chapter 9.
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Chapter 2

Wave energy: A perspective on the

variability reduction of power supply

Abstract

With the widespread awareness that a more sustainable energy strategy is required

to our society, most countries worldwide (at least developed and developing ones) are

pursuing policies for improved energy efficiency and wide exploitation of renewable

energy sources. High levels of penetrations of intermittent energy sources, however,

strongly increase the requirement of surplus capacity from conventional and controllable

thermal plants, that, as a cause, are operated at much lower efficiencies to ensure the

stability of power systems.

The adoption of storage facilities being a costly alternative, and the implementation of

intelligent strategies for adapting the load to the generation (so-called smart grids) not

seeming achievable in the immediate future, there exist a third possibility of exploiting

the non-correlation between different (could be geographic diversity) variable sources

such that variability of the generated power is reduced.

This chapter presents a methodology to assess the possible benefits of the combination

of wind energy with the still unexploited, but quite significant in Ireland, wave energy.

An analysis of the raw wind and wave resource at certain locations around the coasts of

Ireland shows how they are very low correlated on the South and West Coast, where the

waves are dominated by the presence of high energy swells generated by remote westerly

wind systems. As a consequence, the integration of wind and waves in combined farms,

at these locations, allows the achievement of a more reliable, less variable and more

predictable electrical power production.
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2.1 Introduction

In response to the relatively urgent need to reduce the dependence from fossil fuels, particularly

in the sectors of energy supply, industry and transport, many legislative organs worldwide have

set some targets to constrain the turning towards renewables. In particular, the European Union

stated that a 20% target for the overall share of energy from renewable sources and a 10% target for

energy from renewable sources in transport would be appropriate and achievable objectives, and

that a framework that includes mandatory targets should provide the business community with

the long-term stability it needs to make rational, sustainable investments in the renewable energy

sector which are capable of reducing dependence on imported fossil fuels and boosting the use of

new energy technologies [24]. Along with these mandatory targets for the EU member countries,

many of the nations set their own targets locally. In the specific case of Ireland, on which this

study is focused on, the target to be achieved in 2010 from the EU Directive was 13.2% of gross

electricity consumption from renewable sources, but nationally Ireland set a more ambitious target

of 15% by 2010 and 33% (moved to to 40%) by 2020. According to the last report from the

Sustainable Energy Authority of Ireland (SEAI), the share of electricity generated from renewable

energy sources in 2009 was 14.4% (provisional), exceeding the interim EU target of 13.2% by

2010 and placing Ireland firmly on track to meet the Government target of 15% of all electricity

generation to be from renewable energy sources by 2010 [25].

In the most recent study from the independent electricity transmission system operator in

Ireland, Eirgrid, it was reported that, by the end of September 2010, the installed conventional

generation capacity is 6829 MW and that the installed renewable capacity is greater than 1700

MW, mainly deriving from wind (1466 MW) and hydro (nearly 240 MW). The demand for electrical

energy, showing a all-time peak of 5090 MW in 2010, was growing at a rate of approximately 3%

per annum for midyear data, and at an estimated rate in the range of 24% per annum for the peak

demand, before the slowing down of the economy (0.9% increase in demand from 2009 to 2010)

[26]. In order to realise the 2020 target of 40% of electricity demand to be met by renewables,

Ireland is putting particular reliance on wind, so that connection of additional 3100 MW in the

next years will be required [25].

Such a high level of wind penetration, however, does not come without difficulties, as was

reported in [27]. It requires higher surplus capacity for supply security reasons (reliability impact),

due to the source variability and difficulty of prediction, and it causes a much lower capacity

factor for conventional plants (balancing impact). More frequent on/off and output variations for

thermal plants significantly affects their efficiency with resulting higher electricity production costs

and CO2 emissions. So, for example, considering a system with peak demand of 5000 MW, while

the expected CO2 emission savings would be nearly 5.4% for an installed wind capacity of 500

MW, an increase to 1500 MW would cause the emission savings to raise only up to 12.9% (and

not up to an expectable 16.2%) [28]. The capacity credit, measuring the amount of load that

can be provided by a variable plant with no change in the reliability of supply (and so effectively

the actual amount of conventional plants that can be displaced by variable renewable plants) is

heavily affected as well. An Irish study from Eirgrid, based on 2006 wind data, established that

this capacity credit is reasonably significant at low levels of wind penetration, but the benefit tends

towards saturation as wind penetration levels increase, as illustrated in Fig. 2.1. This is because
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Figure 2-2 Capacity credit of wind generation. 

Analysis based on 2006 wind data established that this capacity credit is reasonably 
significant at low levels of wind penetration, but the benefit tends towards saturation as 
wind penetration levels increase, as illustrated in Figure 2-2. This is because there is a 
significant risk that a single source of failure, (i.e. very low or very high wind speeds across 
the country), will result in all wind farms producing practically no output for a number of 
hours, even allowing for geographic diversity. This has been verified by monitoring the 
output from wind generation, at quarter hourly intervals, over a number of years. In 
contrast, the forced outage probabilities for all thermal, (and hydro), units are assumed to 
be independent of each other. Therefore, the probability of all thermal and/or hydro units 
failing simultaneously is infinitesimal when compared to the risk that wind power will be 
zero (or close to zero). Also note the wind data for 2007 was not used for the Ireland-only 
studies because 2007 was considered to be a year with below average wind speeds. It 
was therefore decided that using the 2007 data may underestimate the contribution of 
wind if used for future projections so the 2006 data was used instead. 

2.3(c) All-Island Wind Capacity Credit Curve 
It can also be seen in Figure 2-2 that there is a benefit to the capacity credit of wind when 
it is determined on an All-Island basis. The reason is that over a greater geographic area, 
the variations in wind speed are less severe on average. If the wind drops off in the south, 
it may not drop off in the north or at the very least there will be a time lag. The result is that 
the variation in wind is reduced and the reliability increases. In comparison to a wind 
capacity credit based on a wind profile from Ireland, an All-Island capacity credit is 
approximately 100MW higher at 4000MW installed wind capacity. 

2.3(d) Impact of the transmission system 
Historically generation adequacy has been assessed without reference to any limits that 
might be imposed by the bulk electricity transport system, (the Transmission System). 
However, if the transmission infrastructure in a region is insufficient to cope with the flows 
from generators at certain times, then those generators might be curtailed to match the 
ability of the transmission lines. This would mean that a generator’s output would be 
constrained. 

Such a situation might occur if new generation plant were to connect before appropriate 
deep reinforcement of the transmission system was possible. In this case, the contribution 
of the new generation plant is reduced in the assessment of overall generation 
adequacy. 

Figure 2.1: Wind capacity credit in Ireland, with respect to installed wind capacity [29].

there is a significant risk that a single source of failure (i.e. very low or very high wind speeds

across the country) will result in all wind farms producing practically no output for a number of

hours, even allowing for geographic diversity [27].

These effects are particularly stark in the specific case of Ireland, which has little scope to

smooth out the intermittent production pattern of wind through interconnection on scale. Con-

sider, in fact, that the power system in the Republic of Ireland and Northern Ireland acts as a single

power system of about 8500 MW, considerably smaller than the United Kingdoms (76000 MW) and

not comparable at all to the continental Europe UCTE power system (600000 MW). Note that the

inter-connector between Northern Ireland and Scotland, and the planned interconnections between

Ireland and UK and France are non-synchronous DC connections and do not contribute to create a

single system. The wind penetration over the global power system, therefore, will be significantly

higher than in other countries, making the cited difficulties of reliability impact, balancing impact

and saturation of the capacity credit particularly significant in the attempt to achieve the stated

40% target. This issue of the integration of a high share of intermittent resources into the energy

system, especially the electricity supply, is considered as one of the main challenges of renewable

energies for sustainable development [30, 31].

The main reason why the value of wind energy declines (indeed this is true for any renewable

source) lies in the fact that the output from successive increments of capacity is correlated with

that already in the system [32]. In contrast, combining capacity from renewables with uncorrelated

or complementary outputs can be of considerable benefit, so that the potential synergies among

different renewable sources are clearly much too important to ignore, as they may often make

the combined exploitable potential larger than the sum of the parts considered in isolation [33]. A

number of studies have been carried out on the large-scale integration of power from renewable into

the electricity supply [34, 35, 36, 37, 38]. Ireland, together with the considerable wind potential,

offers an enormous ocean wave resource, which is expected to make a significant contribution

towards Irelands future energy requirements (note that innovative combined wind and wave energy
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conversion systems are being developed [39]). Moreover, it offers the possibility of introducing that

diversity in the renewable sources mix that may help to reduce the variability and uncertainty in

the produced power, so to improve its reliability, at high level of intermittent source penetration

in the power system. This study, fully reported in [17], will assess that the correlation between

the wind and wave resource can be quite low over significant parts of the year, particularly at

some locations, so that their aggregation and combination can reduce the overall variability of the

power produced, with all the resulting benefits in terms of improved capacity credit and improved

effectiveness in the reduction of green house emissions. A similar analysis, focused on the coast of

California, is given in [40].

Unfortunately wave energy is still far from being a developed and well tested technology, so

that it is not expected to make a significant contribution to a more renewable-oriented power

supply system before the year 2020. The results of this study, however, will hopefully make a

significant contribution to eventual attempts to the achievement of further targets that may be set

in the following decades, consisting of much higher levels of penetration of renewable sources in

the power system.

2.2 Methodology

The key benefit, deriving from the diversification of the mix of renewable technologies, lies in

the possibility of reducing the variability of the produced power. When adopting a single variable

source (for example wind) the only way to reduce variability is by geographical diversity and dis-

placement of the farms. When considering different variable sources, if they are uncorrelated, their

combination is a powerful alternative in order to obtain a reduction of the overall variability of the

produced power. The methodology will therefore focus, firstly, on the assessment of the correlation

between raw wave and wind power, as discussed in Section 2.2.2, available at different significant

off-shore locations around Ireland, which are documented in Section 2.2.1. The variability and

the predictability of the power produced by hypothetical wind and wave farms are then quantified

according to the methodology described in Section 2.2.3. Finally, Section 2.2.4 presents the error

analysis of the adopted methodology for this study.

2.2.1 Available data and locations

The data utilised for this study was provided by the Irish Marine Institute in the form of hourly

spaced observations collected around the coast of Ireland by means of weather data buoys. The

4 buoys which will be considered are located as in Fig. 2.2, with some other locations neglected

due to the lack of a complete set of observations, because of long periods of operational problems.

These sites represent, however, a significant enough set in order to cover the main diversities in

the Irish windwave climates. The observations consist of wind speed vw, average zero-crossing

wave period Tz and significant wave height Hs time series collected in the period from January

2002 to January 2005. Due to technical problems experienced by the different data buoys, the

time series are affected by several sets of missing measurements (single points to entire days).
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M1
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M2

Figure 2.2: Locations of the Irish Marine Institute data buoys.

A preprocessing procedure was then implemented in order to reconstruct some of them. Up to

2 missing samples were interpolated through cubic splines [41], while more than 2 samples-long

holes were discarded. This still allowed the availability of significant portions of the observations

(minimum 168 samples-long, corresponding to 3 weeks) for at least two months of every season in

each year considered.

2.2.2 Raw data analysis methodology

The variability of the power produced from a mixed farm is only reduced if the different variable

sources appear in different moments so that they balance each others variations. This property

can be quantified through the cross-correlation, given by the following expression, for two generic

signals, x(k) and y(k):

c(τ) =
1

N

N−τ∑

k=1

[x(k)− µx][y(k + τ)− µy]

σxσy
, (2.1)

where µx, µy and σx, σy are the mean and the standard deviation of x and y. The quantity c(τ)

gives the correspondence between two signals, at a time lag τ . In our study, we are particularly

interested in assessing the instantaneous correspondence between wind and wave power at the

different locations, so c(0) is of particular interest, with the following interpretation:

• c(0) = 1: The resources correspond perfectly, they are present at the same moments.

• c(0) = 0 The resources have absolutely no correspondence, there is no common pattern in

their evolution.

• c(0) = −1: The resources have a perfect inverse correspondence, they are at the opposite of

their mean level in every instant.
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In order to obtain the available raw power, the time series of vw, Tz and Hs must be converted

into units of power. In this respect, the wind power density (power per unit area) is calculated by

means of the following expression [33]:

Pwind =
1

2
ρav

3
w

[
W

m2

]
, (2.2)

where ρa is the air density and vw the wind speed. The wave power density (power per unit of

crest width) is based on the following formula, valid in a deep water condition (water depth much

greater than wave length), which is verified at the considered off-shore locations [4]:

Pwave =
ρg2H2

sTe
32π

[
W

m

]
, (2.3)

where ρw is the water density, g is the gravity acceleration, Hs is significant wave height and Te is

the energy period. Since only the zero-crossing period, Tz, available from the measurements, this

is utilised in (2.3), instead of the energy period. More details about the definition of summary

statistics for the description of real ocean waves, such as significant wave height and energy period,

will be given in Chapter 3, Section 3.1.

Correlation is a purely statistical measure and it is therefore important to provide some physical

justification in order to support whatever conclusion might emerge from the analysis. A method-

ology will then be proposed, based on the knowledge about the process of wave generation from

wind. It was experimentally shown how a wind speed U19.5, measured at 19.5m above the sea

level, produces, if blowing over a sufficient fetch and for enough time, a sea state defined by the

following significant wave height Hs and period Tz [42]:

Hs ≈ 0.21
U2
19.5

g
(2.4)

Tz =
2π

0.4

√
Hs

g
. (2.5)

This allows the calculation of the expected wave height and period, based on the wind speed

measurements, and the comparison with the values actually observed. A significant disagreement

would encourage the hypothesis of a low correlation between wind and wave power, probably due

to the presence of remotely generated waves (generally a low frequency swell), which would be

very likely to be observed off the West and SouthWest coast of Ireland, particularly exposed to

the Atlantic Ocean.
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Figure 2.3: (a) Power curve for a Vestas V90 3.5 MW wind turbine. (b) Power matrix for the
Pelamis 750 kW wave energy converter.

2.2.3 Power extracted from hypothetical mixed farms

Initially, the available raw power must be converted into actual extracted power from hypo-

thetical wind and wave farms. Regarding the power extracted from wind, the relatively mature

state of wind turbine technology permits the use of well established power curves. A typical 3.5

MW off-shore wind turbine was chosen for this study, whose power curve is shown in Fig. 2.3(a).

Computing the extracted power from wave energy devices, on the other hand, is not as straightfor-

ward, mainly because of the fact that there is little established wave technology and the operating

principles of the available devices are very diverse, so that it is difficult to find a standardised

measure of the extracted power in the case of waves. For this study, the 750 kW Pelamis wave

energy converter is chosen, because of the well documented characteristics of its power production,

which is articulated through the published power matrix, as in Fig. 2.3(b).

In order to determine the power extracted from a farm, the power from single devices must be

projected to the corresponding number of wind turbines and wave energy converters, depending

on the considered mix. For this study 50 MW farms have been considered, where the number of

devices are calculated so that their combined yearly average power output level is 50 MW and the

considered mix is respected. The reason why the rated capacity is not used is that the capacity

factors for wind turbines and the Pelamis are not the same, due to the significant differences in

the probability distribution of their produced power, as it can be appreciated from Fig. 2.4. Wind

turbines, most of the time, work either at low level or at full capacity, whereas the Pelamis power

output is mostly concentrated at average levels, so that a comparison based solely on the capacity

and not taking into account the capacity factor, would be quite unjust and might return misleading

results.

A more precise estimation of a farm power output would involve the introduction of a smoothing

effect due to the spatial diversity of the individual turbines/WECs, whereas only single point

measurements are being utilised in this study. While the problem for wind farms has been well

studied and some methodologies were developed (e.g. refer to [42, 43]), the state of the art for
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Figure 2.4: Distribution of the power extracted by an hypothetical off-shore wind turbine V90 and
a hypothetical Pelamis wave energy converter, based on observations from the data buoy M1, West
Coast of Ireland.

wave energy is still too immature to allow such a methodology to be developed for wave energy

converter arrays. This is the reason why this smoothing effect has been discarded in the present

study.

Once the measurement time series from the data buoys at the different locations are converted

in hypothetical power outputs from mixed wind and wave farms, their characteristics of variability

and predictability are compared in order to evaluate the eventual benefits that a heterogeneous mix

can introduce with respect to a single resource and the differences in characteristics with respect

to the location.

The variability is analysed on the basis of three significant quantities.

1. An absolute variability index, ∆, is calculated as the cumulative sum of the variations over

all the considered data set:

∆ =

N−1∑

k=1

|xk+1 − xk|, (2.6)

where xi is the estimated power extracted at hour i.

2. The standard deviation σ [44] is a useful measure, indicating a typical range of variability,

in kW or MW, around the average level for the produced power. With a 95% probability,

the power output were within a ±2σ range from the average level if the distribution was

Gaussian. However, based on Fig. 2.4, the distribution of the extracted power can be far

from Gaussian, in the case of wind and waves.

3. The third variability measure proposed quantifies the number of hours (as a percentage

over the total hours considered) the farms produce a certain power output level. This is
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particularly interesting, in that one of the main problems of wind farms is that they show

considerable periods of time with zero power produced, so that it is very important to verify

if the situation changes and to what extent when considering mixed farms.

Regarding the predictability, a very useful quantity is proposed, which is independent of any

specific algorithm that may be used to produce the actual prediction, defined as the ratio of the

variance of the optimal k-step-ahead prediction, σ2
x̂k

, to the variance of the real signal, σ2
x:

R2(k) =
σ2
x̂k

σ2
x

. (2.7)

The predictability index in (2.7) is bounded between 0 (signal completely unpredictable, white

noise) and 1 (signal perfectly predictable, deterministic). An efficient algorithm for its computation

was proposed in [45] and it is adopted for this study. Note that R2(k) is a simplification of a

more general predictability notion based on mutual information theory [46], where only the linear

interactions in the time series are considered. It is, however, enough for the comparison purposes

of this study.

2.2.4 Error analysis

In order to properly evaluate and consider the results presented in this study, the basic hypoth-

esis, assumptions and errors are outlined here.

The wind and wave measurements collected by the data buoys have an accuracy specified as

follows:

• Hourly wind speed is with an accuracy of ±2kn, in the interval [0, 40] kn, and of ±5% in the

interval [40, 200] kn.

• The wave height is calculated as four times the root mean square (RMS) value of the wave

elevation observed for 17.5 min every hour, and the accuracy is ±2− 5%.

• The wave period is recorded on the basis of the number of times the wave elevation, observed

for 17.5 min every hour, passes through the mean water level in upward direction. It is

quantized so that the accuracy is ±0.5 s.

As explained in section 2.2.1, over the data collection period considered (January 2002 to

January 2005), both long (several days) and short (a few samples) data segments are missing from

the records. In order to extract large continuous portions of useful data a preprocessing procedure

was applied were up to two consecutive missing samples were interpolated with cubic splines. For

the presented results only contiguous segments at least 3 weeks long (168 samples) were considered.

The evaluation of the extracted power from the time series is based on certain assumptions

over the particular device. In the case of wind, the well advanced state of the technology produced

a certain convergence of the performance of the off-shore wind turbines available on the market,

so that their power curves are quite comparable. The field of wave energy, on the other hand,

is still an assortment of different devices, based on rather diversified operating principles, so that

their power curves are very different among each other and can also be very site specific. The
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proposed device for this study is the Pelamis, because it is the one of the few devices which is well

documented, as regard its power matrix characteristics, thanks to its relatively advanced state of

testing and development. It is based on a robust concept designed for off-shore applications and

high energy sea states, so that the results regarding wave energy are slightly West and South coast

biased, in that the predominant sea states, in contrast to the East coast, occupy the central part

of the Pelamis power matrix.

2.3 Results

According to the methodology outlined in Section 2.2, the results are collected into a preliminary

analysis of the raw wind and wave resource available at the considered off-shore locations, in section

2.3.1. The evaluation of the possible benefits that heterogeneous farms can bring about, in terms

of reduced variability and improved predictability of the power injected into the grid, are then

discussed in section 2.3.2.

2.3.1 Raw wind and wave power analysis

The instantaneous correlation coefficient c(0) between wind and wave power, estimated on the

basis of data collected through year 2002 to early 2005, is shown in Fig. 2.5 for the different

locations and for different seasons. There is a clear difference between the East Coast, where the

correlation between the wave and wind resource is quite strong, and the West and South coasts of

Ireland, where wind and waves seem to be less correlated. This result was to be expected, as the

West and South coasts of Ireland are completely exposed to the Atlantic Ocean and therefore to

waves remotely generated by westerly wind systems, which have little correlation with the local

weather conditions closer to the Irish coast and which are known to contain most of the wave

energy (they are the so-called swells). The East Coast, on the other hand, due to the presence of

Ireland itself as a shelter from the SouthWest prevailing swell waves, experiences mostly wind waves

generated by local winds (either north esterlies or attenuated westerlies) so that the correlation is

much higher.

The instantaneous correlation, however, gives only a limited view of a bigger picture, as it is

clearer from the temporal correlation details of Figs. 2.6 and 2.7, where the wind and wave power

time series behavior is shown. The portion of data from the East Coast shows that wave and

wind power, apart from a scaling factor, evolve according to the same dynamics and this confirms

the hypothesis of the presence of mainly wind waves, generated by local winds. The slight delay,

about 2-3 h (it can be determined as the maximum point of the temporal correlation), is due to

the time required for the waves to develop, which is relatively short for low energies. Fig. 2.6,

documenting the West Coast correlations, reveals a poor correspondence between waves and wind

patterns, where there might be an independent swell superimposed on the local wind waves, which

are evolving according to the local wind pattern.

A further confirmation that the low correlation at some locations is mainly due to the presence

of a swell superimposed on local wind waves can be had by comparing the observed sea state
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Figure 2.5: Seasonal average of the instantaneous correlation, c(0), between raw wind and wave
power at different locations.
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Figure 2.6: Raw wind and wave power, with their estimated temporal correlation, for a sample
collected in Winter 2004 from the M1 data buoy, West Coast.
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Figure 2.7: Raw wind and wave power, with their estimated temporal correlation, for a sample
collected in Summer 2004 from the M2 data buoy, East Coast.

with that expected due to the local wind conditions, according to the method outlined in Section

2.2.2. This comparison is expressed once again with the correlation and the results plotted in

Fig. 2.8, both for the wave period and the significant wave height. A much stronger agreement

is found for the East Coast location, particularly regarding the wave period, whose estimation is

quite uncorrelated (or even slightly anti-correlated) with the real observations at the South and

West locations. In order to have a clearer comprehension of the reasons for these results, Fig. 9

presents a detailed representation of the comparison of expected wave height and observed wave

height at the West and East locations. While for the East Coast data, the agreement is quite

good, the situation of the West Coast denotes an estimated wave height which is most of the time

much lower than the observed one. The latter, in fact, contains waves that are not generated by

local winds and that are completely neglected by this method. The same conclusion can be drawn

from a detailed comparison of the estimated and observed wave periods, shown in Fig. 10. On

the West Coast the expected wave period, most of the time, is much lower than the observed one,

because the local wind conditions give rise to high frequency wind waves. The predominant sea

state, however, is generally concentrated around the high period swells which are travelling from

remote locations where they were developed. This situation would be very clear if wave spectra

were available for the considered locations, but unfortunately they require higher sampling rates

than those available from the meteorological data buoys utilised in this study.

In the view of this studys purposes the results presented in Figs. 2.5 to 2.10 are more than

enough to provide a clear picture of the global situation of the wind and wave energy resource

around the West, South and East coasts of Ireland. In particular, the high energy swells, at the

South and West locations, are independent from the local wind conditions, so that mixed wave

and wind farms, at these locations, are a concrete opportunity to generate less variable and more
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Figure 2.8: Correlation between observed wave periods and significant wave heights, and their
estimations based on the wind speed measurements.
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Figure 2.9: A sample comparison between observed significant wave height and its estimation from
wind speed measurements at the West and East Coast of Ireland.
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Figure 2.10: A sample comparison between observed wave period and its estimation from wind
speed measurements at the West and East Coast of Ireland.

consistent electrical power.

2.3.2 Benefits of wind/wave combined farms

The most obvious benefit that can be expected from a diversification of the renewable mix for the

electricity production is the reduced variability, which directly reduces the required surplus capacity

from traditional thermal plants and the frequency of their startups/shutdowns, thus improving the

capacity credit deriving from the renewable farm.

Fig. 2.11 shows the absolute variation of power, at different locations, produced from farms

composed of different mixes of wind energy and wave energy devices. The trend is quite clear for

the West locations, where the variability reduces while moving to mostly wave-oriented solutions,

and for the East coast, where the situation is reversed. A less clear trend can be observed for the

South FS1 location, where the best mix is somewhere in between. A quite similar picture can be

derived from the standard deviation analysis, which is shown in Fig. 2.12. Only for the South

Coast location, the situation is different, in that it presents a better performance for mostly wind

composed farms. This different situation for the two indices at the South location may be explained

by the fact that, although there is a low correlation between the wind and wave resources, so that

the global variability is reduced through combination, the wave energy devices would most of the

time produce low power outputs (refer to Fig. 2.13), so that the extracted power excursion from

the average level, measured by the standard deviation, would still be large.

One more important property to be considered is the time distribution of the power output

from a farm, that is for how long a certain power output is experienced. Fig. 2.14 shows the
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(b) Location M2, East Coast
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(c) Location M3, South-West Coast
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(d) Location FS1, South Coast

Figure 2.11: Estimated absolute variations of the extracted power from hypothetical combined
wind and wave farms, all delivering approximately an yearly average of 50 MW power output, at
different locations.
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(c) Location M3, South-West Coast
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Figure 2.12: Estimated standard deviation of the extracted power from hypothetical combined
wind and wave farms, all delivering approximately an yearly average of 50 MW power output, at
different locations.
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Figure 2.13: Time distribution of the power extracted by an hypothetical off-shore wind turbine
V90 and an hypothetical Pelamis wave energy converter, based on observations from the data buoy
FS1, South Coast of Ireland.

two extreme situations of the West coast and East coast (South and SouthWest are somewhere

in-between). Whereas the introduction of even a small percentage of wave energy, e.g. 20%, in the

mixed farms on the West Coast allows for a strong reduction of very low (or null) power production

periods, the situation on the East Coast is not that appealing, as expected.

The final property considered in this study is the predictability of the power produced by

combined wind and wave farms. Before presenting the results, it is worth noting that the power time

series we are considering here have been statically mapped from wind speed and wave conditions

time series, which means that their dynamics do not change. In reality, a filtering effect would be

present, which would modify their dynamics, making the power time series smoother. Considering

the wind, in particular, reasonable predictions of the wind power output from off-shore farms can

be obtained for up to 48 h ahead (refer to [47, 48]), but the actual wind speed is much harder

to predict because of its rather erratic behavior. Waves, on the other hand, have much smoother

dynamics, particularly the high energy swells, so that they are easier to predict. The smoothing

effect introduced by wave farms cannot be reasonably estimated, as already said, so that for a more

just comparison, the effect is discarded for the wind power as well. It emerges, therefore, from the

results in Figs. 2.15 and 2.16, that there is an improvement when moving to more wave-oriented

solutions on the West and South coasts, whereas no real change is experienced for the East location.

Wind waves, predominant on the East are, in fact, more irregular than the big swells present off

the South and West coast, so that their predictability is negatively affected.
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Figure 2.14: Distribution of the power extracted by hypothetical combined wind and wave farms
off the West and East Coast of Ireland.
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Figure 2.15: Predictability of the power extracted from hypothetical combined wind and wave
farms off the West and East Coast of Ireland.
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Figure 2.16: Predictability of the power extracted from hypothetical combined wind and wave
farms off the SouthWest and South Coast of Ireland.

2.4 Conclusion and perspectives

The variability of the power produced from renewable sources and its uncontrollable nature

negatively affects their effectiveness in reducing the requirement for thermal plants (it reduces their

capacity credit) and makes them a less attractive and a potentially more expensive alternative.

Ireland, together with its great wind potential, also offers an important and enviable wave

resource. This study is therefore focused on the assessment of the correlation between the two

resources, at different locations around Ireland, and the possibility to reduce the variability of

the power extraction if mixed wind and wave off-shore farms are adopted, with respect to the

exploitation of solely one resource.

It is shown how the West and South coasts experience, most of the time, waves where the

predominant (from an energy point of view) part is composed of large swell systems, generated

by remote wind systems, which have little correlation with the local wind conditions. This means

that the two resources can appear at different times and their integration in combined farms allows

a more reliable, less variable and more predictable electrical power production. The reliability is

improved thanks to a significant reduction of the periods of null or very low power production

(which is a problem with wind farms). The variability and predictability improvements derive

from the smoothing effect due to the integration of poorly correlated diversified sources.

On the other hand the combination of wind and waves off the East Coast does not appear to

be an attractive solution, due to a quite limited wave energy resource, which is strongly correlated

to the local wind conditions. The results here were also coloured by the choice of a wave energy

device, the Pelamis, which is more suitable to the sea states typical of the West coast. But it
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is reasonable to expect that even the choice of a different wave energy converter, for smaller sea

states, would not improve significantly the properties of variability, reliability and predictability

at this location, due to the strong correlation between the two resources.

The conclusion is, then, that the potential benefits of the integration of wind and wave resources,

where the climate of the location is appropriate, are too important to be neglected. This Chapter

establishes the groundwork to allow the quantification of these benefits, particularly from a raw

resource assessment point of view. With wave energy technology becoming more mature, it will

then be possible to develop a more complete analysis where these benefits are integrated, together

with the actual costs of the different wave and wind technologies, in a global functional, whose

optimisation shall lead to a proper dimensioning and design of offshore combined farms, given the

climate of a certain location.
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Chapter 3

Ocean waves and oscillating systems for

wave energy conversion

Abstract

The present thesis focuses on wave energy conversion systems consisting of floating

bodies that oscillate in water due to the force induced by incident waves. Such systems,

typically, are most conveniently thought of as oscillators, so that standard terminology

and modelling techniques typical of oscillation and vibration analysis can apply. After

a brief introduction about the typical models utilised for the description of ocean waves,

in Section 3.1, the standard theory and basic terminology associated with mechanical

oscillators is introduced in Section 3.2. The interaction between bodies floating in water

and ocean waves, and the typical model of a WEC that will be utilised throughout the

thesis, are then discussed in Section 3.3. Principles and basics about the conversion of

the mechanical energy transmitted from the wave to the oscillation, into other forms

of mechanical or electrical energy, are finally discussed in Section 3.4.

3.1 Modelling ocean waves

Ocean waves propagate along the water surface as a result of an exchange between potential

and kinetic energy. The type of water waves that are of interest in wave energy (wavelengths

exceeding 0.25 m) are the so-called gravity waves, where the potential energy is essentially due to

gravity. Section 3.1.1 discusses the analytical solution of harmonic (or regular) gravity waves, that

can be derived under certain assumptions about the fluid domain. Such a solution is useful for the

definition of the basic terminology and for the understanding of the fundamental characteristics of

water gravity waves. Please refer to [6] and [49] for a comprehensive coverage of the topic. The

typical model of real (irregular or random) waves is then proposed in Section 3.1.2.
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3.1.1 Regular waves

The general hydrodynamic interactions within the volume of a fluid, defined by the density,

ρ(x, y, z, t), and by the particles velocity, ~v(x, y, z, t), are regulated by the following two relation-

ships:

∂ρ

∂t
+∇ · (ρ~v) = 0 (3.1)

∂~v

∂t
+ (~v · ∇)~v = −1

ρ
∇ptot + ν∇2~v +

1

ρ
~f. (3.2)

The continuity equation, in (3.1), expresses the conservation of mass. In (3.2), reporting the

Navier-Stokes equation, which expresses the conservation of momentum, ptot is the pressure of the

fluid, ν is the coefficient of kinematic viscosity and ~f = ~f(x, y, z, t) is an external force.

For the analysis of harmonic gravity waves in water the fluid is assumed to be ideal, that is

inviscid, ν = 0, and incompressible, ρ = const. Moreover, the only external force is gravity, so

that ~f = ρ~g. Equations (3.1) and (3.2), therefore, simplify to:

∇ · (ρ~v) = 0 (3.3)

∂~v

∂t
+ (~v · ∇)~v +

1

ρ
∇ptot − ~g = 0. (3.4)

The additional assumption of irrotational fluid is taken, that is ∇× ~v = 0. As a consequence,

a scalar quantity, namely the velocity potential ϕ(x, y, z, t), can be defined such that its gradient

yields the velocity:

~v = ∇ϕ. (3.5)

From the condition of an irrotational field, the two vectorial equations, (3.3) and (3.4), can be

expressed as two scalar equations, which are a function of the velocity potential, ϕ:

∇2ϕ = 0 (3.6)

∇
(
∂ϕ

∂t
+
∇ϕ · ∇ϕ

2
+
ptot
ρ

+ gz

)
= 0, (3.7)

where, in (3.7), the constant term due to the gravity force was integrated with respect to space,

~g = −∇(gz) (z is the vertical coordinate, positive above the water surface). Note that, in going

from (3.4) to (3.7), the vectorial identity ~v× (∇×~v) = 1
2∇~v ·∇~v−~v ·∇~v was utilised which, based

on the condition of irrotational fluid, simplifies to ~v · ∇~v = 1
2∇~v · ∇~v.

In order to specify a solution of the Laplace equation, in (3.6), a fluid domain needs to be

identified, and the behavior of the velocity potential at the boundaries has to be specified. Consider

the particular domain in Fig. 3.1, which is defined by a constant water depth h and by a free surface

(interface between water and air), and that is unlimited along the other dimensions. The z-axis

is perpendicular to the free-surface and points upwards. The x- and y- axes identify the water

surface and are oriented such that the triple xyz specifies a right-handed, three-dimensional system

of coordinates. The mean water level is at z = 0 and the free-surface excursion from the average
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z

x

mean water level

z = −h

−∞← x x→ +∞

z = 0

∇2ϕ̂(x, z) = 0

ϕ(x, z, t) = <{ϕ̂(x, z)eωt}

η(x, t) = <{η̂(x)eωt}

x = 0

Figure 3.1: Fluid domain and conditions for the solution of harmonic waves on water of constant
depth.

level is denoted as η= η(x, y, t).

The boundary condition at the sea bottom specifies that the vertical velocity of the water

particles has to be zero:

[
∂ϕ

∂z

]

z=−h
= 0. (3.8)

As regards the free-surface, two different boundary conditions can be specified. The dynamic

boundary condition expresses the equality between air pressure and fluid pressure at their interface,

which is true for gravity waves, where forces other than gravity, such as surface tension giving rise

to capillary forces, are neglected. From (3.7), the following dynamic boundary condition can be

derived [6]:

gη +

[
∂ϕ

∂t
+

1

2
∇ϕ · ∇ϕ

]

z=η

= 0, (3.9)

that, for small velocities and small surface elevations η(x, y, t), can be linearised to:

gη +

[
∂ϕ

∂t

]

z=0

= 0. (3.10)

An additional kinematic condition is found by imposing that the water particles on the free-

surface follow the evolution of the wave elevation: that is, their vertical velocity is the same as the

vertical variation of the free-surface elevation η. By imposing such a condition in the Navier-Stokes

equation, (3.7), the linearised expression for the kinematic boundary condition is derived [5] as:

[
∂ϕ

∂z

]

z=0

=
∂η

∂t
⇐⇒

[
∂2ϕ

∂t2
+ g

∂ϕ

∂z

]

z=0

= 0. (3.11)

Steady-state solutions of the Laplace equation, (3.6), are harmonic. The notation can, therefore,

be simplified by expressing each physical quantity in terms of its complex amplitude, ϕ̂(x, y, z),
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and frequency, ω, where the time-dependence is removed:

ϕ(x, y, z, t) = <
{
ϕ̂(x, y, z)eωt

}
. (3.12)

The Laplace equation, (3.6), and the boundary conditions, (3.8), (3.10) and (3.11), can therefore

be simplified to:

∇2ϕ̂ = 0 (3.13)
[
∂ϕ̂

∂z

]

z=−h
= 0 (3.14)

gη̂ + ω[ϕ̂]z=0 = 0 (3.15)
[
−ω2ϕ̂+ g

∂ϕ̂

∂z

]

z=0

= 0. (3.16)

By taking the further assumption of plane waves propagating along the x direction, as shown

in Fig. 3.1, an analytical solution of equations (3.13) to (3.16) can be found for the complex

amplitude of the velocity potential. Note that additional radiation conditions for x → ±∞ need

to be utilised for the uniqueness of the solution. The physical meaning of radiation conditions

consists of the selection of the solution of the boundary value problem describing divergent waves

with sources (real or fictitious) situated in a bounded domain [50].

Without delving too much into procedural details, which is beyond the scope of this thesis,

the solution for the velocity potential, when neglecting evanescent waves and only considering

propagating waves, is a superposition of harmonic solutions of the type:

ϕ̂(x, z) =
1 + e−2k(z+h)

1 + e−2kh
ekz
(
ae−kx + be+kx

)
, (3.17)

where a, b ∈ C and the angular wave number k is related to the angular frequency ω through the

following dispersion relationship:

ω2 = gk tanh(kh). (3.18)

An explicit expression for the free surface elevation can be derived directly from (3.17) and

(3.15):

η̂(x) = − ω
g
ϕ̂(x, z = 0) = − ωa

g
e−kx − ωb

g
e+kx, (3.19)

where the terms e∓kx denote a wave propagating, respectively, in the positive and negative x

direction. A time-domain expression for a wave propagating in the positive x direction only, can

easily be derived from (3.19), by setting b = 0:

η(x, t) = <
{
η̂(x)eωt

}
= A cos(ωt− kx+ α), (3.20)

where the amplitude and phase A,α ∈ R, related to the complex number ga/ω, are introduced

for ease of notation. In particular, it can be verified that A = |ωa/g| and α = ∠(ωa/g) + π/2.
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Equation (3.20) represents the steady-state solution for a harmonic ocean gravity wave prop-

agating in water of constant depth h, under the assumptions of ideal and irrotational fluid. The

wavelength λ = 2π/k is related to the frequency ω through the dispersion relationship, (3.18). The

phase velocity of the wave, due to the non-linearity of the dispersion relationship, also depends on

the frequency:

vp ,
ω

k
=
g

ω
tanh(kh), (3.21)

which means that ocean waves are dispersive. Waves at different frequencies propagate at different

velocities.

Note that the dispersion relationship (3.18), can be simplified when kh >> 1, which is termed

the deep water condition. Then,

ω2 ≈ gk ⇐⇒ kh >> 1. (3.22)

The error of the approximation tanh(kh) ≈ 1, in particular, is less than 1% for h > 0.5λ (note

that k = 2π/λ), that is when the water depth is greater than half the wavelength.

It can be shown that the small amplitude and small velocity assumptions, utilised for the

linearisation of the kinematic and dynamic boundary conditions, (3.10) and (3.11), are a good

approximation in deep water. In shallow water conditions, when kh << 1, the harmonic model of

the waves, given in (3.20), gives infinite velocities along the x direction, and is no longer valid [6].

Energy and power of regular waves

The propagation of mechanical waves, such as waves on water, is always associated with an

exchange between kinetic and potential energy. In the specific case of a gravity wave on water,

η(x, y, t), the potential energy, per unit area on the horizontal plane xy, is given by:

Ep(x, y, t) = ρghη(x, y, t) +
ρg

2
η(x, y, t)2, (3.23)

that is the product of the mass of water per unit area, ρg(h+ η), times the position of the centre

of mass, (h+ η)/2. The reference level is set to the mean water level, z = 0.

The time-average of (3.23) is given by:

Ep(x, y) = Ep(x, y, t) =
ρg

2
η2(x, y, t), (3.24)

and, for the particular case of a progressive harmonic wave, expressed in (3.20):

Ep(x) =
ρg

4
A2 , Ep

[
J

m2

]
, (3.25)

that is the time-average potential energy, per unit area, is constant and proportional to the square

of the wave amplitude A.

The kinetic energy per unit volume is half the mass per unit volume multiplied by the velocity

31



Chapter 3

squared:

Ek(x, y, z, t) =
1

2
ρ|~v(x, y, z, t)|2. (3.26)

Assuming a progressive harmonic wave, in deep water, the complex amplitude of the velocity is

directly derived, from the solution of the velocity potential (3.17), as:

~̂v(x, z) =
∂ϕ̂

∂x
î+

∂ϕ̂

∂z
~̂x = −kaekze−kx~̂x+ kaekze−kx~̂z, (3.27)

where ~̂x and ~̂z represent the unitary vectors in the direction of the x- and z-axis, respectively. The

time-average kinetic energy, per unit volume, is therefore given by:

Ek(x, z) = Ek(x, z, t) =
1

2
ρ · 1

2
|~̂v(x, z)|2 =

1

2
ρ · e2kzk2|a|2, (3.28)

and, by introducing the wave amplitude A = |ωa/g|:

Ek(x, z) =
1

2
ρ
k2g2

ω2
e2kzA2 =

ρω2

2
A2e2kz, (3.29)

where, in (3.30), the dispersion relation in deep water, (3.22), was utilised. By integrating eq.

(3.30) from z = −∞ to z = 0:

Ek(x) =

∫ 0

−∞
Ek(k, z)dz =

ρω2

4k
A2 =

ρg

4
A2 , Ek

[
J

m2

]
, (3.30)

the time-average kinetic energy per unit area is obtained. Note that Ek(x) = Ek is constant along

the direction of propagation and equals the time-average potential energy per unit area, Ep, as

from (3.24).

The total average energy, per unit area, of a progressive harmonic wave, is finally given as sum

of potential and kinetic energy:

E = Ep + Ek =
ρg

2
A2

[
J

m2

]
. (3.31)

Regarding the power associated with a travelling wave, it can be expressed as wave-energy

transport, or wave power per metre of wave front. In particular, it can be shown that, for a

progressive harmonic wave, the power carried by one metre of wave front may be written as [6]:

P = E · vg
[
W

m

]
, (3.32)

where E is the average energy per metre squared, given in (3.31), and vg is the group velocity,

defined as:

vg ,
dω

dk
=

g

2ω
·
[
1 +

2kh

sinh(2kh)

]
tanh(kh). (3.33)

While harmonic waves travel at the phase speed, the result in (3.32) may be interpreted as if the
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wave energy travels at the group speed. In the case of deep water, the group velocity approximates

half the phase velocity, vp, defined in (3.21):

vg ≈
g

2ω
=

1

2
vp ⇐⇒ kh >> 1, (3.34)

and it is possible to obtain an explicit expression of the average wave power, P , as a function of

the frequency, ω, or period, T = 2π/ω, and of the wave amplitude, A:

P =
ρg2

4ω
A2 =

ρg2

8π
A2T

[
W

m

]
. (3.35)

From (3.35), the average wave power per metre of wave front is proportional to the square of the

wave amplitude and linearly proportional to the wave period.

3.1.2 Irregular waves

The analysis of harmonic solutions for gravity waves on water, briefly introduced in Section

3.1.1, provides important insight into the fundamental properties of ocean waves. Real waves, how-

ever, are not harmonic or regular and different tools need to be introduced for their analysis. Given

their stochastic nature, in particular, ocean wave elevation records are treated as weakly-stationary

random processes [44], which means that their first- and second-order statistical properties do not

vary with time, at least over the length of an observations set (usually 20 or 30 minutes).

Given a random or irregular wave at a specific point of the sea, η(t), its average value is always

null, as ocean waves propagate only along the mean water surface, and its auto-correlation function

is defined as:

r(τ) = lim
T→∞

1

2T

∫ T

−T
η(t)η(t+ τ)dt. (3.36)

Note that r(τ) does not depend on the specific time t but only on the time-lag τ , due to the fact

that η(t) is weakly stationary. Also note that the auto-correlation function coincides with the

covariance function because of the zero mean. In particular, the value at τ = 0 represents the

second-order moment, or variance, of the signal:

r(0) ≡ E
{
η(t)2

}
= lim
T→∞

1

2T

∫ T

−T
η(t)2dt. (3.37)

Equations (3.36) and (3.37) are averaged over time as they assume that the wave elevation, η(t),

is a power signal, with infinite energy but finite average power, which is true for harmonic signals

such as a regular waves, in (3.20), or combinations of them. The variance, r(0), in particular, also

represents the average power of the signal. By extending Parseval theorem to power signals, it is

possible to express the variance as a function of the frequency [44]:

r(0) = lim
T→∞

1

2T

∫ T

−T
η(t)2dt = lim

T→∞
1

2T
· 1

2π

∫ +∞

−∞
|ΞT (ω)|2dω, (3.38)
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where ΞT (ω) is the Fourier transform of η(t), truncated at time ±T :

ΞT (ω) =

∫ +T

−T
η(t)e−ωtdt. (3.39)

By introducing the power spectral density, S(ω), defined as:

S(ω) = lim
T→∞

1

2πT
|ΞT (ω)|2, (3.40)

the average power of the signal, that equals its variance (since it is a power signal), can finally be

written as:

r(0) =
1

2

∫ +∞

−∞
S(ω)dω =

∫ +∞

0

S(ω)dω. (3.41)

Note that, in the last equivalence of (3.41), the fact that S(ω) is a real and even function by

definition, (3.40), is utilised.

The power spectral density S(ω), termed wave spectrum, represents the distribution, in the

frequency domain, of the average power (or variance) of the wave elevation. From the Wiener-

Khintchine theorem, the autocorrelation function, r(τ), and the power spectral density, S(ω), for

a weakly-stationary random process, like η(t), are a Fourier transform pair of the type [44]:

r(τ) =
1

2

∫ +∞

−∞
S(ω)e−ωτdω, (3.42)

where the coefficient 1/2 comes from the equivalence in (3.41). The relation in (3.42) is very useful

in the estimation of the spectral density from the data.

Given a random wave η(t), the time-averaged wave energy per metre squared, E, is proportional

to its variance (note that this is the average power of the signal, but it is physically interpreted as

average energy) [6]:

E = ρgη(t)2 = ρgr(0) = ρg

∫ +∞

0

S(ω)dω

[
J

m2

]
(3.43)

In the case of an harmonic wave of amplitude A, as in (3.20), the total variance is r(0) = A2/2, so

that (3.43) gives the same result found for harmonic waves, as in (3.31).

From a statistical analysis of waves in deep water, it was found that the distribution of the wave

elevation, η(t), is Gaussian around the zero mean [44]. A Gaussian, stationary random process is

only specified by its first- and second-order moment, and it can be thought of as a superposition

of independent processes at different frequencies. In the particular case of ocean waves, this means

that, in deep water, waves can be modelled as a superposition of independent harmonic waves:

η(x, t) =

∫ +∞

0

A(ω) cos(ωt− kx+ α(ω)), (3.44)

where the amplitude of the components, A(ω), is related to the magnitude of the spectrum, S(ω),

and to the energy associated with each regular wave.

Under the Gaussian assumption, the average wave power per metre of wave front can be cal-
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culated as the integral of the power associated with each regular wave:

P =
ρg2

2

∫ +∞

0

S(ω)

ω
dω

[
W

m

]
, (3.45)

where the power of the single harmonic components was calculated from the average energy times

the group speed at that frequency, g/(2ω) in deep water, as defined in (3.32).

In addition to the wave spectrum, some additional parameters have been introduced in order

to intuitively specify the main characteristics of an irregular or random wave. Such parameters

usually consist of different ways of expressing an average measure for the period and amplitude of

the wave. A wide variety of definitions exist both for the wave height (root-mean-squared height,

significant wave height, etc.) and for the wave period (mean zero-crossing period, energy period,

peak period, etc.). Throughout this thesis, the most common measures are adopted, these being

the significant wave height, Hs, and the energy period, Te, defined as:

Hs = 4
√
m0 (3.46)

Te = 2π
m−1
m0

. (3.47)

In (3.46) and (3.47), m0 and m−1 are the spectral moments of order 0 and −1:

mk =

∫ +∞

0

mkS(ω)dω, (3.48)

with m0 corresponding to the variance, r(0), of the wave. Another quantity that will be conve-

niently proposed is the peak period, Tp, defined as the value at which S(ω) is maximum:

Tp : S(ω = 2π/Tp) = max. (3.49)

Note that, more exactly, Hs is defined as the average height (double the amplitude, or peak-

to-trough height) of the highest third of the waves and it is only approximated by (3.46) within

certain assumptions, namely deep water and narrow-banded wave [44, 51]. However, the definition

(3.46), based on the spectral moment, sometimes referred to as Hm0, has become more adopted

in practice as significant wave height, because it is directly related to the energy and power of the

wave. Regarding the energy period Te, it can be though of as a weighted, average period, where

the energy of each regular waves composing the random wave represents the weight.

Based on (3.46) and (3.47), equivalent expressions for the average energy and power of an

irregular wave can be derived from (3.43) and (3.45):

E =
ρg

16
H2
s

[
J

m2

]
(3.50)

P =
ρg2

64π
H2
sTe

[
W

m

]
. (3.51)

Some remarks need to be pointed out about the validity and the completeness of the wave

spectrum as a tool to describe real ocean waves. In particular, it was mentioned that waves in

deep water are approximately Gaussian, so the the spectral density gives full information about
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the harmonic components of the wave, which are assumed to be independent of each other. In

intermediate to shallow water, the distribution of the wave elevation tends not to be Gaussian

and, at the same time, significant interaction (energy exchanges) between harmonic components

may be experienced. In such situations, higher-order (third, fourth order) statistical and spectral

analysis is necessary for a complete description of ocean waves [44].

Another assumption that was initially made regarding the weakly-stationarity of waves, at

least over the length of an observations record (20 or 30 minutes), requires clarification. Such an

assumption means that the wave spectrum is constant, that is the energy associated with each

harmonic component does not change with time. In reality the spectral distribution of real waves

is not constant, and mathematical tools such as the short-term Fourier transform or the Wavelet

transform can be used for a more complete analysis.

Methods for higher-order statistical analysis and for analysis of non-stationarity are not included

here, since stationary deep water waves will be assumed throughout most of the following Chapters,

and will only be introduced, when needed, in Section 6.3.

A final important point to be made is that the wave spectrum, discussed here, represents an

accumulation of the energy of all waves coming form various directions. In realty, wave energy

is usually spread over multiple directions of propagation. Information on wave directionality is

extremely significant for the design of marine systems, such as ships, ocean structures and wave

energy devices. The response of a system in a seaway, computed using a unidirectional wave

spectrum, is not only overestimated but the associated coupled responses induced by waves from

other directions are also disregarded [44]. The wave spectrum can be extended to the directional

spectrum, S(ω, θ), where an additional parameter, θ, accounts for the direction of the energy. Since

the rest of the thesis is focused on axi-symmetric systems, which equally respond to waves coming

from different directions, directional spectra are not dealt with any further.

Standard spectral shapes

From wave measurements, much statistical information has been obtained for the spectrum

and, in particular, it has been found that wave spectra have some general characteristics which

may be approximately described by semi-empirical mathematical relations [44]. Standard spectral

formulations relate the spectral shape to the main characteristics of the waves and associated

variables, such as average wind velocity, significant wave height, peak or energy period, etc. The

use of wave spectral distributions is crucial at the design stage of marine system, when it is

important to re-create any type of sea conditions that may occur in real seas, since a complete set

of real wave measurements is rarely available.

The simplest representation is the Pierson-Moskovitz spectrum, that represents a typical fully-

developed sea, completely specified by the average wind speed, U , at 19 m above the sea surface:

Spm(ω) =
Ag2

ω5
e
−B

g/U
ω

4

, (3.52)

where A = 8.10 × 10−3 and B = 0.74. Equivalent expressions in terms of the significant wave

height, Hs = 0.21U2/g, or peak frequency, ωp = 0.87g/U , can be obtained [44].
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In order to represent fully- as well as partially-developed seas, the Bretshneider spectrum was

defined in terms of significant wave height, Hs, and peak frequency, ωp, as:

Sbs(ω) =
1.25ω4

p

4ω5
H2
s e
−1.25

(ωp
ω

)4

. (3.53)

The peak frequency moves from higher to lower frequencies while the waves go from partially- to

fully-developed seas [44]. Note that the Bretshneider spectrum converges to the Pierson-Moskovitz

spectrum for ωp = 0.4
√
g/Hs and it is sometimes referred to as the two-parameter Pierson-

Moskovitz spectrum.

Numerous other standard formulations allow for more complex descriptions of the spectral

shapes. As an example, the JONSWAP spectrum [44] is able to describe wind-generated seas with

fetch limitations, as well as low-frequency and narrow-banded swells. A quite general formulation,

that will be adopted throughout some of the following Chapters, was proposed in [52] and [44]: The

6-parameter Ochi-Hubble spectral distribution gives the possibility of independently specifying the

peak frequency, ωp, the significant wave height, Hs, and the peakedness, λ, of two concurrent waves,

usually one at relatively high-frequency (local wind-waves) and one at relatively low-frequency

(swell):

Soh(ω) =
∑

j=1,2

(
4λj+1

4 ω4
p,j

)λj

Γ(λj)
·
H2
s,j

ω4λj+1
e
−
(

4λj+1

4

)
(
ωp,j
ω )

4

, (3.54)

where j = 1, 2 are the two components of the spectrum and Γ(·) is a Gamma function. The Ochi-

Hubble spectrum, therefore, can model double-peaked spectra, as well as single-peaked spectra (if

only j = 1 is considered), and contains both Bretshneider and Pierson-Moskovitz as specific cases.

Spectral formulations accounting for directional spreading of the wave energy were also proposed

[44], but are not considered here, as mentioned, since this thesis is focused on axi-symmeric systems,

where directionality of the incident wave is not important. The interested reader is referred to [44]

for a comprehensive coverage of standard spectral formulations.

Simulation of irregular waves

From the wave power spectrum, it is possible to simulate a time series of the wave elevation.

Standard spectral shapes, in particular, can be utilised for time-domain simulations of offshore

systems in any desired wave conditions, when no real data are available.

The problem of simulating time-series defined by its spectral density given in an analytical

form has been solved satisfactorily for rational power spectral densities [53, 54]. The time series is

simulated as the output of a linear filter excited by white noise, where the magnitude squared of

the filter represents the power spectral density. In the case of ocean waves, standard power spectral

densities, like (3.52), (3.53) or (3.54), are not rational and can only be approximated by a linear

transfer function. In [51], a second-order filter is proposed, where it is possible to specify the peak

frequency and the peakedness of the spectrum, while the significant wave height is related to the

variance of the input white noise and the area of the spectral density.

A more accurate approach to the simulation of time records with any given spectral distribution,
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given in parametric or non-parametric form, is proposed in [54], and it was successfully adopted

for the simulation of wave elevation time series [51]. The wave spectrum is approximated by

a periodogram of multi-sine time-series with deterministic amplitudes chosen so that, for a given

number of equally spaced frequencies in the range [0, 2π), the periodogram equals the original power

spectral density. It is demonstrated that, in order to get a stationary ergodic random process, the

phase shifts should be chosen with some well defined random properties [54]. Following such an

approach, a wave elevation record of N points, sampled at fs Hz, is generated as a superposition

of harmonic signals:

η(kTs) =

N/2∑

j=0

Aj sin(ωjk + αj), (3.55)

where the amplitudes Aj are specified by the spectral shape S(ωj), the phases αj , for j = 1, . . . N2 −
1, are randomly chosen from a uniform distribution in the interval [0, 2π), with αN/2 random,

Bernoulli distributed B
(
1
2 , {π/2, 3π/2}

)
(i.e. π/2 or 3π/2 with probability 1/2). [54]. The

minimum number of frequencies, N , equally spaced in the interval [0, πfs], is chosen such that the

statistical properties of random waves are maintained, which is related to the time lag after which

the auto-correlation r(τ), defined in (3.36), is approximately zero [54]. For real waves, because the

minimum N can be be quite small (correlation usually falls to zero after 1 or 2 wave periods), a

much bigger value is chosen, N = T · fs, so that the generated signal does not repeat itself over

the simulation time T .

3.2 Mechanical oscillators

In this Section, the basics of mechanical oscillating systems are presented. In particular, the

mathematical tools for the analysis of vibrations are described in the case of linear systems, and the

total effect of oscillations at different frequencies over the system are assumed to correspond to the

superposition of single effects. Sections 3.2.1 to 3.2.4 describe some basic oscillating systems with

their important features and introduce the analysis in the frequency domain. Section 3.2.5 focuses

on the transient phenomena which are neglected by the frequency domain description. Finally,

some considerations about the power absorbed by oscillators are given in Section 3.2.6. For a more

detailed discussion about oscillators, the reader is directed to [55] and [6].

38



Chapter 3

3.2.1 Free vibration with no dissipation

A mass, m, subjected uniquely to an elastic force and constrained to a move along a single

direction, x, obeys the following dynamic equation:

mẍ(t) + kx(t) = mv̇(t) + k

∫ t

−∞
v(τ)dτ = 0, (3.56)

where k is the stiffness of the restoring elastic force and v(t) = ẋ(t) is the velocity.

Equation (3.56) can also be rewritten as:

ẍ(t) + ω2
0x(t) = 0, (3.57)

where the natural frequency, ω0, is defined as:

ω0 =

√
k

m
(3.58)

The equation of motion in (3.57) is a second-order homogeneous differential equation with

constant coefficients, and its general solution is given by:

x(t) = C1e
jω0t + C2e

−jω0t, (3.59)

where the constants C1, C2 ∈ C are determined by the initial conditions on x(t) and its derivatives.

Clearly, x(t), according to the solution (3.59), shows a purely oscillatory movement at a fre-

quency ω0 that has been called, on purpose, the natural frequency of the system.

Note that the solution in (3.59) can also be expressed in complex-amplitude notation:

x̂(ω0) = Aeα ⇐⇒ x(t) = <
{
x̂ejω0t

}
, (3.60)

where amplitude and phase A,α ∈ R are related to C1 and C2 and, therefore, to the initial

conditions of the system.

3.2.2 Free vibration with linear damping

Now, consider the case of an oscillating system when it is subjected to an additional damping.

In particular, the damping force is supposed to be proportional to the oscillation velocity, via a

damping constant, b. The dynamics of such a system are described by:

mẍ(t) + bẋ(t) + kx(t) = mv̇(t) + bv(t) + k

∫ t

−∞
v(τ)dτ = 0, (3.61)

Equation (3.61) can also be rewritten as:

ẍ(t) + γẋ(t) + ω2
0x(t) = 0, (3.62)
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where the natural frequency, ω0, is defined as in (3.58) and the following parameter is introduced:

γ =
b

m
(3.63)

The general solution of the differential equation in (3.62) assumes the following form:

x(t) = C1e
λ1t + C2e

λ2t, (3.64)

where λ1,2 are the solutions of:

λ2 + γλ+ ω2
0 = 0, (3.65)

calculated as:

λ1,2 = −γ
2
± j
√
ω2
0 −

γ2

4
. (3.66)

If γ2/4 < ω2
0 , the motion is represented by a damped oscillation:

x(t) = Ae−
γ
2 t cos

(√
ω2
0 −

γ2

4
t+ α

)
, (3.67)

where the constants A and α depends on the initial conditions and are strictly related to constants

C1 and C2 of equation (3.64).

The oscillating system, if left in a position different from rest, will experience some damped

oscillation at a frequency lower than the natural frequency. The higher the damping the faster

the response decays to zero and the further the frequency of the oscillation is from the natural

frequency.

For an oscillating system it is useful to define the quality factor :

Q ,
ω0

γ
, (3.68)

closely related, from (3.67), to the number of oscillations after which the amplitude of the oscillation

falls off to 1/e-th of the initial amplitude. According to the range of values assumed by Q, different

situations can be identified:

• Q >> 1: Slow rate of dissipation of energy, relatively small damping.

√
ω2
0 −

γ2

4
= ω0

√
1− 1

4Q2
∼ ω0, for Q >> 1 (3.69)

• Q < 1
2 : Motion is no longer oscillatory!

ω2
0 <

γ2

4
(3.70)
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• Q = 1
2 : Critical damping or the threshold of oscillation.

ω2
0 =

γ2

4
⇒ x(t) = (C1 + C2t) e

−λ2 t (3.71)

3.2.3 Undamped oscillator with harmonic forcing

Consider an undamped oscillating system as described in Section 3.2.1, forced through an

harmonic input force:

mẍ(t) = −kx(t) + F0 cos(ωt). (3.72)

By introducing the natural frequency, ω0, as defined in (3.58):

ẍ(t) + ω2
0x(t) =

F0

m
cos(ωt). (3.73)

The periodic driving force, F0 cos(ωt), will try to impose its own frequency, ω, on the oscillator.

We have seen, in Section 3.2.1, that an oscillator, driven from its equilibrium position and then left

to itself, will oscillate with its natural frequency ω0. We must expect, therefore, that the actual

motion is a superposition of oscillations at the two frequencies ω0 and ω.

In steady state, only forced oscillation will be present, but note that an undamped oscillating

system never reaches the steady state condition and the natural oscillation never dies out, as from

(3.59). It is interesting, however, to start by analysing the steady state solution solely (the transient

will be treated in Section 3.2.5). We seek an oscillatory motion with same frequency, ω, as the

input force:

x(t) = A cos(ωt+ α), (3.74)

or, in complex-amplitude notation:

x̂ = Aeα. (3.75)

The equation of motion, (3.73), can also be written in terms of the complex amplitude:

−ω2Aeα + ω2
0Ae

α =
F0

m
, (3.76)

where ˆ̇x = ωx̂. From (3.76), the steady-state motion of the system results as:

x̂ =
F0/m

ω2
0 − ω2

= Aeα, (3.77)
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Figure 3.2: Amplitude and phase response of the position of an undamped mechanical oscillator
to an external harmonic force.

with

A = A(ω) =

∣∣∣∣
F0/m

ω2
0 − ω2

∣∣∣∣ (3.78)

α = α(ω) =

{
0, ω < ω0

− π, ω > ω0

(3.79)

Note that A(ω) and α(ω) can be interpreted as amplitude and phase response of the system,

which determine the amplitude and phase lag of the motion with respect to the input harmonic

force. From (3.77) and Fig. 3.2, the amplitude of the motion increases as the excitation frequency ω

approaches the natural frequency of the system ω0. At resonance, i.e. when ω ≡ ω0, the amplitude

tends to infinity.

3.2.4 Forced oscillations with damping

A damped oscillator, subjected to an external harmonic force, is described by the following

dynamics:

mẍ(t) = −bẋ(t)− kx(t) + F0 cos(ωt) (3.80)

and, introducing ω0 and γ, defined in (3.58) and (3.63) respectively, we get:

ẍ(t) + γẋ(t) + ω2
0x(t) =

F0

m
cos(ωt). (3.81)

The focus, here, is on steady-state motion, so that a solution in terms of the complex amplitude

can be sought:

−ω2x̂+ ωγx̂+ ω2
0 x̂ =

F0

m
, (3.82)
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which is verified if

x̂ =
F0/m

ω2
0 − ω2 + ωγ

= A(ω)eα(ω), (3.83)

with

A(ω) =
F0/m√

(ω2
0 − ω2)2 + (γω)2

(3.84)

tanα(ω) = − γω

ω2
0 − ω2

. (3.85)

Note that, as also shown in Fig. 3.3, the maximum amplitude of the oscillation is not obtained

at resonance ω = ω0 but, due to the damping, at a frequency ωm, such that:

A(ω = ωm) = max, (3.86)

which is verified when the denominator is a minimum:

∂

∂ω2

√
(ω2

0 − ω2)2 + (γω)2 = 0, (3.87)

that simplifies to:

∂

∂ω2

[
(ω2

0 − ω2)2 + (γω)2
]

= 0⇔ ω2
m = ω2

0 −
γ2

2
⇒ ωm =

√
ω2
0 −

γ2

2
(3.88)

Note that the frequency, ωm, for which the amplitude of the forced oscillation, at steady state, is

maximum equals the oscillation of the damped free oscillation, found in (3.67).

At resonance (ω = ω0), it can be verified that the velocity is in phase with the input force and

its amplitude is a maximum, as shown in Fig. 3.3(b). In fact, from (3.83), the following expression

for the oscillation velocity can be derived:

v̂ =
F0/m

γ + ω

(
1− ω2

0

ω2

) =
F0

b+ ω

(
m− k

ω2

) =
ωF0/m√

(ω2
0 − ω2) + (γω)2

e
π
2 +α(ω), (3.89)

and, at resonance:

π

2
+ α(ω = ω0) = 0 (3.90)

∂

∂ω2

[(
ω2
0

ω2
− 1

)2

ω2 + γ2

]

ω=ω0

= 0. (3.91)
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Figure 3.3: (a) Position and (b) Velocity frequency response of a damped mechanical oscillator to
an external harmonic force.

3.2.5 Transient phenomena

The solution analysed in Sections 3.2.3 and 3.2.4, for oscillators subjected to an external har-

monic excitation, uniquely regards the steady state and neglects anything that may happen during

the transient time, defined as difference between full response of the system and steady-state re-

sponse (note that there is no transient if initial conditions match the steady-state response). The

methodology adopted to find the solutions of the motion, in fact, can be generalised as a method

in the frequency domain, which is known to take into account only the steady state.

In order to consider the transient motion of the system, it is required that the representative

differential equations, (3.73) and (3.81) in this case, are mathematically solved in the time domain.

Consider, first, the undamped oscillator:

ẍ(t) + ω2
0x(t) = F0 cos(ωt). (3.92)

The general solution of a second order differential equation with constant coefficients is given by

x(t) = xo(t) + xp(t), (3.93)

sum of the general solution of the homogeneous equation, xo(t), and a particular solution of the

complete equation, xp(t). From the results in (3.59) (free undamped oscillation corresponds to the

homogeneous problem) and in (3.77) (particular solution of the non-homogeneous equation):

x(t) = A cos(ω0t+ α) +
F0/m

ω2
0 − ω2

cos(ωt) (3.94)
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The solution in (3.94), as expected, is a superposition of a transient (infinitely long in this case)

oscillation at the natural frequency, whose parameters A and α depend on the initial conditions,

and a steady state oscillation at the excitation frequency ω, independent from the initial conditions

and only related to the excitation and the properties of the system.

The damped oscillator is described by the following differential equation:

ẍ(t) + γẋ(t) + ω2
0x(t) = F0 cos(ωt) (3.95)

and the general solution is directly derived from (3.62) and (3.83):

x(t) = Be−
γ
2 t cos(ωmt+ β) +

F0/m√
(ω2

0 − ω2) + (γω)2
cos

[
ωt− arctan

(
γω

ω2
0 − ω2

)]
(3.96)

The solution (3.96) is the superposition of a transient oscillation at a frequency ωm =
√
ω2
0 − γ2/4,

specified by the parameters B and β, from the initial conditions, and a steady-state oscillation at

the frequency of the excitation, independent of the initial conditions.

Note that for relatively high damping, γ, the system quickly approaches steady-state conditions,

although the amplitude and velocity, for a given frequency, tend to be smaller.

3.2.6 Power absorbed by an oscillator

The power, P (t), transmitted to an oscillator through an input force, f(t), is:

P (t) = f(t)ẋ(t) = f(t)v(t), (3.97)

where v(t) is the oscillation velocity.

As for the analysis of forced oscillating systems, in Sections 3.2.3 and 3.2.4, harmonic excitation

forces are considered, of the type:

f(t) = F0 cos(ωt) (3.98)

In the case of the undamped oscillator, the steady-state oscillation velocity can be directly

derived from (3.77):

v(t) = − F0/m

ω2
0 − ω

ω sin(ωt), (3.99)

where m is the mass of the system and ω0 =
√
k/m is its natural frequency, dependant on the

stiffness k. The correspondent power, in steady state, will be:

P (t) = − ωF
2
0 /m

ω2
0 − ω2

sin(ωt) cos(ωt) = −1

2

ωF 2
0 /m

ω2
0 − ω2

sin(2ωt) (3.100)

Consequently, the average power P is:

P = E{P (t)} = 0 (3.101)
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Energy is fed into the system during 1/4 of cycle and is taken out during the following 1/4 of cycle.

No energy is permanently absorbed by the oscillator.

In the case of a damped oscillator, the velocity, by taking the derivation of (3.83), is:

v(t) = − ωF0/m√
(ω2

0 − ω2) + (γω)2
sin[ωt− α(ω)] =

− F0ω0/k√(
ω0

ω
− ω

ω0

)
+

1

Q2

sin[ωt − α(ω)], (3.102)

where α(ω) is given in (3.85) and Q = ω0/γ is the quality factor, dependant on the damping

coefficient γ and on the natural frequency, ω0, of the oscillator.

The resulting power, in steady state, is:

P (t) = −F0v0 cos(ωt) [sin(ωt) cosα− cos(ωt) sinα] =

− (F0v0 cosα) sin(ωt) cos(ωt) + (F0v0 sinα) cos2(ωt), (3.103)

where the amplitude of the oscillation velocity, v0, has been introduced and is a function of the

frequency, ω, of the excitation:

v0 = v0(ω) =
F0ω0/k√(

ω0

ω
− ω

ω0

)
+

1

Q2

. (3.104)

The average power delivered to the system over a period is:

P =

∫ 2π/ω

0

P (t)dt =
1

2
F0v0 sinα, (3.105)

which is a function of frequency and, based on (3.104), can be expanded as follows:

P = P (ω) =
F 2
0 ω0

2Qk
· 1
(
ω0

ω
− ω

ω0

)2

+
1

Q2

. (3.106)

In this case, some power is permanently delivered to the system, due to the damping, and this

is a maximum at resonance, ω = ω0. The average power approaches zero for very low and very

high frequencies, and except for very low quality factors, Q, it is nearly symmetrical about the

maximum. Figure 3.4 shows the behavior of the power curve, P (ω), for some values of the quality

factor Q.

It is convenient to define a bandwidth for the different power curves, as a function of the

frequency, by taking the difference between those values of ω for which the power input is half of

the maximum value [55]. In order to find a useful expression for it, note that for values of ω close

to the natural frequency ω0:

ω0

ω
− ω

ω0
=

(ω0 + ω)(ω0 − ω)

ωω0
' 2(ω0 − ω)

ω0
, for ω ' ω0. (3.107)
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Figure 3.4: Average power transferred to a damped mechanical oscillator from an external harmonic
force [55].

The average power, P (ω), can, therefore, be approximated in the proximity of the natural fre-

quency, as:

P (ω) ' F 2
0 ω0

2kQ
· ω2

0

4(ω0 − ω)2 +
ω2
0

Q2

=

γF 2
0

2m
· 1

4(ω0 − ω)2 + γ2
, for ω ' ω0. (3.108)

It can finally be verified that:

P (ω0 ±∆ω) =
1

2
P (ω0)⇔ 4(∆ω)2 ' γ2 ⇒ 2∆ω ' ω0

Q
(3.109)

The width of the resonance curve for the forced damped oscillator is approximately equal to the

reciprocal of the time needed for the free oscillations to decay to 1/e-th of their initial energy. The

higher the quality factor, the narrower the power curve, as shown in Fig. 3.4.

A narrow resonance corresponds to a slow decay of the free oscillations:

2∆ω

ω0
<< 1⇔ Q >> 1. (3.110)
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Figure 3.5: Typical oscillating bodies for wave energy conversion: (a) Bottom-referenced floating
body; (b) Self-reacting bodies.

3.3 Oscillating bodies interacting with waves

In order to obtain energy conversion, the wave force acting on a WEC, consisting of oscillating

bodies, needs to react against an opposition, which can be a fixed point (on the seabed or on the

shore) or another body performing a different oscillation [56]. In this Section, the typical linear

model of a bottom-referenced floating system, constrained to move in one degree of freedom, as

shown in Fig. 3.5(a), is presented. In [56], it was shown how the model of a two-body WEC, of the

type in Fig. 3.5(b), can be converted into an equivalent one-body model, whose heaving velocity

is the relative velocity between the two bodies and the excitation force is an equivalent excitation

force, which is a combination of the wave forces acting on the two bodies. The formal discussion

of the present Section can, therefore, be generalised to WECs consisting of two-body systems.

In Section 3.3.1, the hydrodynamic model of the system in Fig. 3.5(a), which will be used

throughout the following Chapters, will be introduced. Since the model is linear, a frequency-

domain analysis is carried out in Section 3.3.2 to highlight the main characteristics. Section 3.3.3

proposes an analysis in the time-domain that gives more insight into the floating system, which is

based on a finite-order approximation.

3.3.1 Hydrodynamic model

The dynamics of a floating rigid body of mass m, constrained to move in the heave direction

(normal direction with respect to the water surface) only, and subjected to the external force from

incident waves, results from the following balance of forces [6]:

mẍ(t) = fw(t) + fb(t) + fv(t), (3.111)

where x(t) the vertical excursion with respect to equilibrium, fw(t) is the hydrodynamic force

due to the interaction with waves, fb(t) is an hydrostatic force due to the equilibrium between
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buoyancy and gravity, and fv(t) represents losses due to viscosity.

According to linear potential theory [6], the wave-induced force is linearly decomposed into

excitation force fex(t), that is the wave force when the system is supposed to be fixed, and the

radiation force fr(t), due to the wave radiated when the body is moving:

fw(t) = fex(t) + fr(t). (3.112)

The excitation force is modelled as the output of a Single-input single-output (SISO) system:

fex(t) =

∫ t

−∞
hex(τ)η(t− τ), (3.113)

where the input is the incident the wave elevation, η(t), and hex(t) is the impulse-response function,

related to the geometry of the floating body. In the frequency domain:

Fex(ω) = Hex(ω)Ξ(ω), (3.114)

where Hex(ω) is the excitation filter, the Fourier transform of hex(t), and Ξ(ω) is the Fourier

transform of the incident wave elevation, η(t). It is important to mention that the system in

(3.113) is non-causal, so that it cannot be implemented in real-time as the excitation force depends

on future values of the incident wave. The reason behind the non-causality is in the selection of

incident wave elevation as an input, which is a convenient conceptual simplification. The real

cause of the excitation force, in fact, is the hydrodynamic pressure on the body’s wet surface, as

discussed in [57].

The radiation force, fr(t), is the force required by the floating body in order to radiate waves

as a result of its motion. Within linear potential theory, fr is the output of a SISO system whose

input is the oscillation velocity of the body, v(t) = ẋ(t):

fr(t) = −
∫ t

−∞
zr(τ)v(t− τ). (3.115)

In (3.115), the impulse-response function zr(t) is the inverse-Fourier transform of the radiation

impedance, Zr(ω), of the floating system:

Zr(ω) = F {zr(t)} = B(ω) + ωMa(ω), (3.116)

usually decomposed into its real part, B(ω), termed the radiation resistance, and its imaginary

part, ωMa(ω), where Ma(ω) is termed added mass. The added mass, in general, does not go to zero

in the limit ω →∞, so that the Fourier transform in (3.116) can only be defined in a generalised

sense:

zr(t) = hr(t) +Ma(∞)
d

dt
δ(t) =

F−1 {B(ω) + ω [Ma(ω)−Ma(∞)]} + F−1 {ωMa(∞)} , (3.117)

where the singularity Ma(∞) = limω→∞Ma(ω) is separated from the radiation impedance, δ(t) is
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a Dirac’s delta distribution, and:

Hr(ω) = F {hr(t)} = B(ω) + ω [Ma(ω)−Ma(∞)] (3.118)

is a well-defined Fourier transform. The radiation force, in the time domain, is therefore alterna-

tively expressed as:

fr(t) = −
∫ t

−∞
hr(τ)v(t− τ)−Ma(∞)v̇(t). (3.119)

An important property about the radiation is given by the fact that hr(t) is a real function (velocity

and radiation force are real), so that its Fourier transform, Hr(ω), has a even real part and an

odd imaginary part. As a result the radiation resistance, B(ω), and the added mass after the

singularity is removed, Ma(ω)−Ma(∞), are both real and even functions in the frequency domain

and are related to each other through the Kramers-Kronig relation [6]:

B(ω) =
2ω2

π

∫ +∞

0

Ma(ς)−Ma(∞)

ω2 − ς2 dς. (3.120)

The imbalance between gravity and buoyancy, that will be called net buoyancy force, fb, is

modelled as a constant proportional to the vertical displacement from equilibrium [6]:

fb(t) = −Kbx(t), (3.121)

where Kb is the constant of buoyancy. Equation (3.121) is an approximation that is valid for small

displacements and for floating bodies whose horizontal Section is small compared to the wavelength

of the incident wave (small-body approximation) [6]. Under the stated assumptions, the constant

Kb is related to the average water plane area, Sw, of the floating system [6]:

Kb = ρgSw, (3.122)

although, in reality, the instantaneous water plane area, changing with the vertical displacement

but also with the evolution of the incident wave, should be considered.

The remaining force in (3.111) models viscous forces, fv(t), and is assumed to be linear, through

a loss resistance Kv, with the velocity:

fv(t) = −Kvẋ(t). (3.123)

Equation (3.123) is a simplification, for small velocities, that keeps the model linear and enables a

frequency-domain analysis. Friction losses, however, are more accurately modelled as a quadratic

function of the velocity [57, 51].

Inserting expressions (3.115), (3.121) and (3.123) ino the general equation of motion, (3.111),

the following dynamic equation for the heaving rigid-body is obtained, firstly proposed in [58]:

mẍ(t) +m∞ẍ(t) +

∫ +∞

0

hr(τ)ẋ(t− τ)dτ +Kvẋ(t) +Kbx(t) = fex(t), (3.124)
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where m∞= Ma(∞) and the excitation force, defined in (3.113), has been left unspecified so that

a causal force-to-displacement SISO system is obtained. Note that (3.124) is very similar to the

model of a mass-spring-damper mechanical oscillator driven by an external force, given in (3.81).

In the floating body, the damping is given by the radiation convolution term and by the loss-

coefficient Kv, while the spring effect is given by the net-buoyancy force and, therefore, by the

coefficient Kb. The analogy will be clearer in the frequency-domain analysis discussed in Section

3.3.2.

Identification of the hydrodynamic parameters

The radiation and excitation properties of the floating body, as from (3.114) and (3.116),

are defined by the hydrodynamic transfer functions Zr(ω) and Hex(ω). Unfortunately, it is not

possible, in general, to avail of an explicit expression of such properties. Zr(ω) and Hex(ω) can

only be calculated numerically, for some frequencies, once the geometry of the system is specified.

The parameters of the floating systems that will be utilised in this work are calculated through

the hydrodynamic software WAMIT [59]. WAMIT is a computer program based on the linear and

second-order potential theory for analysing floating or submerged bodies, in the presence of ocean

waves. The calculation of the hydrodynamic coefficients is based on the panel method, where the

geometry of the body is represented by an ensemble of flat quadrilateral panels, or facets, and the

solutions for the velocity potential are approximated by piecewise constant values on each panel

[60]. As an alternative, WAMIT also offers a higher-order method, where the body surface is

defined by one or more patches, each one representing a smooth continuous surface in space and

such that the ensemble of all patches represents the complete body surface (or one half or quarter

of that surface, if one or two planes of symmetry exist) [60].

The higher-order method was developed in order to overcome some of the main limitations of

the panel method, some of which are: the need for large numbers of panel for complex geometries

(e.g. large volumes, sharp corners) and the difficulties in obtaining accurate point-wise values of

the derivatives of the potential on the body [61]. As a result, the higher-order method allows the

achievement of accurate results with rapid convergence [61], and will be chosen for the resolution

of the hydrodynamics of the systems used as examples throughout this thesis.

Figure 3.6 shows an example of results calculated by WAMIT, using the higher-order method,

for a heaving cylinder of radius R = 5 m, height H = 25 m and mass M = 1.62 × 106 Kg. The

draught of the cylinder, or height of its submerged part when at equilibrium, is h = 20 m. The

mass distribution is not uniform and such that the centre of gravity, at equilibrium, is 12 m under

the mean water level (below the centre of buoyancy). The radiation impedance, Zr(ω), is shown

in Fig. 3.6(a) in terms of radiation resistance, B(ω), and added mass, Ma(ω). Note that the

added mass does not go to zero in the limit ω → ∞, as expected. The excitation filter, Hex(ω),

shown in Fig. 3.6(b) in terms of magnitude and phase, is clearly non-causal, as expected, due to

its monotonically-increasing phase response.

The IDFT [62] can be utilised to derive the impulse responses of the time-domain model in

(3.124). Fig. 3.7 shows the radiation kernel, hr(t), and the excitation kernel, hex(t), defined in

equations (3.117) and (3.113), and calculated from the frequency-domain results in Fig. 3.6. Note

the non-causality of hex(t), which has non-zero values for t < 0. Also note that, because Hr(ω)
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Figure 3.6: Hydrodynamic parameters of a cylinder with radius R = 5 m, draught h = 20 m,
height H = 25 m and mass M = 1.62× 106 Kg: (a) radiation resistance, B(ω), and added mass,
Ma(ω); (b) excitation filter Hex(ω).

and Hex(ω) have a limited support in the frequency domain, zero-padding can be applied in order

to obtain an impulse response at any desired sampling frequency.
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Figure 3.7: Impulse responses calculated from IDFT of hydrodynamic parameters of Fig. 3.6: (a)
radiation, hr(t); (b) excitation, hex(t).
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3.3.2 Frequency-domain analysis

By applying the Fourier transform to (3.124), with zero-initial conditions, x(0) = v(0) = 0, the

following equation is obtained:

−ω2(m+m∞)X(ω) + ω [Hr(ω) +Kv]X(ω) + ωKb

[
1

ω
+ πδ(ω)

]
X(ω) = Fex(ω), (3.125)

which can be simplified for ω 6= 0:

−ω2(m+m∞)X(ω) + ω [Hr(ω) +Kv]X(ω) +KbX(ω) = Fex(ω) (3.126)

In (3.126), X(ω) = F {x(t)} represents the Fourier transform of the generic time-domain func-

tion x(t), namely X(ω) = F{x(t)}. Note that a Dirac delta function, δ(ω), has been introduced in

(3.125), in the Fourier transform of the buoyancy force, in order to maintain the physical causality

of the relationship [57].

By separating the radiation transfer function, Hr(ω), defined in (3.118), into radiation resis-

tance and added mass, we can express the following relation, from (3.126), between the vertical

excursion and the excitation force:

X(ω)

Fex(ω)
=

1

Kb − ω2 [m+m∞ +ma(ω)] + ω [B(ω) +Kv]
, (3.127)

where the added mass at infinite frequency is written as m∞ , Ma(∞) and ma(ω) , Ma(ω) −
Ma(∞).

As a consequence, the velocity response to the excitation force is defined as:

V (ω)

Fex(ω)
, ω

X(ω)

Fex(ω)
=

1

B(ω) +Kv + ω

[
m+m∞ +ma(ω)− Kb

ω2

] (3.128)

The quantity in the denominator of (3.128) is conveniently defined as the intrinsic mechanical

impedance, Zi(ω), only related to the properties of the floating body:

Zi(ω) = B(ω) +Kv + ω

[
m+m∞ +ma(ω)− Kb

ω2

]
, (3.129)

so that the force-to-velocity system can be written as:

V (ω) =
1

Zi(ω)
Fex(ω). (3.130)

Note that (3.128) is very similar to the velocity response of a mechanical oscillator, as from

(3.89). In particular, the heaving body in water can be thought of as a mass-spring-damper

oscillator where the damping is given by the radiation resistance and the loss-coefficient, B(ω) +

Kv, the mass is given by the mass of the body plus some added mass due to the radiation,

m+ma(ω) +m∞, and the spring is represented by the constant of buoyancy Kb. The properties

of mechanical oscillators, discussed in Section 3.2, can therefore be generalised to a floating body

in one degree of freedom.
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In particular, a natural frequency of the system can be defined such that at resonance, when

the frequency of the excitation equals the natural frequency, the velocity is a maximum and is in

phase with the external force, so that also the transmitted power is a maximum, as pointed out

in Section 3.2.6. The velocity response, or power, from Fig. 3.4, is more narrow-banded and has

a higher peak for decreasing damping. In addition, the natural frequency gives information about

the transient response of the system, which is an oscillation close to such frequency (also depending

on the damping), superimposed on an oscillation at the frequency of the excitation, as from (3.96)

and the discussion in Section 3.2.5.

However, the frequency-dependance of the radiation impedance, and therefore of added mass,

ma(ω), and radiation resistance, B(ω), together with the fact that an analytical expression in

the frequency-domain is not available in general, complicates the definition of natural frequency

and its association to the aforementioned properties. It’s easy to the deduce that the conditions

of maximum velocity, zero-phase with the excitation force, and maximum power may happen, in

general, at different frequencies, depending on the shape of ma(ω) and B(ω) !

In practice, however, and particularly for floating bodies of interest to the wave energy com-

munity, that is bodies that respond well to typical waves, the values of ma(ω) and B(ω) are quite

small, when compared to the mass and the spring term of the system. The natural frequency can

therefore be well approximated as [49]:

ω0 ≈
√

Kb

m+m∞
, (3.131)

very similar to the definition, given in (3.58), for a mechanical oscillator. The approximation

(3.131) will be more accurate the smaller the radiation damping is, that is the narrower is the

bandwidth of the system’s response. Fig. 3.8 compares the velocity response of two heaving

cylinders with very different bandwidth. The resonance frequency, calculated from (3.131), is also

shown. For the narrow-banded system, Fig. 3.8(a), the velocity is a maximum and in phase with

the excitation force approximately at resonance, while for the wider-banded case, shown in Fig.

3.8(b), maximum velocity and zero-phase lag are at a slightly different frequency than ω0. The

difference is, however, negligible in the latter case as well and the approximation in (3.131) will be

valid for any floating system analysed throughout the present thesis.

Transmitted power

As carried out for the mechanical oscillators, in Section 3.2, the average power transmitted to

the wave/body system by an external force can be calculated, in the frequency domain, from:

Pex(ω) =
1

2
<{Fex(ω)V (ω)∗} , (3.132)
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Figure 3.8: Velocity response of two floating cylinders in heave: (a) radius R = 5 m, draught
h = 20 m, mass M = 1.62× 106 Kg; (b) radius R = 6 m, draught h = 2 m, mass M = 0.28× 106

Kg.

and, by using the dynamic equation (3.130):

Pex(ω) =
1

2
<
{

1

Zi(ω)∗
Fex(ω)Fex(ω)∗

}
=

1

2

B(ω) +Kv

[B(ω) +Kv]
2

+ ω2

[
m+m∞ +ma(ω)− Kb

ω2

]2 |Fex(ω)|2. (3.133)

The power transmitted to the floating system, or excitation power, Pex(ω), is completely dissi-

pated in radiation and viscous losses, that contribute to the total damping of the system, B(ω)+Kv.

It can be verified easily, in fact, that:

Pr(ω) + Pv(ω) = −1

2
<{Fr(ω)V (ω)∗} − 1

2
<{Fv(ω)V (ω)∗} = Pex(ω), (3.134)

where Pr(ω) is the average power lost in radiation and Pv(ω) is the power due to viscous losses.

The expression for the excitation power, (3.133), is similar to the power transmitted to a

mechanical oscillator, given in (3.32), and has a resonant behavior like the one given in Fig. 3.4;

it is maximum at resonance and it gets narrower and more peaked for lower damping (given by

viscosity and radiation in this case). Again, due to the frequency-dependence of the radiation

impedance, the maximum power is not obtained, in general, at the same frequency for which the

velocity is a maximum. But in practice, the peak power is approximately at the frequency ω0,

as defined in (3.131), where the velocity is (approximately) a maximum and in phase with the

excitation force.

It is more useful, in general, to express the power transmitted to the system by the incident

wave, rather than by the wave excitation force. From (3.133), and by using (3.114), it is possible
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to write:

Pex(ω) =
1

2

[B(ω) +Kv] |Hex(ω)|2

[B(ω) +Kv]
2

+ ω2

[
m+m∞ +ma(ω)− Kb

ω2

]2 |Ξ(ω)|2. (3.135)

Note that |Ξ(ω)|2 can be interpreted as the power spectral density of the wave elevation, given in

(3.40), so that (3.135) expresses the power transmitted to the floating system as a function of the

wave spectrum.

Note that the maximum of the excitation power with respect to the incident waves, due to the

presence of the frequency-dependent filter Hex(ω), can happen at a frequency different than the

maximum of Pex(ω) with respect to the wave force. This means that, in theory, maximum power

transfer from the waves to the system may not happen at resonance. The excitation filter, Hex(ω),

however, is related to the radiation impedance, Z(ω), in such a way that both maxima occur

approximately at the natural frequency, ω0, as defined in (3.131). Again, such an approximation

is more accurate the smaller the radiation damping or the narrower the bandwidth of the system.

Refer to [49, 6] for a detailed analysis about the relation between excitation and radiation properties

of a floating structure.

3.3.3 Finite-order approximation and time-domain analysis

The general equation of motion for a floating body in water, expressed in (3.124), is an integro-

differential equation, due to the presence of the convolution integral modelling the radiation force.

The frequency-domain analysis, proposed in Section 3.3.2, is very useful for understanding the

main characteristics of the system, but it only gives information about the steady-state response.

For a more complete understanding of the behavior of the floating body, a time-domain analysis

of equation (3.124) should be carried out.

As also underlined in [58], where the integro-differential equation of motion of a floating system

was first proposed, while a valid and complete tool for simulation, the integro-differential time-

domain model is not directly suitable for analysis purposes. An explicit solution of the motion of the

floating body, in fact, can only be found for specific forms of the convolution integral. However, as

explained in Section 3.3.1, the radiation impedance, in general, is only known numerically for some

frequencies, and the corresponding kernel function is only known numerically. As a consequence,

the full motion of a floating body, in the time-domain, can only be resolved numerically, which

makes it difficult to propose an analysis of the type discussed in Section 3.2.5, when dealing with

simple mechanical oscillators.

It is possible, however, at least for analysis purposes, to determine a finite-order approximation

of the radiation, and therefore to approximate the integro-differential equation of motion with a

finite-order differential equation, for which it is always possible to express an analytical solution.

The approximation of the model of the floating system with a transfer function is also particularly

useful for the design of the controller of a WEC, which is the focus of Chapters 7 and 8.
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Radiation identification and modal analysis

The identification of a finite-order system to model the radiation is a well developed topic in

the area of offshore and marine structures.

A typical method for the extraction of the natural modes of a system from the transient

response was proposed in [63], based on Prony’s approximation method [64]. Prony’s method was

successfully implemented in wave energy and consists of expressing the radiation impulse response

as a summation of a finite number of complex exponentials [12]:

I(t) ,
∫ t

−∞
hr(τ)v(t− τ)dτ ≈

∫ t

−∞

n∑

k=1

Rke
pkτv(t− τ)dτ, (3.136)

where Rk, pk ∈ C represent the residuals and poles of the correspondent transfer function [63]. The

number of exponentials, n, represents the order of the approximation.

For the specific problem of the identification of the radiation’s model of an offshore structure,

alternative time-domain methods, based on state-space models, and frequency-domain methods

are compared with Prony’s method in [65, 66]. Particularly in [66], it is concluded that a direct

identification of a transfer function in the frequency domain better suits the problem, at it allows the

easy specification of some physical constraints. A frequency-domain identification of the radiation

was also proposed in [67] and [68].

The radiation frequency response Hr(ω), defined in (3.118) and known for some frequencies ωj ,

j = 1, . . . N , is approximated by a finite-order transfer function of order n:

Ĥr(s) =
bms

m + bm−1sm−1 + . . .+ b1s+ b0
sn + an−1sn−1 + . . .+ a1s+ a0

=
B(s)

A(s)
. (3.137)

The n+m+1 parameters, ϑ = [bm, bm−1, . . . b1, b0, an−1, an−2, . . . a1, a0], of the transfer function

Ĥr(s) are calculated from the minimisation of the following non-linear cost function, as proposed

by Levy [69]:

ϑ = min
ϑ

N∑

k=1

wk

∣∣∣∣Hr(ωk)− B(s = ωk)

A(s = ωk)

∣∣∣∣
2

, (3.138)

where Hr(ωj) are the hydrodynamic data and wk is some weighting function. The range of pos-

sibilities for the structure of the transfer function in (3.137) can be restricted by exploiting some

prior knowledge about the radiation. From [66], Ĥr(s) has to have at least one zero at s = 0

(b0 = 0), unitary relative degree m = n−1, and has to be Bounded-input bounded-output (BIBO)

stable (roots of A(s) have negative real parts). An additional property of the radiation is passivity,

that is that Hr(ω) is a real positive function, or <{Hr(ω)} ≥ 0 ∀ω. Unfortunately, passivity can

only be imposed in the optimisation procedure via a non-linear constraint, that makes the problem

non-convex and difficult to be solved. As proposed in [66], a better alternative consists of verifying

the passivity after the identification, and eventually enforcing it a posteriori by varying some of the

parameters [70]. A toolbox, for the solution of the optimisation problem in (3.138), was developed

by Perez and Fossen [71].

Once a finite-order approximation of the radiation impedance, namely Hr(s) ≈ Hr(ω), has
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Figure 3.9: Finite-order approximation of the model of the heaving cylinder in Fig. 3.6: (a)
Radiation identification with model of order; (b) Finite-order approximation of force-to-velocity
system.

been identified, the floating system in (3.124) can be written as the finite-order SISO system:

V (s)

Fex(s)
=

s

s2(m+M∞) + sHr(s) +Kb
,

1

Zi(s)
, (3.139)

where 1/Zi(s) is the transfer function of order n + 2, where n is the order of Hr(s), and where

zero-initial conditions are assumed.

By expressing the identified transfer function in a partial fraction expansion:

1

Zi(s)
=

n+2∑

k=1

Rk
s− pk

, (3.140)

where Rk, pk ∈ C are the residuals and poles of 1/Zi(s), an analogue to Prony’s approximation, in

(3.136), can be obtained, where the impulse response of the radiation is a superposition of complex

exponentials. Given that the signals involved, force and velocity, are real, the poles can only be

real or complex-conjugate pairs, thus yielding, respectively, exponential or harmonic modes [72].

What is convenient about a representation of the type in (3.140) or in (3.136) is that the poles

give information about the transient motion of the system. This transient motion will consist

of harmonic or exponential modes specified by the poles, pk, whose relative importance is given

by the corresponding residuals Rk. The real part of the poles (which has to be negative for the

system to be stable) will give the decay of the natural modes and the imaginary part the frequency

of the natural oscillations. In the case of the mechanical oscillator analysed in Section 3.2, the

transient motion, given in (3.94), is given by one decaying harmonic oscillation, defined by the two

complex-conjugate poles of the transfer function, of order 2.

In the case of the heaving cylinder, whose frequency response was given in Fig. 3.8(a), a transfer
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function of the type in (3.140) is calculated from a 4th order approximation of the radiation, which

gives a very good fit, as shown in Fig. 3.9 (the toolbox developed in [71] was utilised). The 6 poles

and residuals result in 3 complex-conjugate pairs:

p1,2 = −0.3573± 0.7091 R1,2 = (−0.0024± 0.0007)× 10−6

p3,4 = −0.0030± 0.6500 R3,4 = (+0.2693∓ 0.0001)× 10−6

p5,6 = −0.2830± 0.3358 R5,6 = (−0.0006∓ 0.0005i)× 10−6,

(3.141)

that yield a transient response composed of three decaying harmonic natural modes. In partic-

ular, the complete time-domain response of the floating system to an harmonic forcing fex(t) =

F0 cos(ωt) is given by:

v(t) =
∑

k=1,3,5

Ake
bkt cos(ωkt+ αk) +

F0

|Zi(ω)| cos[ωt− ∠Zi(ω)], (3.142)

which is composed of three transient oscillations at frequencies ωk = ={pk}, damped by a factor

bk = <{pk}, whose amplitudes, Ak, and phases, αk, are related to the initial conditions, and by

a steady-state oscillation at the frequency of the excitation, with amplitude and phase related to

the frequency response 1/Zi(s = ω).

The system has an arbitrary number of natural frequencies, that equal the desired order of

the approximation. However, note how the natural mode at approximately 0.65 rad/s has a much

bigger residual (and a much slower decay) than the other two. Such a component will dominate

the transient response of the system and, as one may expect, its frequency is approximately the

natural frequency of the floating system, defined in (3.131), with the value of 0.6487 rad/s.

Emerging from this small example, and as discussed in more detail in [66], some of the com-

ponents of the radiation model may not have a big impact on the force-to-velocity model of the

floating system and can be neglected. In particular, after the identification of a model of the radia-

tion, one may proceed to perform an order reduction of the model 1/Zi(s), where only the dominant

components are kept. In the example of (3.141), it was pointed out that one complex-conjugate

pair of poles significantly dominates over the other two, by at least two order of magnitudes, so

that intuitively the complete system can be reduced to the second order, and can be described

as a simple 2nd order mechanical oscillator. A reduced-order system is also useful for the control

design stage, as will be clearer in Chapter 8.

3.4 Wave power absorption

The motion of oscillating bodies in water is translated in useful mechanical and/or electrical

energy through some mechanisms that are usually referred to as Power take-off (PTO) systems [1].

The free oscillating bodies analysed in Section 3.3, and shown in Fig. 3.5, in fact dissipate all the

wave power into radiation and viscous losses, as from (3.134).

A PTO mechanism will, in general, be present in order to obtain useful energy from the relative

oscillation between the oscillating body and a reference (that can also be another moving body), as
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Figure 3.10: Typical oscillating bodies for wave energy conversion: (a) Bottom-referenced floating
body; (b) Self-reacting bodies.

shown in Fig. 3.10. The PTO introduces an additional force into the dynamic equation of motion

of the floating system, that we will refer to as the PTO force.

Due to the wide range of solutions for wave energy conversion with oscillating systems, a variety

of possibilities for the specific realisation of the PTO unit has been proposed. In Section 3.4.1,

a brief overview of some of the main solutions is outlined. It is, however, not meant to be an

exhaustive overview of the topic as not fully within the scope of this thesis. The interested reader

is referred to more comprehensive sources [73, 1, 74, 75].

Throughout the remainder of the thesis, the PTO mechanism will be left unspecified and treated

as a generic force that can be manipulated, as required, by an automatic controller, eventually

within certain constraints. Section 3.4.2 extends the dynamic model of the oscillating system for

wave energy conversion when a PTO force is included.

3.4.1 Mechanisms for power take-off

Given the wide variety of principles of systems for wave energy conversion, the range of pos-

sibilities for the choice of the PTO mechanism is also quite diverse. Even when the focus is put,

more specifically, on WECs consisting of oscillating bodies, a standard solution for the secondary

energy conversion, from mechanical oscillation to electricity or to different forms of mechanical

energy, does not exist.

The main type of machinery currently considered for the secondary conversion step, in the case

of oscillating bodies in water, are [1, 75]:

• Directly-coupled electrical generators, or

• Hydraulic systems consisting of piston pumps, accumulators and hydraulic motors.

In the latter case, the hydraulic generator is usually coupled with an electrical machine for the final

conversion step into electricity, but not necessarily, as for example in the case of several WECs
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Figure 3.11: Direct-drive linear generator [1].

pumping fluid in the same circuit and sharing the electrical-conversion step [76].

Direct-drive electrical generators

In applications which involve reciprocal motion it may be convenient to couple the mechanical

system directly with an electrical generator. The idea of direct drive is appealing, since it produces

simple systems with few intermediate conversion steps and reduced mechanical complexity, but

demands on the generator increase [1]. Typical designs with direct-drive generators were proposed

for the particular case of WECs consisting of sea-bottom-referenced rigid bodies oscillating in

heave, like the Archimedes Wave Swing (AWS) [77, 78, 79] and the simple heaving cylinder WEC

developed within the Swedish Centre for Renewable Electric Energy Conversion [80, 81, 82].

The basic principle of a linear generator, shown in Fig. 3.11, is the motion of a translator, on

which magnets are mounted with alternating polarity, with respect to a stator, containing windings

of conductors. Due to the changes in the magnetic field caused by the relative motion between

translator and stator, a voltage is induced in the armature windings, in accordance with Faraday’s

law [1]. Between the translator and the stator is a physical gap, most commonly an air gap.

In order to be connected to the grid, the current from a directly-driven linear generator is by

necessity conditioned [83, 1]. Most commonly the stator windings would be connected to a DC

link via a rectifier and from the DC link to the grid via a DC/AC converter [83]. The rectification

can be passive, using a diode rectifying bridge in the simplest configuration [1], in which case the

PTO can be represented by a purely resistive load, although the rectifier can only be modelled

through non-linear theory. As an alternative, it was shown [83, 84] how more complex power

electronics, through an active rectifier and a bank of capacitors for phase compensation, allow for

higher power transfer at the generator. Reactive power requirements increase demands on the

sizing of the generator (higher cost) but provides also more flexibility in the control of the WEC,

as the PTO can be seen as a complex load, with both a resistive and a reactive part [1].

Different topologies for the actual design of the linear generator exist, but in general designs

that show high efficiency at slow speeds and high forces should be preferred, due to the nature of

the problem. Consider that the vertical speed of the sea surface is in the order of 1-2 m/s, that

is about 15-50 times lower than conventional rotating machines. In order to obtain comparable
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Figure 3.12: Typical topologies for hydraulic PTOs [87]: (a) variable pressure and bi-directional
flow; (b) constant pressure and uni-directional flow.

power outputs, 15-50 times higher forces are required. A direct-drive linear generator would have

to be necessarily larger and heavier than a traditional machine. Advances in the research of high-

energy-density permanent magnets, however, led to the development of novel topologies that can

meet the low-speed/high-torque requirement with smaller and lighter (cheaper) designs [85, 83].

Given the quite high shear forces that can be experienced in the sea, particular attention should

also be given to topologies and materials that can allow increased shear stress capabilities with

minimum cost and size [86].

Hydraulic systems

Small and light-weight hydraulic machines can handle enormous forces and hydraulics have no

rival when trying to capture power from large objects that are being pushed around relatively

slowly by large wave forces [73, 1]. Hydraulic PTO systems for wave energy conversion usually fall

into two broad categories [87]: variable pressure and constant pressure systems.

The basic design of a variable pressure hydraulic PTO is shown in Fig. 3.12(a). A single

cylinder is coupled to a variable-displacement motor and the pressure difference between the two

hydraulic lines controls the reaction force provided by the PTO. The motor drive has to be able to

provide four-quadrant operation, since either of the two lines can be at a higher pressure level. A

combination of check valves with a relief valve and an accumulator are included in the hydraulic

circuit to prevent over pressure and cavitation.

A constant-pressure system is shown in Fig. 3.12(b). The main difference to the variable-

pressure design is the presence of an high- and a low-pressure accumulator that determines a

unidirectional flow of the fluid through the circuit. The hydraulic motor is therefore not required

to operate in four quadrants, but additional valves are required in order to control the reversing

flows generated by the piston. In the proposed design, a three-position directional valve is included,

such that the reaction force provided by the PTO can be approximately zero or assume a maximum,

negative or positive, value (that is related to the pressure difference between the two lines).

In both cases, the hydraulic motor is coupled with an electrical, rotating generator, which can

be of constant- or variable-speed type. Note that the constant-pressure design is intrinsically able

to provide energy storage through the accumulators, while the basic variable-pressure design is not

able to provide such a characteristic. Hybrid systems that combine elements of both categories are

also possible [87].
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The finite life of seals and the consequent need for period service, in addition to the inclusion

of oil which is a potential pollutant to the sea are among the features that can undermine the

applicability of hydraulic PTOs in systems for wave energy conversion. The possibility to work

as a generator or motor (although at different efficiencies) and the ability to easily include energy

storage represent quite positive characteristics for dealing with the oscillatory and irregular nature

of wave energy. Furthermore, the compactness of designs that deal with high forces, at relatively

low velocity, make hydraulic PTO a valid alternative to direct-drive electrical systems.

3.4.2 Dynamics of an oscillating body PTO system

The dynamics of the floating body, when a PTO system is included, is expressed as in (3.124),

where the input is the excitation force, fex(t), plus the PTO force, fu(t), namely:

mẍ(t) +m∞ẍ(t) +

∫ +∞

0

hr(τ)ẋ(t− τ)dτ +Kvẋ(t) +Kbx(t) = fex(t) + fu(t). (3.143)

In the frequency domain, and in analogy with (3.127), the dynamic equation (3.143) can be

written as:

X(ω)

Fex(ω) + Fu(ω)
=

1

Kb − ω2 [m+m∞ +ma(ω)] + ω [B(ω) +Kv]
, (3.144)

and, for the velocity response,

V (ω)

Fex(ω) + Fu(ω)
=

1

Zi(ω)
, (3.145)

where the intrinsic impedance, Zi(ω), was defined in (3.129).

The PTO mechanism will be left unspecified through the following Chapters, but it can be

generally assumed that fu(t) is a function of the position and its derivatives. The PTO force,

therefore, can conveniently be expressed, in the frequency domain, as:

Fu(ω) = −Zu(ω)V (ω), (3.146)

where Zu(ω) is named load impedance or PTO impedance, that can, in general, be composed of a

real part, or load resistance, Ru(ω), and an imaginary part, or load reactance, Xu(ω):

Zu(ω) = Ru(ω) + Xu(ω). (3.147)

From (3.146), the velocity response of the floating system, given in (3.145), can be finally

written as:

V (ω)

Fex(ω)
=

1

Zi(ω) + Zu(ω)
, (3.148)

where the excitation force, Fex(ω), is the only external input and the dynamics of PTO adds to

the intrinsic impedance of the system.
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The average power transferred from the waves to the system, in this case, is partly absorbed

by the PTO, the rest being lost in viscous friction and radiation:

Pex(ω) = Pr(ω) + Pv(ω) + Pu(ω) =
1

2
<{Fex(ω)V (ω)∗} =

1

2

B(ω) +Kv +Ru(ω)

|Zu(ω) + Zi(ω)|2 |Fex(ω)|2, (3.149)

where

Pv(ω) = −1

2
<{Fv(ω)V (ω)∗} =

1

2

Kv

|Zu(ω) + Zi(ω)|2 |Fex(ω)|2 (3.150)

Pr(ω) = −1

2
<{Fr(ω)V (ω)∗} =

1

2

B(ω)

|Zu(ω) + Zi(ω)|2 |Fex(ω)|2 (3.151)

Pu(ω) = −1

2
<{Fu(ω)V (ω)∗} =

1

2

Ru(ω)

|Zu(ω) + Zi(ω)|2 |Fex(ω)|2, (3.152)

and Pu(ω) is the average power absorbed by the PTO (flowing out of the system).

Using the relation for the excitation force, given in (3.113), equations (3.149) through to (3.152)

can be alternatively expressed as a function of the wave spectrum, |Ξ(ω)|2. In the case of the

absorbed power:

Pu(ω) =
1

2

Ru(ω)

|Zu(ω) + Zi(ω)|2 |Hex(ω)|2|Ξ(ω)|2. (3.153)

Tuning of the PTO allows the possibility of manipulating the shape of the curve of the absorbed

power, Pu(ω), such that it properly matches the wave spectrum for increasing the efficiency of the

WEC. In broad terms, based on the analysis of oscillating systems in Section 3.2, the reactance

of the PTO, Xu(ω), can be utilised to move the resonance of the system to a desired frequency.

Acting on the load resistance, Ru(ω), on the other hand, influences the bandwidth and peakedness

of the curve: higher PTO resistance increases the damping and therefore widens the curve, while

lowering its peak.

It is important to note that the inclusion of a load reactance implies the possibility of reversing

the energy flow between the device and the PTO system. One problem for devices with highly

reactive characteristics, is that the energy needed to deflect the spring may be many times higher

than the useful energy going into the PTO damper, which requires over-rating of the generator

(at increased size and cost). Besides, if the reactive energy flow is not efficient, an unacceptable

fraction may be lost [73], thus cancelling the expected benefits. Therefore, although reactive

loading may allow the matching of a smaller structure (usually high resonance frequency) with a

desired wave spectrum, it would be better applied to improve a good device, already resonant at

nearly the correct part of the spectrum rather than to rescue a bad design [73]. More about the

issues involved with the inclusion of a reactive load will be discussed in Section 4.1, where it will

be analytically shown that optimal tuning of the PTO is such that the inertia and stiffness of the

system are cancelled.

Given that, in general, the wave spectrum changes quite a lot at certain locations in the sea, the

reaction force provided by the PTO, and its impedance, needs to be tuned in real-time such that

the power curve of the WEC is adaptively tuned to the on-coming wave and high energy-efficiency
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(as well as safety) can be achieved over a variety of conditions. Real-time control of the PTO force

will therefore be the focus of the following Chapters.
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Chapter 4

Real-time control of wave energy

converters: A literature review

Abstract

Oscillating bodies for wave energy conversion, models for which were presented in Chap-

ter 3, typically have pronounced resonances, which enable efficient power absorption

only over a restricted range of frequencies. In order to cope with the variations of wave

spectra, a control system, acting through the PTO system, can be designed such that

efficient energy conversion occurs over a wide range of wave conditions.

A frequency-domain analysis gives the conditions on the velocity and forces, so that

maximum wave energy is transferred from the waves to the PTO (see Section 4.1.1).

The translation of such relations into a real-time controller that can optimally tune

the motion of the WEC for achieving maximum efficiency is, however, not trivial.

Frequency-domain optimal conditions, in fact, have a limited ability to take into account

physical constraints and, at the same time, do not respect, in general, the law of

causality, meaning that they require ideal knowledge of the future to be implemented.

A wide variety of solutions has been proposed for the real-time control of WECs, in

order to improve their efficiency, and their key differences all lie in how they deal with

the difficulties of non-causality and physical constraints.

This Chapter has the objective of giving a comprehensive overview of the current state

of the art in the field of the control of systems for wave energy conversion. The frequency

domain analysis and the ideal conditions for maximum wave energy absorption are

presented in Section 4.1. The main contributions from the literature to the problem of

real-time control of WECs are then organised in Section 4.2. Some final remarks are

finally given in Section 4.3.

66



Chapter 4

4.1 Conditions for maximum wave energy absorption

Using frequency-domain analysis, analytical conditions for the achievement of a maximum wave

energy transfer from the ocean waves to the oscillating system, were developed [6, 11]. Section

4.1.1 discusses such optimality conditions, which do not take into account any constraints about

the system. The analytical analysis of wave energy extraction under certain physical limitations

was also proposed, particularly in [7, 88, 11], and the associated literature is reviewed in Section

4.1.2. From the point of view of real-time control, the main issue arising when converting the

optimal, frequency-domain conditions into the time domain, is their non-causality, that was widely

discussed in [57, 6]. Section 4.1.3 deals with the non-causality.

4.1.1 Unconstrained optimum: complex-conjugate control

Consider a generic WEC, consisting of one body constrained to move in a single degree of

freedom. A frequency-domain model, relating the velocity, V (ω), to the wave excitation force,

Fex(ω), was derived in Section 3.3.2 and expressed as:

V (ω) =
1

Zi(ω) + Zu(ω)
Fex(ω), (4.1)

where Zi(ω) is the intrinsic impedance of the floating body, defined in (3.129), and Zu(ω) is the

impedance provided by the PTO system, that is left unspecified, and that introduces an additional

force, Fu(ω), defined in (3.146) and repeated here for clarity:

Fu(ω) = −Zu(ω)V (ω). (4.2)

Assume that the excitation is purely sinusoidal, with zero-phase at time t = 0. In complex

amplitude notation:

f̂ex = Fex ⇐⇒ fex(t) = <
{
f̂exe

ωt
}

= Fex cos(ωt). (4.3)

Given the linearity of the system in (4.1), all the other signals will be harmonic and at the

same frequency. The velocity, in particular, can be written as:

v̂ = V eϕ, (4.4)

where the amplitude, V , and the phase, ϕ, are given, with respect to the excitation force, by the

magnitude and phase of the transfer function 1/(Zi(ω) + Zu(ω)) .

The average power transmitted by the waves to the system, termed excitation power and defined

in (3.149), is given by:

Pex =
1

2
<
{
f̂exv̂

∗
}

=
1

2
FexV cosϕ, (4.5)
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Figure 4.1: Power absorption versus excitation power and power lost in radiation [6].

while the average power lost in radiation, defined in (3.151), is:

Pr =
1

2
<{Bv̂v̂∗} =

1

2
BV 2, (4.6)

where B is the radiation resistance calculated at the frequency of the excitation. As a result, the

useful power absorbed by the PTO is, on average:

Pu =
1

2
FexV cosϕ− 1

2
BV 2, (4.7)

if there are no losses other than radiation, that is Kv = 0 in (3.129).

Given a fixed value of the phase difference, ϕ, between velocity and excitation force, Fig. 4.1

shows the behavior of Pex, Pr and Pu for different magnitudes of the velocity, V = |v̂|. From (4.5)

and (4.6), the excitation power increases linearly with the velocity, while the power lost in radiation

is proportional to its squared magnitude. Therefore, the graph of Pu versus V is a parabola that

increases from V = 0 up to a certain maximum, beyond which it starts decreasing. A maximum

is obtained for the following magnitude of the velocity [6]:

∂

∂V

[
1

2
FexV cosϕ− 1

2
BV 2

]
=

1

2
Fex cosϕ−BV = 0 ⇐⇒ V =

Fex
2B

cosϕ , Vopt. (4.8)

The resulting useful power equals the radiation power and corresponds to half the excitation power

[6]:

Pu,opt =
F 2
ex

8B
cos2 ϕ = Pr,opt =

1

2
Pex,opt. (4.9)

If it were possible to control the magnitude of the oscillation velocity, one could tune its value

to the one given in (4.8) for maximum wave energy extraction. If also the phase-lag between the

velocity and the exciting force, ϕ, could be chosen, clearly the absorbed power, given in (4.9), would

be maximised when ϕ = 0. As discussed in [11], it can be noted, from Fig. 4.1, that if smaller

velocities than optimum were imposed, a bigger fraction of the excitation power would be absorbed

while radiation losses would be reduced. In the limit, for very small velocities, Pu ≈ Pex, that is

almost all the power transferred from the waves to the system is absorbed, although this would be

quite a small fraction of the total wave power available. On the other hand, if bigger velocities than

optimal would be imposed, the WEC would be highly inefficient and most of the power transferred
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from the waves to the oscillating system could be returned to the sea, via radiation.

Complex-conjugate control

The discussion carried out so far, in terms of complex-amplitudes for a single frequency, intu-

itively leads to the conclusion that, for optimal power absorption, the velocity should be in phase

with the excitation force and should assume a certain optimal magnitude. The problem of max-

imum wave energy absorption can, however, be dealt with in a more general formulation, where,

in theory, all the frequencies may appear at the same time.

The average absorbed power, in general, is given by:

Pu(ω) =
1

2
<{Fu(ω)V ∗(ω)} , (4.10)

as from (3.152). By using properties of the Fourier transform of real signals (i.e. an even real part

and odd imaginary part), (4.10) can be conveniently written as:

Pu(ω) =
1

4
Fu(ω)V ∗(ω) +

1

4
F ∗u (ω)V (ω) =

1

4
Zu(ω)V (ω)V ∗(ω) +

1

4
Z∗u(ω)V (ω)V ∗(ω) =

1

4

Zu(ω) + Z∗u(ω)

[Zi(ω) + Zu(ω)][Zi(ω) + Zu(ω)]∗
|Fex(ω)|2, (4.11)

where (4.1) and (4.2) were also used. Maximisation of (4.11), with respect to Zu(ω), yields the

optimal PTO impedance that allows maximum power transfer from the waves to the load [6]:

Pu(ω) = Pu,OPT (ω) , max ⇐⇒ Zu(ω) = Zu,OPT (ω) , Z∗i (ω). (4.12)

By setting the PTO impedance to the complex-conjugate of the intrinsic impedance of the system,

maximum wave energy absorption can be achieved, and this is independent of the spectral distri-

bution of the excitation force (and of the wave). For obvious reasons, condition (4.12) is termed

complex-conjugate control (or reactive control, as discussed later in this Section) in the wave energy

literature [6]. Analogous results can be found for the power transfer from a source to a load in an

electrical circuit [89] or in a flexible structure [90].

The ideal maximum power obtained with complex-conjugate control, from (4.11) and (4.12),

is:

Pu,OPT (ω) =
1

8B(ω)
|Fex(ω)|2 = Pr,OPT (ω) = Pex,OPT (ω), (4.13)

which equals the radiated power and therefore half the excitation power. Note that (4.13) is the

same result obtained in (4.9), when ϕ = 0. With complex-conjugate control, in fact, the velocity

and the excitation force are always in phase:

VOPT (ω) =
1

2B(ω)
Fex(ω), (4.14)

and the system is always at resonance. Fig. 4.2 shows the absorbed power over a range of

frequencies when complex-conjugate control is applied, in comparison with the case where the
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Figure 4.2: Power absorption when PTO impedance is the complex-conjugate of the intrinsic
impedance, compared to the case of a constant PTO resistance, Ru.

load impedance, Zu(ω), is set to a constant, real, value. In the latter situation, as discussed in

Sections 3.3.2 and 3.4.2, maximum power is absorbed at the natural frequency of the system, given

in (3.131), with the peakedness and width of the curve given by the value of the relative damping,

Ru. When Zu(ω) = Z∗i (ω), the system always works at resonance and the theoretical maximum is

achieved at all frequencies.

It is interesting to analyse the expression for the force required to be supplied by the PTO

when the optimal condition (4.12) is imposed, namely:

Fu,OPT = −Z∗i (ω)V (ω). (4.15)

Given the fact that an imaginary part is present in the impedance, complex-conjugate control

implies that reactive power is supplied by the load. From the discussion in Section 3.4.1, the

presence of reactive power means that energy flows from the PTO into the system for part of the

cycle, which in general implies higher ratings and complexity in the design of the machinery for the

conversion of mechanical energy into electricity [83]. In addition to increased design complexity,

inefficiencies in the bi-directional energy flow also need to be taken into account and could seriously

undermine the effectiveness of complex-conjugate control [73, 11].

Note that due to the requirement for reactive power, complex-conjugate control is sometimes

referred to as reactive control, in the wave energy literature [6]. Throughout the present thesis,

the term complex-conjugate control will be utilised since it is specific, while reactive control will

be referred to any type of controller that requires reactive power, including but not limited to

complex-conjugate control.

Optimum control in the case of passive PTO

In the case of a passive PTO 1 , the load impedance is constrained to be purely resistive, as

discussed in Section 3.4.1. Analytical conditions for maximising the wave power absorption of the

system, when the load machinery cannot provide reactive power, can also be derived from (4.11),

by imposing Zu(ω) = Ru(ω). It is straightforward to derive that the PTO resistance should be set

1In the wave energy literature, a PTO mechanism is passive when it is not able to implement a bi-directional
energy flow. According to the model utilised throughout this thesis, introduced in Section 3.4.2, a passive PTO
implements a purely resistive impedance, with no imaginary part (no reactive power). Throughout the thesis, this
meaning for passive PTO or passive PTO system is adopted, not to be confused with the definition of passive system
in systems theory.

70



Chapter 4

ω0 ω

Zu(ω) = Z∗
i (ω)

Zu(ω) = |Zi(ω)|

Pu(ω)

Figure 4.3: Power absorption when PTO is purely resistive and it is tuned to optimal value.

to the magnitude of the intrinsic impedance of the system, as found in [6]:

Ru,opt(ω) = |Zi(ω)|. (4.16)

Figure 4.3 shows the average absorbed power when an optimal resistive load (4.16) is utilised,

compared to the ideal optimum achieved with the complex-conjugate condition (4.12). The curve

exhibits a resonant behavior, as expected, since a purely resistive load cannot move the natural

frequency of the system, but can only modify the width and peakedness of the curve, as discussed

in Section 3.4.2. Note that maximum power absorption is obtained at the natural frequency of the

system and that only at such a frequency is the ideal optimum achieved.

4.1.2 Maximum wave energy absorption subject to physical constraints

The amplitude of the optimal velocity, in (4.14), and of the optimal PTO force, in (4.15),

in general, may be excessively high for practical implementations. When deriving the condition

of complex-conjugate control, given in (4.12), limitations upon the motions and forces were not

considered.

Based on an empirical relation between the volume of the WEC and its maximum displacement,

Budal [6, 11] proposed an upper bound to the power absorption that limits the ideal curve of Fig.

4.2, at lower frequencies (longer waves). A more formal analysis about the optimal power absorption

when constraints on the oscillation velocity are included, was proposed in [7].

Budal’s upper bound

For WECs consisting of single bodies oscillating in the heave direction, it is reasonable to

assume (at least for a body of cylindrical shape) that the design amplitude for heave excursion

does not exceed ∇/2Sw [6], where ∇ is the volume of the body and Sw is its water-plane area. At

a given frequency, ω, the heaving velocity is therefore bounded as:

|v̂| < ω
∇

2Sw
. (4.17)

For waves at very low frequencies that, from the dispersion relationship (3.18), have large

wavelengths, one can use the small-body approximation (dimension of the body small compared
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Figure 4.4: Budal diagram giving upper bound of power absorption based on maximum physical
displacement of single body in heave [6]. Incident wave amplitude is |η̂| = 1 m.

to the wavelength) to determine an upper bound for the excitation force [6]:

|f̂ex|
|η̂| < ρgSw, (4.18)

where η̂ is an harmonic incident wave, ρ is the water density and g is the acceleration due to gravity.

Note that the upper bound in (4.18) equals the hydrostatic force resulting from the equilibrium

between buoyancy and gravity, given in (3.121), which makes sense in the limit as ω → 0, where

the incident wave is reduced to a static displacement with infinite wavelength.

From (4.17) and (4.18), an upper bound of the maximum power absorption, given in (4.7), can

be deduced:

Pu <
1

2
|f̂ex||v̂| cosϕ <

1

2
|f̂ex||v̂| <

ρgω∇
4
|η̂|, (4.19)

which is termed Budal’s upper bound [11].

Fig. 4.4 shows the maximum wave-power absorption when complex-conjugate control, i.e. con-

dition (4.12), is achieved, together with Budal’s upper bound (4.19), given by physical limitations

involving the maximum heaving excursion. The graph is related to a cylinder oscillating in heave

relatively to the sea bottom. For very short waves, characterised by small periods, the maximum

power absorption given by complex-conjugate control is well below Budal’s upper bound, due to

the fact that such waves have a limited influence (force) on the system’s motion. When the wave-

length (and period) increases, that is at low frequencies, the force due to the incident waves is

quite significant and the physical bound becomes more stringent than the theoretical maximum

attainable with complex-conjugate control.

Note that Budal’s upper bound is only derived, analytically, for quite specific assumptions,

that are cylindrical shape, heaving motion and a single body. A similar behavior, however, is to

be expected for more generic systems that, due to economic constraints, impose a limit on the

power-to-size ratio [6, 11]. Analytical expressions cannot be derived in such situations and more

complex numerical techniques need to be adopted.
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Upper bound under motion constraints

Evans derived expressions for the maximum power absorption of a body when its velocity, and

hence its amplitude, is constrained [7].

In the case of harmonic excitation, the excitation force and the velocity of the system can be

expressed in terms of their complex amplitudes, as in (4.3) and (4.4) respectively. The absolute

maximum for the power transfer from the waves to the PTO was derived in (4.8), when the force

and velocity are in phase:

v̂OPT =
1

2B
f̂ex, (4.20)

where B , B(ω) represents the radiation resistance, calculated at the frequency of the excitation.

The power absorption can be written in terms of the optimal velocity [7, 88]:

Pu(v̂) =
1

8B
f̂exf̂

∗
ex −

1

2
B(v̂ − v̂OPT )(v̂ − v̂OPT )∗, (4.21)

that is clearly a maximum if v̂ = v̂OPT . In (4.21), the notation (·)∗ indicates the complex-conjugate

operation. Assume that the magnitude of the velocity is constrained to:

v̂v̂∗ ≤ β2. (4.22)

Then, an optimal solution for the velocity, within the constrained region, is most easily determined

by introducing a Lagrange multiplier, µ, into (4.21), as proposed in [7, 88]:

G(v̂) = Pu(v̂)− 1

2
µ
(
v̂v̂∗ − β2

)
, (4.23)

where the coefficient 1/2 is introduced for convenience of notation. It can be shown that values

of the velocity that maximise the power, Pu(v̂), given the constraint in (4.25), have to satisfy the

following necessary conditions [91]:

∂

∂v̂
G(v̂) = 0 (4.24)

v̂v̂∗ ≤ β2 (4.25)

µ ≥ 0 (4.26)

µ
(
v̂v̂∗ − β2

)
= 0. (4.27)

Condition (4.24) means that the gradient of the lagrangian function, G(v̂), with respect to the

velocity, is zero. Equation (4.25) simply expresses the constraint (4.22), while (4.26) and (4.27) give

important conditions on the Lagrange multiplier, µ. In particular, (4.27) is the complementarity

condition, meaning that µ = 0 if the constraint is inactive, in which case G(v̂) = Pu(v̂) and the

optimal solution is the unconstrained v̂OPT , given in (4.20). When µ is strictly positive, on the

other hand, the optimal solution lies on the border of the constrained region, that is v̂v̂∗ = β2.
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α
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Pu(ω)

Figure 4.5: Power absorption under motion constraints [7]. The dotted line represents the uncon-
strained maximum.

By expanding the gradient of G(v̂), the following is obtained:

∂

∂v̂
G(v̂) = −B(v̂ − v̂OPT )− µv̂ = 0 ⇐⇒ v̂ =

B

B + µ
v̂OPT =

1

2(B + µ)
f̂ex, (4.28)

where µ can be found from the complementary condition (4.27). In particular, µ is such that

v̂v̂∗ = β2, when v̂OPT v̂
∗
OPT > β2, that is when the absolute unconstrained optimum is not a

feasible solution.

In simple terms, therefore, at any given frequency of the excitation, maximum power absorption

is achieved if the velocity is in phase with the excitation force and if its magnitude is optimally

related to the excitation force through half the inverse of the radiation damping. In the case where

the optimal velocity magnitude exceeds the given constraint, then a maximum power is given by

a velocity that is still in phase with the excitation force, and that has the maximum magnitude

allowed by the constraint. Such conditions were also intuitively deduced from the analysis carried

out in Section 4.1.1, as well as from Fig. 4.1.

Given harmonic motions at a frequency ω, the velocity constraint can be expressed as a position

constraint [7]:

v̂v̂∗ ≤ β2 = ω2α2, (4.29)

where the magnitude of the position, x̂ = (1/ω)v̂, is constrained to be lower than α. Fig 4.5

shows how the maximum power-absorption curve, in the frequency domain, is affected by changing

the constraint on the amplitude of the motion, as opposed to the ideal maximum from complex-

conjugate control, given in (4.12).
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4.1.3 Non-causality of optimal conditions in the time domain

Sections 4.1.1 and 4.1.2 give the analytical solutions for the maximisation of the primary energy

transfer from the waves to the WEC, including the case where constraints restrict the allowed

motion. Optimal conditions relating the velocity of the system, or the PTO force, and the wave

excitation force were derived in the frequency domain.

A control system could therefore make use of such relations for tuning the system operation,

from knowledge of the incident wave or wave excitation force. A practical implementation of the

controller in real-time, however, requires that the frequency-domain relations are translated into

the time-domain.

For sinusoidal waves, the optimal, frequency-domain conditions can directly be applied in the

time domain. In general, however, real waves are modelled as a stochastic process with a spectral

distribution that covers a wide or narrow range of frequencies, as discussed in the detail of Section

3.1.2. The optimal conditions, therefore, should ideally be imposed at different frequencies at the

same time.

It turns out that a direct translation of the frequency-domain conditions results in non-causal

relations, that cannot be implemented in real-time. In the case of complex-conjugate control,

(4.12), two alternative conditions were found, in Section 4.1.1, for maximising the wave-power

absorption under no constraints:





Fu(ω) = −Z∗i (ω)V (ω)

V (ω) =
1

2B(ω)
Fex(ω).

(4.30)

From real-time measurements or estimations of the velocity or excitation force, one may consider

implementing the conditions, given in (4.30), in the time domain to calculate the optimal load force

or velocity for the system such that maximum energy is extracted from the waves:

fu(t) = −
∫ t

−∞
hf (τ)v(t− τ)dτ (4.31)

v(t) =

∫ t

−∞
hv(τ)fex(t− τ)dτ, (4.32)

where

hf (t) = F−1 {Z∗i (ω)} (4.33)

hv(t) = F−1
{

1

2B(ω)

}
. (4.34)

As widely discussed in [57, 6], however, both the convolutions in (4.31) and (4.32) are non-

causal. The impulse response hv(t), in fact, is the inverse Fourier transform of the real even

function 1/2B(ω) and, from the properties of the Fourier transform, it is itself even and therefore

non-causal (non-zero for negative values of t). With regard to hf (t), it may be written, on the

basis of some properties of the Fourier transform, that:

hf (t) = F−1 {Z∗i (ω)} (t) = F−1 {Zi(ω)} (−t) , zi(−t). (4.35)
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The inverse Fourier transform of the intrinsic impedance, namely zi(t), is causal because radiation

is a causal process [6]. As a consequence, based on (4.35), hf (t) is anti-causal, being zero for any

t > 0.

Note that the optimal condition that relates the velocity to the excitation force in the case of

motion constraints, (4.28), is also non-causal, as it still represents a real and even function in the

frequency domain.

The issue of non-causality is central to the design of a controller for wave energy conversion

systems. As it will become clear in the following Sections, all of the proposed solutions in the

literature deal with the non-causality problem mainly in three ways:

• By assuming regular waves, so that there is no need for prediction,

• By trying to derive a causal approximation of the optimal conditions, or

• By using predictions of the velocity, excitation force or wave elevation.

4.2 Real-time control

The conditions of complex-conjugate control, given in (4.12), can be translated in the time-

domain and be utilised in order to calculate the oscillation velocity or PTO force such that ideal,

maximum power transfer from the waves to the WEC is achieved. Section 4.2.1 discusses the

different approaches to a real-time implementation of complex-conjugate control, that mainly differ

on how they deal with the issue of non-causality, highlighted in Section 4.1.3.

Complex-conjugate control requires reactive power and bi-directional energy flow between the

oscillating system and the PTO, that is not always possible, as from the discussion in Section

3.4.1. Ad-hoc solutions were developed in order to maximise the efficiency of wave energy con-

version systems, by making use of a purely passive load. Such solutions usually try to keep the

oscillating system in phase with the excitation force by keeping the WEC fixed during parts of the

cycle (latching) or by coupling and decoupling the PTO machinery at intervals (clutching and de-

clutching). Latching and (de)clutching, here classified as discrete (on-off) controllers, are discussed

in Section 4.2.2.

Another main issue associated with complex-conjugate control is that physical constraints are

not explicitly taken into account. In particular, constraints involving motion and forces are critical

for practical implementation of control systems for wave energy conversion. Approaches based on

the solution, in real-time, of a constrained optimisation problem, usually over a receding horizon,

were proposed. Section 4.2.3 deals with model-based and predictive types of controllers suggested

for wave energy conversion.

Another category of control solutions, proposed in the wave energy field, consists of the real-

time tuning of the PTO impedance, that is its damping, or resistance, and its reactance (if an

active system is available). An intuitive analysis on the effects that variations in the damping

and reactance of the PTO can have on the response of the WEC, and on its power transfer from

the waves, was proposed in Section 3.4.2. A variety of approaches for the tuning, in real-time
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Figure 4.6: Feedforward realisation of complex-conjugate control. The optimal PTO force is
calculated from estimates and/or predictions of the excitation force.
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−Z∗
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+
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fex
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Figure 4.7: Feedback implementation of complex-conjugate control. The optimal PTO force cal-
culated from measurements and/or predictions of the excitation force.

(on different time scales), of the impedance provided by the PTO, based on the incident wave

spectrum, is reviewed in Section 4.2.4.

Section 4.2.5, finally, gives an overview of the possible solutions from other engineering problems

that are analogous to or the dual of wave energy conversion. Active control of noise and vibrations,

in particular, offers a common framework where the tuning of an oscillation to a stochastic external

excitation of a harmonic nature is sought. The problem is typically turned into a standard H2 or

H∞ control problem, which gives access to a wide and well developed knowledge in the field of

control engineering.

4.2.1 Real-time complex-conjugate control

The optimal conditions that go under the label of complex-conjugate control, described in

detail in Section 4.1.1, were derived in the frequency domain. Real waves, however, are hardly

regular and are usually treated as a stochastic signal with a certain power spectral density, that is

a superposition of regular waves, as proposed in Section 3.1.2.

Practically, it is necessary to consider the problem of real-time control of WECs, in irregular

waves, in the time domain, because the optimal conditions depend on the wave frequency and

real waves contain many components at different frequencies [92]. As justified in Section 4.1.3,

transposition of the conditions for maximum wave energy absorption into the time domain yields

non-causal laws that cannot be directly implemented in practice.

A variety of solutions has been proposed in the literature to implement complex-conjugate

control in real time and to overcome non-causality. Falnes [6] gives an overview of the possible

structures of the controller, by identifying three main categories:
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v

vopt 1
2B(ω)

+
+

fex

WEC+
− K(ω)

fu

Figure 4.8: Velocity-tracking architecture for the realisation of complex-conjugate control. Optimal
velocity calculated from estimates of excitation force and from optimal condition of complex-
conjugate control. A low-level controller, K(ω), imposes the desired velocity on the WEC by
acting on the PTO force.

• The optimal PTO force is calculated in real-time from estimates and/or predictions of the

excitation force. The calculated optimal force is then applied to the system, ideally producing

the desired motion. As from Fig. 4.6, the control action is purely of a feedforward type.

• The optimal PTO force is calculated in real-time from measurements and/or predictions of

the of the oscillation velocity. The calculated optimal force is then applied to the system,

ideally producing the desired motion. The approach is shown in Fig. 4.7, and a feedback

link is clearly realised.

• An optimal velocity is calculated by making use of estimates and/or predictions of the ex-

citation force. A velocity-tracking, feedback loop is then utilised in order to impose the

calculated velocity on the system, by acting on the PTO control force. The structure of this

control scheme is shown in Fig. 4.8.

The three categories are obviously related to the three alternative optimal conditions that result

from the unconstrained maximisation of the power in the frequency domain, derived in Section

4.1.1:

Fu(ω) = −Z∗i (ω)V (ω) = −Z
∗
i (ω)

2B(ω)
Fex(ω) (4.36)

V (ω) =
1

2B(ω)
Fex(ω), (4.37)

that can alternatively be expressed in the time domain, as given in (4.31) and (4.32). Note that

two alternative expressions, in (4.36), give the optimal PTO force in terms of either the wave force

(feedforward solution) or the velocity (feedback).

All the proposed approaches for the realisations of complex-conjugate control in real-time fall

into these three categories and are now discussed.
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Feedforward control

In [92], one of the first attempts to implement complex-conjugate control in the time domain

was presented. A feedforward control action is calculated from the non-causal law:

fu(t) = −
∫ +∞

−∞
hc(τ)fex(t− τ)dτ, hc(t) = F−1

{
Z∗i (ω)

2B(ω)

}
, (4.38)

which corresponds to the block diagram depicted in Fig. 4.6.

The non-causality is resolved by estimating the future excitation force from wave measurements,

η(−l, t), collected at some point l metres distant from the device, in the direction of the approaching

wave. In particular, the excitation force, at time t+ LT , is given by:

fex(t+ LT ) =

∫ +∞

−∞
hl(τ)η(−l, t+ LT − τ)dτ, (4.39)

where the kernel function, hl(t), related to the propagation properties of the wave elevation and

to the geometry of the system, is also non-causal. The relation in (4.39), however, becomes

approximately causal if the distance, l, is large enough, and such that |hl(t)| ≈ 0, ∀ t < LT

[92, 57]. As a result:

fex(t+ LT ) ≈
∫ +∞

+LT

hl(τ)η(−l, t+ LT − τ)dτ, (4.40)

which only depends on values of the wave elevation up to time t.

Performance close to ideal is reported [92], but only based on simulation results. A uni-

directional progressive wave was simulated, based on a Pierson-Moskovitz spectral distribution,

in deep water conditions so that the approximated dispersion relation, given in (3.22), could be

safely utilised for the spatial prediction for the wave elevation. Note that the purely feedforward

structure makes the solution potentially quite sensitive to any type of errors, due to modelling

uncertainties and/or predictions, that will inevitably arise in real applications. A practical imple-

mentation of such algorithm was never reported.

Feedback control

An alternative approach was proposed by Korde [9, 93, 94, 95]. The solution is based on the

calculation of the optimal reaction force from measurements and predictions of the velocity of the

system:

fu(t) = −
∫ 0

−∞
zi(−τ)v(t− τ)dτ, zi(t) = F−1 {Zi(ω)} , (4.41)

that is derived directly from (4.31) and (4.35) and that realises the feedback loop in Fig. 4.7.

A convenient decomposition of the optimal control force, based on the definition of intrinsic
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impedance given in (3.129), is proposed [93]:

fu(t) = (m+m∞)v̇(t) +Kb

∫ t

−∞
v(τ)dτ −Kvv(t)

−
∫ +∞

−∞
h1(τ)v(t − τ) +

∫ +∞

−∞
h2(τ)v(t − τ), (4.42)

where h1(t), is the inverse Fourier transform of the radiation resistance:

h1(t) = F−1 {B(ω)} , (4.43)

and h2(t) is defined as:

h2(t) = F−1 {ωma(ω)} . (4.44)

Note that, since B(ω) and ma(ω) are real and even, the resulting impulse responses h1(t) and h2(t)

are, respectively, even and odd real functions, and therefore non-causal.

By noting that |h1(t)|, |h2(t)| ≈ 0 for −ψ ≤ t ≤ +ψ, the control law is approximated as:

fu(t) ≈ FPID(t)− Fβ(t) + Fα(t), (4.45)

where

FPID(t) = −Kvv(t) +Kb

∫ t

−∞
v(τ)dτ + (m+m∞)v̇(t) (4.46)

Fβ(t) =

∫ +ψ

−ψ
h1(τ)v(t− τ) (4.47)

Fα(t) =

∫ +ψ

−ψ
h2(τ)v(t− τ). (4.48)

Interestingly, the FPID(t) component, defined in (4.46), has a Proportional integral derivative

(PID) type of relation with the velocity. The presence of a derivative term makes the PID non-

proper (more zeros than poles) and therefore not directly implementable in practice. It is, however,

a standard component in real-time control systems and the non-realisability is typically overcome

by inclusion of a high-frequency pole. Note that the proportional term is only related to the viscous

losses, modelled through the constant of proportion Kv.

The components Fβ(t) and Fα(t) are non-causal and require knowledge of future values of the

velocity up to ψ seconds into the future. It is interesting to note that Fβ(t), being only related to

the radiation resistance, produces a force component that only requires passive loading, that is a

damping component. On the other hand, the force Fα(t), together with the integral and derivative

actions of the PID component, only produce a reactive load, which matches the inertia and spring

of the system, so that the reactive part of the system is cancelled. In other terms, Fα(t) and

FPID(t) (when omitting the proportional term), require a bidirectional energy flow between the

PTO machinery and the oscillating system.

In [93], it is shown how inclusion of the sole causal component, FPID(t), significantly increases

the energy absorption, compared to the case with no control, particularly at frequencies lower than
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the natural frequency of the proposed system. Additional improvement in the performance with the

non-causal components, Fα and Fβ(t), is reported but not significant. The non-causality is resolved

with a recursive AR multi-step-ahead predictor applied to the measured velocity. Only values of

up to ψ = 2 seconds into the future are utilised and the authors claim that better predictions over

longer horizon could significantly increase the performance of the proposed controller. However, no

quantitative analysis was presented for such cases, and the proposed choice for the future horizon

was not supported. The authors have also reported that quite high velocities are imposed by the

resulting control force acting the oscillating system, so that a saturation on the velocity is included

[95].

Note that the feedback structure of the controller may undermine the stability of the system,

particularly in the presence uncertainties in the model and/or in the predictions. No stability

analysis or sensitivity of the controller to uncertainties was, however, presented by the authors.

In [96] a controller of the type given in (4.45) is proposed for the maximisation of the efficiency of

the AWS converter. The system is approximated with a second-order model, following the approach

outlined in Section 3.3.3, so that only the FPID(t) component is present and it is implemented

with the addition of a high-frequency pole.

An equivalent approach is also discussed in [8], where some guidelines on how to choose the

parameter, in order to ensure stability, are given. Robustness and sensitivity to model uncertainties,

however, are not analysed.

Velocity-tracking control

For the design of an optimal wave-absorber piston in one degree of freedom (surge), Maisondieu

and Clement [97] proposed a causal estimation of the optimal oscillation velocity of the piston,

based on the optimal law in (4.14), that becomes, in the time domain,:

v(t) =

∫ +∞

−∞
hv(τ)fex(t− τ)dτ, hv(t) = F−1

{
1

2B(ω)

}
, (4.49)

as already discussed in Section 4.1.3.

The excitation force, fex(t), is estimated from the measurements of the total hydrodynamic

force and velocity feedback. The authors pointed out that the real and even impulse response

relating the optimal velocity to the excitation force, hv(t), is close to an impulse. A Dirac delta

approximation (that means a pure proportional relationship) is therefore proposed. A significant

efficiency in the wave absorption is achieved if the gain of the causal approximation is adjusted

to the frequency-domain curve B(ω), based on real-time estimates of the central frequency of the

incident wave train.

Note that a control system is required to impose the optimal velocity on the oscillating system,

that is the velocity-tracking loop of Fig. 4.8. The authors, however, assumed an ideal loop and

neglected its design.

A similar approach, specific to the control of the AWS wave converter, was proposed in [96, 98].

A second-order model of the system was identified in the frequency domain [96] (standard frequency
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domain identification techniques, as proposed in Section 3.3.3, were adopted):

Mv̇(t) +Rv(t) +K

∫ t

−∞
v(τ)dτ = fex(t) + fu(t). (4.50)

The optimal relation (4.49), therefore, is reduced to a simple proportion:

v(t) =
1

2R
fex(t), (4.51)

which can be directly implemented in real-time for the generation of a reference velocity of os-

cillation for the system. Physical constraints of the system are also taken into account and a

modification of (4.51) is proposed such that the velocity never exceeds the limit value of 2.2 m/s

[96, 98]:

v(t) =
2.2

maxt |fex|
fex(t). (4.52)

In (4.52), maxt |fex| is kept constant over a sea state and future knowledge of the excitation force

is assumed.

Note that the reference-generation logic in (4.52) presents two major drawbacks: (a) it is over-

conservative most of the time, since the amplitude of the incident wave elevation, and of the

resulting force, can vary quite a lot in the short-term, due to wave grouping [6], and (b) from the

discussion in Section 4.1.1 and from Fig. 4.1, the relation in (4.52) does not consider the fact that,

when the excitation force is sufficiently small, a smaller velocity than the maximum allowed by

physical constraints would be optimal. In essence, the reference-generation logic in (4.52) is rather

suboptimal. Overall, an efficiency between 179 % and over 500 % higher than the no-control case

was reported [98]. However, a comparison with ideal values, given by complex-conjugate control,

might give a better impression of the quality of the control system.

Several solutions for the low-level control loop, to impose the reference-velocity on the system,

were also proposed [68, 99, 98]. Given that the behavior of the AWS is strongly non-linear [77],

since it is a submerged type of WEC and its dynamics are significantly affected by the tidal level,

non-linear types of controllers were proposed: internal model control, based on a neural-network

model of the system [98, 100], and feedback linearisation, based on a first-principles non-linear

model of the system [99]. The sensitivity of the control system to different sea states and to

variations in tidal levels was also analysed [101].

In his review paper, Hals [8] proposes a control structure where the reference velocity is calcu-

lated from (4.51), based on a second-order model of a WEC consisting of a single, heaving body.

The low-level controller implements a Proportional (P) or Proportional integral (PI) controller,

whose performance is reported to be quite poor.

Finally, an alternative solution, where a non-causal relation analogous to (4.49) is utilised for

the calculation of a reference to be imposed on the system, was also proposed in [102], for the

maximisation of the efficiency of an OWC type of WEC. Based on a similarity between the model

of an OWC and that of an oscillating body in waves, the same optimal relation as in (4.49) can

be derived [6], with a pressure in place of the velocity and an excitation air-mass flow instead

of the excitation force. A causal transfer function, Hp(ω), is identified such that it is as close
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as possible to 1/2B(ω). The causality condition is translated into conditions for the coefficients

of the denominator of the transfer function Hp(ω). The approximation tries to minimise the

error in the band of frequencies where the excitation force, and therefore the wave spectrum, is

contained. As pointed out in [6], however, when the sea-state changes, a new Hp(ω) would have

to be identified, which makes the approach not very attractive. Results, neither in simulation nor

in an experimental setup, were published.

4.2.2 Discrete control: Latching and Declutching

As an alternative to optimal complex-conjugate control, Budal et al [103] proposed a control

method, based primarily on practical intuition, for the enhancement of the efficiency of a simple

heaving buoy. The strategy consists of clamping the buoy when it is as close as possible to its

extreme positions (points of zero velocity) and then releasing it at a proper time relative to the

trough or crest of the wave. With proper timing of the two operations of latching and unlatching,

the motion of the buoy is in phase with the wave excitation force. For obvious reasons, the proposed

approach goes under the name of latching control.

In essence, latching control tries to realise the phase condition implied by complex-conjugate

control, that is the zero phase-lag between velocity and excitation force, as from (4.12). The optimal

amplitude ratio between excitation force and velocity is not pursued. An advantage compared to

complex-conjugate control is that latching is a purely passive strategy, since there is only braking

action involved and the energy flow does not need to be reversed during part of the cycle.

As shown in the block diagram of Fig. 4.9(a), the control force, fu(t), is modelled as a variable

damping multiplied by the velocity, v(t) [12]:

fu(t) = − [Ru + u(t)G0] v(t). (4.53)

From (4.53), the total damping, Ru +u(t)G0, is the sum of a constant due to the PTO, Ru, which

determines the power absorption while the system is unlatched, and of a component due to the

latching mechanism that, in general, is different from the natural PTO characteristics. When the

system is latched, u(t) = 1 and a very large damping, G0, is added to the system; otherwise, when

u(t) = 0, only the PTO damping, Ru, is present.

Given that the total force is controlled through a discrete variable, u(t) ∈ {0, 1}, latching control

is here classified as a discrete control method. The objective of the controller is to determine the

optimal latching/unlatching sequence, u(t), such that the wave energy absorption is maximised.

If the incident wave were sinusoidal, as in Fig. 4.9(b), it would be relatively easy to determine

the optimal unlatching instant, such that the next velocity extremum would happen at the same

instant as the next wave force extremum. In fact, considering that the latching time is always

determined by the zero-crossing instant of the velocity (body’s excursion at an extremum), the

unlatching time is derived from the difference between half the wave period and the time that

the system, left free to move, takes to go from zero to a maximum velocity. Note that clamping

the motion at zero velocity is also beneficial since it introduces a minimum stress on the latching

mechanism.

In the unlatched phase, the buoy follows the dynamics of a free body oscillating in the waves,
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Figure 4.9: Latching control: (a) Block diagram; (b) Typical behavior of velocity and PTO force
compared against excitation force [8].

with an additional damping due to the PTO. As analysed in Section 3.2.5, if the PTO damping

is relatively small, the floating body oscillates at approximately its natural frequency, where the

transient dies out after a number of oscillations. Such a behavior was shown with a numerical

example in Section 3.3.3. The same conclusion is drawn in [104], based on analytical considerations

applied to a second-order oscillator. As an intuitive consequence, latching can only be applied to

slow down the dynamics of the system and, therefore, to set the motion of the buoy in phase with

waves at a frequency lower than its natural frequency.

In [104], an analytical procedure was developed in order to optimise the latching time in regular

waves. The approach consists of choosing, among the all possible evolutions of the system from

the initial latching time, the unlatching instant that maximises the amplitude of the motion (and

that results in maximum energy absorption). A finite-order approximation of the system, based on

the Prony’s method [64], is utilised for simulating the evolution of the system. The horizon over

which the maximisation is performed, that determines the period of the motion, is an integer, odd

multiple of the period of the excitation force. Choosing aperiod that is 3 times the period of the

incident waves permits an increase in the efficiency of latching also at waves with frequency higher

than the natural period of the system [104].

In realistic seas, waves are of stochastic nature (refer to Section 3.1.2) and the buoy can be

unlatched at the proper time only based upon a prediction of the wave excitation force [103]. While

in regular waves the obvious criterion is to select the right release time such that the next velocity

and excitation force extremum are in phase, in fact, in irregular waves such an approach may

become meaningless [104]. While latching always happens at zero velocity, the optimal unlatching

time is chosen based on off-line simulations and such that the average absorbed energy is maximised.

Optimal command theory [12, 105] was proposed for the real-time optimisation of the unlatching

time, for the control of a heaving buoy and of a four degree-of-freedom, self-reactive floating system

called SEAREV. Given a non-linear state-space representation of the WEC:

ẋ(t) = f [x(t), u(t), fex(t), t], (4.54)

where the inputs are the external excitation force, fex(t), and the discrete control variable u(t) ∈
{0, +1}, that determine the total external force (4.53). Given a future time-horizon L, the optimal
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sequence, u(t), is calculated such that the absorbed energy is maximised:

max
u(t)

E[u(t)] =

∫ t+L

t

Ruv(t)2dt, (4.55)

where v(t) = ẋ(t), given in (4.54).

Optimal command theory, based on Pontryagin’s maximum principle [106], was utilised for the

solution of the problem (4.55), leading to quite promising results that do not assume a monochro-

matic sea and can comply with the stochastic nature of the wave excitation force [12, 105, 107].

Future knowledge of the excitation force over the time horizon L is assumed, though, and the need

for prediction is estimated to be about 100 seconds [12], which is not trivial. At the same time,

the sensitivity of the algorithm to eventual inaccuracies in the prediction was not verified. The

performance of the approach is also quite sensitive to the damping, Ru, that is applied by the PTO

during the unlatched period, which directly affects the power absorption, as from (4.55).

A more practical solution to the real-time implementation of latching control was proposed

in [108] and in [109]. The solution was applied to an oscillating body in one degree-of-freedom,

coupled with an hydraulic PTO, of the type described in Section 3.4.1 and shown in Fig. 3.12(a).

The oscillating buoy is latched when the velocity is zero and unlatched when the wave excitation

force exceeds a certain level that can be tuned through a parameter connected to the hydraulic

circuit. Optimisation of the parameter determining the unlatching time and the damping during

the unlatched phase, over several irregular sea states, can be performed and imposed on the system

on a look-up-table basis. A comparison with the performance obtained from optimal command

theory and to ideal performance of complex-conjugate control were not reported.

Some notes of criticism were pointed out in relation to latching control strategy as a feasible

approach in practical systems for wave energy conversion [110]:

• Ineffectiveness in waves at a higher frequency than the natural frequency of the system. Such

a limitation would be of significant importance for very large systems, with slow dynamics.

More economical designs (smaller size and mass), on the other hand, will make the systems

resonant at relatively high frequencies, which allows an effective application of latching with

most high-energetic waves, that usually appear at very low frequencies,.

• The calculation of the optimal unlatching time is problematic in real-time and may require

prediction of the excitation force over a long future horizon.

• Strong requirements are placed on the latching mechanism, that must be able to withstand

large impulsive loads required to stop the device, in the case of wrong estimations of the

exact zero-crossing instant of the velocity.

• Inclusion of motion constraints is not accounted for during the unlatching period, and the

system may be subject to excessive excursions in large waves. An additional control dur-

ing the unlatching time would, therefore, be fundamental in order to regulate the damping

realised by the PTO, thereby controlling the excursion.

• The quality of the power output is not considered, and the impulsive nature of the motion

intuitively indicates that the absorbed power will be of rather discontinuous nature, with

very large peaks alternating with periods of zero power.
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Figure 4.10: Performance of latching and declutching control strategies applied to a heaving WEC,
in regular waves, compared against constant linear damping [112].

It is important to mention an other control strategy of discrete nature, that may be considered

as the dual with respect to latching, for the (unlikely) case that the wave period is smaller than

the natural period of the oscillating system [73]. The method, called declutching or unlatching,

consists of allowing the primary moving element to move freely (null PTO force) for part of the

cycle and then engaging the power take-off mechanism at the desired velocity for part of the cycle.

The problem of sudden engagement of a friction clutch are just as unpleasant as those of the brake

required by latching, but hydraulics may provide a satisfactory answer [73].

Optimal calculation of declutching time was proposed in [111], again by making use of optimal

command theory and Pontryagin’s maximum principle. When ideal prediction of the excitation

force is assumed, superior performance, by a factor of about 200 % is demonstrated against simple

linear damping.

The effectiveness of latching and declutching as control strategies for WECs was also confirmed

by studies based on numerical optimisation techniques. Over a period of oscillation, effectively,

the combined damping provided by the PTO and other external mechanisms goes between very

large values (latching) and very small values (declutching). Based on such a general behavior,

Genetic algorithms (GAs) were utilised for the optimisation of the damping profile under different

sea conditions [112, 10, 113]. Simulation results for regular waves, shown in Fig. 4.10, confirm that

latching profiles are optimal for waves with longer period than the natural period of the system,

while declutching types of strategies are more optimal for shorter-period waves. Positive outcome

of the numerical optimisation include the values of the optimal damping during the unlatching

time (when latching is applied) and during the clutching time (when declutching is utilised).

4.2.3 Optimisation-based control

The problem of tuning the oscillation of a WEC for maximum wave energy extraction, as

outlined in Section 4.1, is a maximisation problem, possibly subject to constraints on the allowed

motions and forces or on the energy flow (passive or active PTO). It would be natural, therefore, to

think about solving a real-time constrained optimisation problem for the calculation of the optimal

velocity and/or PTO forces that maximise a certain function, typically the energy absorption.

A family of control methods that is particularly well suited for handling constraints as a part of

the control problem includes the various concepts known as MPC [114, 13]. Traditionally, MPC has
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been applied with success in chemical engineering, plant control, and process control applications.

In other words, relatively slow processes in which actuator dynamics are relevant and constrained.

This describes the ocean wave energy application well [115], although the dynamics involved are

faster than typical process control. Computational complexity, in particular, needs to be kept in

mind in wave energy applications, where sampling periods would not be larger than 0.5 or 1 second

(typically 1.28 or 2.56 Hz).

MPC, for a wave energy device, was originally proposed in [116], for the control of the AWS

wave energy converter. Further elaborations were applied to a heaving point absorber [117, 118]

and to the optimal control of a wave-powered desalination unit [119]. A comprehensive treatment

and formulation of the MPC applied to an oscillating system for wave energy conversion was then

proposed in [13], where a heaving, semi-submerged sphere is utilised as a case study for the reported

numerical results.

In essence, MPC optimises the operation of the system, that is the PTO force, fu(t), and/or

the velocity, v(t), such that the average power, or the energy, transmitted to the PTO over a finite

future horizon, is a maximum. In particular, at each time instant, t, the following functional is

maximised, over a given time horizon, L:

max J(t) = −
∫ t+L

t

fu(τ)v(τ)dτ, (4.56)

possibly also subject to constraints on the system’s variables.

The problem is conveniently posed in discrete time and a finite-order, linear approximation of

the model of the oscillating system is derived, by means of Prony’s method [64] or using frequency

domain techniques [71], as described in Section 3.3.3. The discrete-time model is put into a state-

space form of the type:

{
z[k + 1] = Az[k] +B1fu[k] +B2fex[k]

v[k] = Cz[k]
, (4.57)

where, as usual, fex[k] is the wave excitation force, v[k] is the system’s velocity and z[k] is a

state variable whose dimension represents the order of approximation of the complete state-space

system. The squared bracket notation indicates discrete-time signals, i.e. x[k] , x(kTs), where Ts

is the sampling period.

For robustness of the numerical optimisation, the function to be maximised is re-written [13]

as:

max
ṽ[k]

J [k] =

L∑

j=0

fex[k + j]v[k + j]− fr[k + j]v[k + j] = f̃ex[k]ṽ[k]− f̃r[k]ṽ[k], (4.58)

which is the discrete-time equivalent of (4.56), where the absorbed power is expressed as the

difference between the excitation power, fex[k]v[k], and the power lost due to radiation, fr[k]v[k].

Maximisation is performed with respect to the velocity trajectory over the receding horizon L,

defined by the vector ṽ[k] , [v[k + 1], . . . v[k + L]]
T

. Following the same notation for the velocity,

the future trajectories of the excitation and radiation force, in (4.58), are expressed as f̃ex[k] ,

[fex[k + 1], . . . fex[k + L]]
T

and f̃r[k] , [fr[k + 1], . . . fr[k + L]]
T

.
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Maximisation of J [k] with respect to the force was found to give rise to numerical issues in the

optimisation and to yield less accurate solutions. The optimal PTO force was, therefore, derived

from the equations of motions and from the optimal velocity, resulting from (4.58) [13]. Note that,

at each time step k, the velocity v[k + 1] is imposed on the system and a new optimisation is run

so that the future values of the trajectory are updated.

Constraints concerning the position, velocity and PTO force can be all written as linear in-

equalities involving the vector ṽ[k]:

F [k]ṽ[k] ≤ b[k], (4.59)

where the matrix F [k] and the vector b[k] depend on the position, velocity and force constraints,

on dynamic properties of the system and on the initial state at the current instant, that is z[k]

(refer to [13] for the details).

Another constraint could be included in order to enforce passivity of the PTO, that is uni-

directionality of the energy flowing into the PTO (absorbed power with the same sign over the

optimisation horizon L). Such a constraint, involving the product between velocity and control

force, is however non-linear and makes the optimisation problem non-convex and more difficult to

be accurately solved in real-time. The passivity constraint, within an MPC framework, has not

been investigated, to the best of the author’s knowledge.

Very efficient quadratic-programming, gradient-based, optimisation algorithms can be utilised

for the solution, in real-time, of the problem in (4.58), subject to the constraints in (4.59) and (4.57),

if future knowledge of the excitation force, over the time-horizon L is available. Interestingly, the

motion resulting from application of MPC, when velocity and position constraints are applied, has

a behavior similar to latching, as was shown in Fig. 4.9(b).

Important results, approaching the analytical upper bounds outlined in Section 4.1, are reported

in the case of ideal predictions of the wave excitation force. A significant performance drop, between

20 % and 50 % depending on the sea state is, however, verified when using imperfect predictions

[13]. A simple sinusoidal extrapolation using the Kalman filter [103] (refer to Section 6.4.3 for a

detailed description) was utilised for the prediction of the wave excitation force. Improvements

may be expected with other approaches, including AR models, as proposed in [119], [118] and

[115].

A different type of MPC formulation for the wave energy control problem was recently proposed

in [115]. The function to be optimised, in particular, is expressed as the classical MPC problem of

optimal tracking with weighting of the control effort and within given constraints of the system’s

variables:

max
ṽ

J [k] = {ṽ[k]− ỹ[k]}T Qy {ṽ[k]− ỹ[k]}+ ∆f̃u[k]TQu∆f̃u[k], (4.60)

where the control input weighting operates on the variation with respect to the previous input

value, ∆fu[k] , fu[k]− fu[k − 1]. The matrices Qy and Qu are standard weight matrices, typical

of quadratic optimal control, which express the compromise between tracking performance and
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control effort. The trajectory of the reference velocity, ỹ[k], is generated as:

ỹ[k] =
1

2R
f̃ex[k], (4.61)

similar to that proposed as a causal approximation of complex-conjugate control, in (4.51), where

R is some approximation of the radiation resistance of the floating system, which is typically

frequency dependent [115]. Note that in this case, though, prediction of the excitation force is still

required over the time horizon L.

The alternative formulation in (4.60) will offer a performance that is only as good as the

reference trajectory for the velocity. In particular, it seems to be a rather sub-optimal approach in

comparison to (4.58), where the velocity trajectory the result of the optimisation that maximises

the energy absorption. A justification of the different approach, (4.60), with respect to (4.58), was

not given [115].

Another interesting model-based predictive controller was proposed in [120]. The constrained

optimisation problem is converted into a (suboptimal) non-linear program through the discretisa-

tion of the PTO force and of the motion. Force and motion are expressed as linear combinations

of orthogonal basis functions, whose choice determines the properties of the cost function and

the constraints. Appropriate choice of the approximating basis functions, although resulting in a

suboptimal solution, permits a guaranteed convergence and a small computational effort, which

suits the real-time implementation. Promising numerical results are shown for the optimisation of

a self-reactive two-body WEC with amplitude constraints. In the same paper [120], the authors

also propose the design of a Linear quadratic (LQ) controller for the low-level loop that imposes

the desired trajectories, resulting from the optimisation, onto the system.

4.2.4 Control of the PTO impedance

In Section 3.4.2 it was shown how, typically, the action of the PTO machinery on an oscillating

system for wave energy conversion is modelled as a mechanical impedance, termed Zu. A resistive

part, or damping, Ru, contributes to the average active power that is absorbed by the PTO, while

a reactive part, or stiffness, Xu, produces a bi-directional energy flow between the load and the

oscillating system. A distinction between passive PTOs, that can only provide the resistive part,

and active PTOs is therefore made.

The modification to the dynamics of the system, when an additional mechanical impedance

is introduced, was also qualitatively analysed based on the behavior of mechanical oscillators,

described in Sections 3.2 and 3.3. In particular, it was seen that the resonant behavior of the

system can be conveniently altered in order to match the spectral distribution of the excitation

force, directly related to the wave spectrum, in the case of WECs. Increasing Ru makes the

resonance curve of the system wider, that is more efficient in a wider range of seas, and less peaky,

reducing the efficiency at resonance. By introducing a stiffness term, Xu, it is possible to move the

resonance frequency of the system, so that a high efficiency could, in theory, be achieved over sea

states centred around different frequencies. Additional damping and/or inertia can also be provided

by means of alternative types of mechanisms than the PTO. In [121], for example, an experimental

heaving floating body is connected to a hydro-pneumatic PTO, consisting of a hydraulic circuit
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Figure 4.11: Typical block diagram for control strategies that set the damping and stiffness coef-
ficients realised by the PTO to adapt the response of a WEC to the prevailing sea state.

and a hyperbaric accumulator. A sliding mass is fixed on a beam arm that connects the floater to

the hydraulic circuit of the PTO, mounted on-shore. By changing the position of the mass, the

inertia of the floating mass, and therefore its resonance frequency, can be changed.

A common branch of control strategies for maximising the efficiency of WECs consists of tuning

the damping and stiffness implemented by the PTOs to the sea state, as described in [73]. A

typical, quite generic, block scheme for such types of controllers is shown in Fig. 4.11. Based on

measurements of the excitation force (or on remote sensing of the wave conditions), an estimate of

the sea state is produced, that involves estimation of the wave spectrum and/or summary statistics,

i.e. significant wave height, energy/peak period (described in Section 3.1.2). The resistance and

reactance, Ru and Xu, of the PTO are then chosen according to some logic, that could involve

an optimisation loop or a look-up table, based on simulations or experimental testing. The PTO

will, then, provide a certain force on the system that depends on the chosen impedance and the

velocity of the system, as from (3.146):

fu(t) = Ru(t)v(t) +Xu(t)v̇(t). (4.62)

A lower-level control system may be required in order to implement the desired damping in the

PTO.

Reactive control optimal conditions, given in (4.12), can be utilised to set the load impedance

such that maximum energy is transferred from the waves to the system [6]. In particular, the PTO

impedance should be set as the complex-conjugate of the intrinsic impedance of the system, at the

frequency of the incident wave. Similar conditions, in the frequency domain, were also derived for

WECs consisting of two self-reacting bodies [56, 122]. Alternatively, genetic algorithms were also

proposed for the optimisation of a non-linear damping profile [113, 10, 112], to be applied over each

period of an incident regular wave. Extension of such approaches to irregular waves is, however,

not straightforward and would most likely require extensive numerical calculations off-line, that

would produce a sort of look-up table to be utilised during the operation of the system, on the

basis of some real-time estimate of the sea state.

In [123, 124], the optimal damping and stiffness are regulated by a linear generator in order

to optimise the energy efficiency of a heaving body in regular waves. As also proposed in [125],

vectorial d − q control of the current at the generator can provide accurate control of the desired

load impedance. However, inefficiency of the bi-directional flow is not taken into account and the

real-time tuning to the sea state is not discussed.
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In the case of passive PTOs, several numerical studies has been proposed where the damping

coefficient of an oscillating system for wave energy conversion is optimised over different sea states

[126, 127, 128], taking into account limitations on the motion of the device. In [129, 130, 81], the

damping coefficient of a linear generator connected to a single-body heaving buoy is optimised

after experimental data is collected in the open sea. How the linear damping coefficient would be

implemented in practice and tuned in real-time is not, however, discussed. In [131], a practical

solution for the tuning of the damping realised by a hydraulic type of PTO mechanism is proposed,

as well as its influence on the performance over different sea states.

In [132], a method for tuning the damping and stiffness in real-time is proposed. Measurements

of the wave elevation or estimations of the wave excitation force are low-pass filtered in real-time

and then processed in order to derive an instantaneous wave period, as a combination of zero up-

crossing, crest-to-crest, zero down-crossing and trough-to-trough periods. Based on the estimated

period, the damping and stiffness are derived from a compromise between maximum performance

and constraints on the minimum damping to be applied to the system, such that excessive motions

are avoided.

A real-time tuning strategy based on fuzzy logic was also proposed [133, 134, 135]. The approach

implements a predictive model that simulates the future behavior of the WEC over a certain future

time-window, based on a linear state-space model and on AR predictions of the wave elevation.

The future simulation of the system is input in a fuzzy inference system that, based on practical

rules, determines the appropriate damping to be implemented by the PTO. A low-level control

loop, based on H2 robust control, is also implemented in order to impose the desired damping

on the system, while reducing the sensitivity to modelling uncertainties and to errors in the wave

predictions.

The present overview of methods for optimising the external damping and stiffness to be pro-

vided to a system for wave energy conversion, such that its performance is improved, is not ex-

haustive, and other solutions have been proposed. However, an effort has been made to cover a

range of techniques that give an overview of each category.

Advances in other categories of real-time controllers, that were reviewed in Sections 4.2.1

through to 4.2.3, have made the solutions discussed in this Section, however, less attractive. There

are a lot of disadvantages, in fact, in controlling a WEC through the impedance provided by the

PTO mechanism. The main problem is that, in essence, damping (and stiffness) control may be

regarded as a purely open-loop control. The motion and forces are outside the control loop, al-

though they are affected by the controlled variable. Imperfect knowledge of the model, which is

typically the case in wave energy (refer to Section 3.3.1), may result in unexpected motions of the

system for a given value of the applied damping. A more robust approach would be to include

the external force, or even better the motion of the system, into the control loop, which leaves the

choice of the damping to a lower-level controller, that implicitly sets the appropriate damping in

order to produce the desired force or motion.

Another problem is that, usually, the damping and stiffness coefficients provided by the PTO are

assumed to be linear. Particularly for hydraulic systems, but also for electrical generators, linearity

is an assumption that can be quite far from the reality of the system, as from the discussion in

Section 3.4.1.
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4.2.5 Solutions for the active control of sound and vibrations

For the sake of completeness, some solutions are now documented, here, which are typical in

the field of the active control of sound and vibrations, which can be considered as a companion

problem of wave energy conversion. Many different techniques, in fact, are available for designing

controllers for the rejection of periodic noise [136], which can be seen as a narrow-band disturbance.

Typical applications are the active suppression of vibrations in a structure [137, 136, 138, 139, 90,

140, 141, 142], or the active cancellation of noise [143, 144].

The main idea is that it is possible to remove an unwanted vibration from a structure by

inducing a vibration that is 180 degrees out of phase with the original and of equal amplitude

[139]. The same applies to noise cancellation. In wave energy, the idea is to move the oscillating

system such as to produce a wave (via radiation) that is in counter-phase with the incident wave,

according to the principle that a good wave-maker is also a good wave absorber [6].

Sievers and von Flotow [137] distinguish two possible architectures for the active isolation of

vibration represented by narrow-banded disturbances:

Disturbance modelling . The disturbances are modelled as outputs of a linear, time-invariant

system, forced with white noise. The state-space model of the system is augmented with

disturbances states and then Linear quadratic Gaussian (LQG) theory is used to calculate

the regulator and observer gains.

LQG control with frequency weighting within the cost function . The cost function of

the LQG problem heavily weights the controlled output contribution in the frequency range

of the input disturbance.

It is shown that both approaches produce a closed loop response representing a notch filter centred

at the frequency of the disturbance [137, 136], minimising the sensitivity function in the spectral

region of the vibration. In the particular case of SISO systems, the two approaches are shown to

be equivalent [137].

Two main assumptions, however, are made: knowledge of a model of the system, and knowledge

of the spectral distribution of the noise. While, for the case of flexible structures, the assumption

of a known system model is not always realistic [136], in the case of wave energy that is not

usually a problem, as the hydrodynamic models are reasonably well understood in the region of

the active spectrum of the incident waves. On the other hand, the spectral distribution of the

disturbance, that is the wave excitation force, is also well known in wave energy applications, but

it is of changing nature over a relatively wide spectrum. Adaptive filters can be used in this case,

in order to produce a feedforward control action based on real-time estimates of the model of the

disturbance [145].

Ideal, analytical solutions for the optimal power absorption (and therefore cancellation) of

narrow-banded vibrations were proposed in [138, 90, 140], for the control of vibrations in flexible

structures. Consider the frequency-domain model:

y(ω) = G(ω)u(ω) + d(ω), (4.63)

where d is a disturbance and G(s) is the driving-point mobility, defined as a ratio between velocity,

y, and excitation force, u. The problem is stated as finding an optimal control that, acting on the
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force, u, is able to tune the velocity, v, such that minimum power flows between d and y. The

solution is similar to complex-conjugate control, given in (4.12):

uopt(ω) = − 1

G∗(ω)
y(ω), (4.64)

which is independent of the spectral distribution of the disturbance. The optimal compensator

(4.64), however, suffers from the same problem as complex-conjugate control, that is non-causality.

Based on prior information about the spectral distribution of typical vibrations, loop-shaping

techniques based on H2 and H∞ control are therefore proposed [90, 140].

An application of solutions, typical of the control of sound and vibration, to a WEC was recently

proposed by Scruggs and Lattanzio [146]. An optimal, causal controller for the maximisation of

the wave energy extraction from an oscillating system in random sea, is found from the solution

of a non-standard LQG problem. A state-space model of the excitation force, generated from a

Pierson-Moskovitz spectrum, is identified and included in an extended model of the WEC, where

the input disturbance is Gaussian white noise. A quadratic function, representing the absorbed

power, is maximised and an optimal, causal and linear controller is found. The results show

performances very close to what can ideally be achieved with complex-conjugate control. Spectral

characteristics of the sea need to be known in advance, however, and it is concluded that the

controller must necessarily sense and adapt to changes in the sea state, in order to remain close to

its theoretical performance level.

4.3 Discussion and perspectives

This Chapter proposed a review of the main solutions to the problem of control of systems for

wave energy conversion, with the objective of increasing the efficiency of the energy capture. The

control action is in the form of an external force provided by the system for power conversion or

PTO.

Most of the control solutions try to realise the ideal conditions, calculated analytically in the

frequency domain, that go under the label of complex-conjugate control, as detailed in Section

4.1. The ideal conditions relate the optimal values of the velocity and PTO force to the external

wave excitation force, but none of them can be directly implemented in real-time due to their

non-causality, highlighted in Section 4.1.3. The approaches to the real-time implementation of

complex-conjugate control, therefore, differ in which one of the optimal relations they are based

on and on how they deal with the non-causality. Most of the proposed solutions either use the

optimal conditions to directly calculate the PTO force to be imposed on the system (in a feedback

or feedforward way), or they estimate the optimal velocity from the excitation force, leaving the

task of choosing the PTO force to a reference-tracking, lower-level controller. As highlighted in

Section 4.2.1, in particular, the latter approach would be preferable when non-linearities in the

system are significant, since the low-level controller can be designed to be robust to model (and

eventually prediction) uncertainties. In addition, the approach based on velocity tracking can

also be extended to include constraints, since the reference-generation logic can easily incorporate
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limitations on the motions, based on the analytical solution proposed in Section 4.1.2. The non-

causality is solved with prediction or with causal approximations, based on a second-order model

of the system or based on a spectral estimation of the incoming wave.

More practical solutions were proposed, were the control problem is formulated as the tuning

of the impedance realised by the PTO system. As commented in Section 4.2.4, however, control of

the damping and reactance is essentially an open-loop control and, due to modelling errors, a given

PTO impedance may not produce the expected motions/forces. In addition, the assumption of

linear damping is a strong one and most studies do not consider how the desired linear impedance

may effectively be implemented by the PTO system.

Discrete types of control, where the external force is treated as a sequence of values belonging

to a discrete set, have also been discussed in Section 4.2.2, mainly latching and declutching. In

discrete control, the motion of the system is, essentially, only controlled for part of the cycle

when it is either clamped (latching) or disconnected from the PTO (declutching). Apart from

the physical difficulties, already highlighted in Section 4.2.2 and mostly involving the stresses in

the latching/declutching mechanism, the uncontrolled operation is usually based on setting the

damping/impedance of the PTO to a constant value, which suffers from the same difficulties as

control of the PTO impedance (open-loop and realisability of a linear damper). Besides, the

optimal control sequence requires optimal command theory to be determined in irregular waves,

which needs predictions over a long future horizon in order to converge.

Given the nature of the wave energy control problem, among the most promising techniques

proposed in the literature are model-based controllers that run a constrained optimisation in real-

time. An optimal control input to be given to the system is determined, such that maximum

wave power absorption is achieved within any given constraint. An overview of optimisation-based

controllers was given in Section 4.2.3. The main difficulty is the necessity of having an accurate

enough model of the system and, at the same time, ensuring that the optimisation algorithm

converges to an optimum within the one sample period. Predictions of the excitation force are

still required, in order to provide an accurate prediction of the behavior of the system over the

optimisation time-horizon.

In Section 4.2.5, some alternative techniques typical of the active control of sound and vibrations

were also proposed. The ideal control solution, in this case, shares some similarities with complex-

conjugate control for wave energy, and its non-causality is typically dealt with an assumption about

the spectral model of the disturbance. The latter is utilised in the design of a feedback loop, shaped

on the basis of the optimisation of a H2 or H∞ functional. For non-stationary disturbances, which

is the case in wave energy, adaptive filters based on estimation/prediction of the excitation are

required.

As it emerged throughout the discussion in this Chapter, while usually acknowledged, the

requirement of prediction of the incident wave or of the excitation force produced on the WEC

was rarely addressed. Apart from some specific cases, it is not clear how long into the future

predictions are required for and to what degree of accuracy. Information of this type could be very

valuable at the design stage not only for the controller, but also for the overall WEC system. It

may be possible and useful, in fact, to include a controllability criterion among the variables to be

considered when the system geometry is chosen.

In addition, the problem of prediction itself was poorly addressed in conjunction with the
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control problem. Future values of the wave or wave force are usually assumed to be ideally known

or, if predictions are performed, the influence of the prediction quality on the performance of

the controller is not clear. Based on an analysis of the prediction requirements, it would be

interesting to compare and analyse different wave forecasting solutions and how they comply with

the requirements.

The problem of prediction requirements and wave prediction will be analysed and investigated

in more detail in the Chapters 5 and 6.
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Chapter 5

Wave prediction requirements

Abstract

Real-time control of wave energy converters (WECs) can benefit from prediction of the

incident wave or wave excitation force, as clearly emerged from the review in Chapter 4.

However, a quantitative analysis of the prediction requirements of the different control

strategies proposed in the literature has not, to date, been available.

The prediction requirements (how far ahead into the future do we need to predict?)

are analysed and quantified, when unconstrained complex-conjugate control is imple-

mented. The fundamental properties of the floating system that influence the length of

the required forecasting horizon are characterised. The possibility of manipulating the

control, based on prior knowledge of the wave spectral distribution, is also proposed for

the reduction of the prediction requirements. The proposed methodology is validated

on real wave data and heaving buoys with different geometries.

The main analysis and conclusions of this Chapter can also be found in [21, 20, 19, 15].

5.1 Introduction

Real-time control of WECs is based on the tuning of the system’s motion for maximum wave

energy absorption. An overview of the various solutions that exist in the literature was given in

Chapter 4. The unconstrained optimal solution, namely complex-conjugate control, outlined in

Section 4.1, specifies the conditions under which the system is always in resonance and maximum

power transfer from the waves to the PTO is achieved. Alternative control solutions have also been

proposed, where the limitation imposed by the physics of the system (e.g. amplitude of motion or

velocity, applicable forces), neglected by complex-conjugate control, are also taken into account.

In particular, some of the alternatives include latching [12], where the energy flow is constrained

to be uni-directional, and model predictive control (MPC) [119, 117, 13], which handles the use of

motion/forces constraints. Discrete control (latching/declutching) and MPC were already outlined

in Sections 4.2.2 and 4.2.3.

In Section 4.3, as well as in the wave energy literature, it is acknowledged that the effectiveness

of the different real-time control strategies depends, among other things, on the prediction of the
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incident wave elevation or wave excitation force acting on the system [6, 12, 119, 135, 8].

The pre-requisites for the implementation of the afore-mentioned control solutions, in terms of

prediction, have not been formally analysed and quantified. At the same time, it is of fundamental

importance to understand how long into the future predictions are required for, and if there is any

particular property of the WEC that may have an influence on the required future time horizon.

Not only is such an analysis important to judge the adequateness of the forecasting solutions, but it

can also be critical at the design stage of a WEC, when controllability may need to be considered.

A preliminary study, were the required and the achievable prediction horizon are qualitatively

related to the bandwidth of the radiation of the system and to the bandwidth of the occurring sea

state, is given in [147]. In the same study, the possibility of considering controllability at the design

stage of a WEC is also considered, on the basis of relations between the floating system geometry

and the prediction requirements. The conclusions, however, are only based on qualitative analysis,

that are not supported by practical examples or quantitative calculations.

Throughout this Chapter, a quantitative analysis of the non-causality of the optimal condi-

tions for maximum wave energy conversion, given by complex-conjugate control, is proposed. In

particular, an attempt is made to build a link between some fundamental properties of a floating

system for wave energy conversion and how long into the future predictions are necessary for an

effective approximation of the non-causal optimal control. The possibility of manipulating the con-

trol, based on prior knowledge about the spectral distribution of the incident wave, such that the

prediction requirements are reduced, is also analysed. The limiting case of a causal approximation

is also discussed.

The focus is put on a WEC consisting of a single floating body constrained to move in one

degree of freedom, as was modelled in Section 3.3.1. The adoption of a particular device geometry

does not limit the generality of the results, it allows for a clearer understanding of the fundamental

relations between the system and the prediction requirements.

The architecture of the complex-conjugate controller, and the analysis of its non-causality, are

discussed in Section 5.2. The methodology proposed for the quantification of the prediction require-

ments is then presented in Section 5.3, along with the possibility of manipulating the controller to

reduce the non-causality. Results obtained for some ideal systems over a variety of sea states are

then discussed in Section 5.4. Finally, Section 5.5 points out the main conclusive remarks.

5.2 Analysis of non-causality

As discussed in Section 4.1, given the model of a floating body oscillating in one degree of

freedom:

V (ω) =
Fex(ω) + Fu(ω)

Zi(ω)
=

Fex(ω) + Fu(ω)

B(ω) +Kv + ω

[
m+m∞ +ma(ω)− Ks

ω2

] , (5.1)
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complex-conjugate control gives three optimal conditions such that an oscillating system extracts

maximum energy from the incident wave:

Fu(ω) = −Z∗i (ω)V (ω) = − Z∗i (ω)

2B(ω) + 2Kv
Fex(ω) (5.2)

V (ω) =
1

2B(ω) + 2Kv
Fex(ω). (5.3)

Refer to Sections 3.3.1 and 3.3.2 for a full derivation of (5.1) and for details about the quantities

involved. Section 4.1.3 highlighted the non-causality of the conditions (5.2) and (5.3), which, as a

result, cannot be implemented in practice.

As reviewed in Section 4.2.1, one can use estimates/predictions of the excitation force to ap-

proximately calculate the optimal velocity in (5.3), or the PTO force, using (5.2). Alternatively,

measurements and predictions of the velocity can be utilised in order to estimate the optimal PTO

force, from (5.2). On the basis of such calculations, an approximation of complex-conjugate control

can be implemented in real-time to tune a WEC for optimal operation.

Note that the use of the first equivalence in (5.2) requires prediction of the oscillation velocity

of the system. The velocity, however, is also the controlled variable, as shown in the block scheme

of Fig. 4.7, in Chapter 4. The ability to predict the velocity is therefore strictly related to

the controller and cannot be treated separately. Since the objective of this Chapter is to give a

clear quantification of the prediction requirements for the implementation of non-causal complex

conjugate control, the focus is put on strategies where the variable to predict is the excitation force.

The latter is independent of the dynamics of the system, by definition (refer to Section 3.3.1), and

the identification of the requirements can be clearly separated from the problem of control.

The focus is therefore put on the second equivalence in (5.2), where the optimal force is calcu-

lated from the excitation force, and on (5.3). Equation (5.2) can be further expanded, based on

the model in (5.1), as:

Fu(ω) = − Zi(−ω)

2B(ω) + 2Kv
Fex(ω) =

−B(ω)−Kv + ω

[
m+m∞ +ma(ω) +

Ks

(ω)2

]

2B(ω) + 2Kv
Fex(ω) =

− 1

2
Fex(ω) +

m+m∞ +ma(ω)

2B(ω) + 2Kv
[ωFex(ω)] +

Ks

2B(ω) + 2Kv

[
1

ω
Fex(ω)

]
(5.4)

By defining the non-causal transfer function:

Hopt(ω) ,
1

2B(ω) + 2Kv
, (5.5)

the optimal relationships in (5.3) and (5.2) can be written as:

V (ω) = Hopt(ω)Fex(ω) (5.6)

Fu(ω) =
1

2
Fex(ω) + [m+m∞ +ma(ω)]Hopt(ω) [ωFex(ω)] +KsHopt(ω)

[
1

ω
Fex(ω)

]
(5.7)
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1
Zi(ω)

Hex(ω)

v(t)

η(t)

ζ(t)
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fu(t) +
+Gu(ω)Ku(ω)
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+

−

PTO

WEC
HLC

K(ω)+
−

vref (t)

v(t)
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f̂ex(t+ l|t) Estimator/
predictor

1
2B(ω)+2Kv

Figure 5.1: General structure for a non-causal controller of a WEC [15]. A high-level controller
(HLC) generates the velocity reference, vref (t), from predictions of the excitation force. The
low-level controller (LLC) implements a velocity-tracking feedback loop.

The optimal velocity is related to the excitation force directly through Hopt(ω). On the other

hand, the optimal load force, in (5.7), is related to the excitation force by means of a proportional

component plus a derivative and integral term, filtered through the non-causal transfer function

Hopt(ω).

The non-causality of the optimal conditions of interest is, therefore, totally captured by the

transfer function Hopt(ω) and its correspondent kernel:

hopt(t) = F−1
{

1

2B(ω) + 2Kv

}
=

1

2π

∫ +∞

−∞
Hopt(ω)ejωtdt. (5.8)

The analysis of the prediction requirements can, therefore, be centred on the non-causal transfer

function relating the velocity to the excitation force, namely the function Hopt(ω) defined in (5.5).

From (5.7), the non-causality of the relation between the excitation force and the optimal force

would be of a similar nature.

A control structure like the one shown in Fig. 5.1 is therefore proposed for the quantification

of the prediction requirements. The optimal velocity is calculated, based on (5.6), by using future

values of the excitation force. A low-level velocity-tracking controller would therefore act on the

PTO force, such that the reference velocity is imposed on the oscillating system for wave energy

conversion.

One main problem with the analysis of (5.8) is that the radiation impedance, and its real

part B(ω), are only available numerically for some frequencies, as an analytical solution is not, in

general, feasible for the radiation problem (refer to the discussion of Section 3.3.3). This poses

some problems for the calculation of the non-causal kernel hopt(t), which are dealt with in detail

in Section 5.2.1.
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5.2.1 Calculation of the non-causal kernel hopt(t)

There are two possibilities for the derivation of the non-causal kernel in (5.8), hopt(t), consid-

ering that its frequency response is only known numerically for some frequencies. One approach is

to approximate the numerical function in the frequency domain with a finite-order linear system

in the Laplace domain, Hopt(s), and then calculate the non-causal impulse response analytically.

A second possibility would be to make use of the IDFT and calculate, numerically, a discrete-time

signal approximating the impulse response function hopt(t).

Analytical calculation of the non-causal kernel through identification of the radiation

If a finite-order system approximating the radiation transfer function, Hr(ω) = B(ω)+ωma(ω),

is available, an alternative representation of the dynamic equation of the heaving floating body,

given in (5.1), can be written in the Laplace domain:

s(m+m∞)V (s) + Ĥr(s)V (s) +
Ks

s
V (s) +KvV (s) = Zi(s)V (s) = Fex(s) + Fu(s), (5.9)

where zero initial conditions, about velocity and position, are supposed.

In (5.9), the transfer function Ĥr(s) is an approximation of the radiation of the system, defined

in (3.116):

Ĥr(s)
∣∣∣
s=ωi

≈ Hr(ωi), (5.10)

that can be identified from the data, Hr(ωi), known only for some frequencies, ωi, according to

the different methods outlined in Section 3.3.3.

Based on (5.9) and (5.5), the non-causal transfer function of interest, Hopt(ω), can then be

approximated in the Laplace domain:

Hopt(s) =
1

Zi(s) + Zi(−s)
, (5.11)

where Zi(ω)∗ = Zi(−s), for s = ω, with:

Zi(s) = Ĥr(s) +Kv + s

(
m+m∞ +

Ks

s2

)
. (5.12)

The non-causal impulse response hopt(t), defined in (5.8), can be therefore calculated through

Laplace inversion of (5.11):

hopt(t) = L−1
{

1

Zi(s) + Zi(−s)

}
, (5.13)

where X(s) = L{x(t)} and x(t) = L−1 {X(s)} are Laplace transform pairs.

Note that Hopt(ω) is, from the definition in (5.5), a real and even function of ω (the radiation

resistance B(ω) is real and even) so that it will have pairs of poles of opposite sign: real poles

are symmetric with respect to the ω axis; complex-conjugate poles are symmetric with respect

to the origin. Because the impulse response is known to be non-causal, the region of convergence
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considered for the Laplace inversion of Hopt(s) must consist of the central stripe of the complex

s-plane containing the ω axis (we know that the frequency response exists) and bounded between

the inner unstable and stable poles (which, as said, are symmetric with respect to the origin).

From some prior knowledge about the radiation transfer function, Hr(s), it is possible to derive

a general expression for Hopt(s), which can give some important insights about the general shape

of the impulse response hopt(t). In particular, as also discussed in Section 3.3.3, it can be shown

that Hr(s) has a zero at s = 0 and it is strictly proper, with the degree of the numerator being

one less the degree of the denominator [71]:

Ĥr(s) =
b(s)

a(s)
=
bn−1sn−1 + bn−2sn−2 + . . .+ b1s

sn + an−1sn−1 + . . .+ a1s+ a0
. (5.14)

Note that, in (5.14), the degree of the denominator, n, represents the order of the finite-order

approximation of the radiation.

As a consequence, based on (5.12), the finite-order approximation of the intrinsic impedance

is:

Zi(s) =
b(s)

a(s)
+Kv + s (m+m∞) +

Ks

s
=

s2a(s) (m+m∞) + sKva(s) +Ksa(s) + sb(s)

sa(s)
,

d(s)

sa(s)
, (5.15)

which is not proper, since the degree of the denominator, n + 1, is lower than the degree of the

numerator, n+ 2.

A general expression for Hopt(s) can directly be derived, from (5.15), as:

Hopt(s) =
1

Zi(s) + Zi(−s)
=

−s2a(s)a(−s)
−sa(−s)d(s) + sa(s)d(−s) =

s2a(s)a(−s)
s2a(−s)b(s) + s2a(s)b(−s) + 2Kvs2a(s)a(−s) =

a(s)a(−s)
a(s)b(−s) + a(−s)b(s) + 2Kva(s)a(−s) ,

num(s)

den(s)
(5.16)

From (5.16), the following general properties for the non-causal transfer function Hopt(s) may be

derived:

• Hopt(s) is proper. The degree of the numerator, O[num(s)], equals the degree of the denom-

inator, O[den(s)], and it is double the order of the radiation transfer function:

O[den(s)] = O[num(s)] = 2O[a(s)] = 2n. (5.17)

• Hopt(s) tends to a constant value at low and high frequencies:

lim
s→+∞

Hopt(s) = lim
s→0

Hopt(s) =
1

2Kv
. (5.18)
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In practice, the friction coefficient, Kv, can assume different values at different frequencies,

so that the two limits in (5.18) are not necessarily equivalent.

• If there is no friction, that is Kv = 0, the transfer function Hopt(s) is not proper and has a

pole at s = 0:

Kv = 0 ⇔





O[num(s)] = O[den(s)] + 1 = 2n

lim
s→+∞

Hopt(s) = +∞

lim
s→0

Hopt(s) = +∞
(5.19)

In practice, it may always be assumed that Kv 6= 0, so that a partial fraction expansion of

(5.16), in the case of distinct poles, results in the following form:

Hopt(s) =

n∑

i=1

(
Ri

s− pi
+
−Ri
s+ pi

)
+

1

2Kf
, (5.20)

where pi ∈ C are the poles and Ri ∈ C are the correspondent residuals. Due to the real and even

nature of the transfer function Hopt(s), the poles appear in symmetric pairs about the origin and

the correspondent residuals are of opposite sign. If the region of convergence is chosen to be the

strip in the complex plane containing the ω-axis, the correspondent non-causal impulse response

will have the following general form:

hopt(t) ≈
n∑

i=1

Rie
pitu1(t) +Rie

−pitu1(−t) +
1

2Kf
δ(t), (5.21)

where u1(t) is the unitary step function, null for t < 0 and unitary for t ≥ 0, and δ(t) is the

Dirac-delta function. Note how the impulse response, hopt(t), is an even function of time (and

therefore non-causal), as expected from the inverse transform of an even and real function in the

frequency domain. Note the presence of the approximation symbol in equation (5.21), which has

been introduced to clarify that such analytical expression is only calculated from a finite-order

approximation (in the Laplace domain) of the radiation dynamics.

Ultimately, following the approach based on the approximation of the system’s radiation with

a finite-order linear system, it is possible to derive an analytical expression for the non-causal

impulse response of interest. The accuracy of the result depends on the accuracy of the identi-

fication (related to the order, n, and to the appropriateness of the model structure) and to any

numerical error that may arise during the procedure, in particular in the inversion of the radiation

to determine Hopt(s), in (5.11), and in the calculation of the residuals for the partial fraction

expansion, as from (5.20). Note that the radiation function of a floating structure, as discussed in

Section 3.3, typically, has a resonant behavior, in the sense that it assumes very large values in a

restricted range of frequencies, while it goes to zero outside this range. Such resonant characteristic

may introduce significant errors in the inversion and partial fraction expansion, which represent

poorly-posed numerical problems.
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Non-causal kernel calculation from IDFT

The non-causal transfer function of interest, Hopt(ω), defined in (5.5), is only known, numer-

ically, for some frequencies ωi, at which the radiation impedance, Hr(ω), is estimated from some

hydrodynamic software (refer to the discussion in Section 3.3):

Hopt(ωi) =
1

2<{Hr(ωi)}+ 2Kf
i = 1, . . . Nr. (5.22)

As an alternative to the identification of Hr(ω) and the Laplace inversion, the non-causal kernel

function hopt(t) can be determined numerically using the IDFT.

One main issue, here, is that Hopt(ω) does not go to zero, in general, at infinite frequency, as also

analytically shown in (5.18). An impulse response determined numerically, by means of discrete-

time Fourier inversion, will therefore be affected by distortion due to aliasing. In particular, the

resulting impulse response function would represent a system with transfer function which equals

(5.22) up to ω = ωNr and 0 for ω > ωNr [62]. Inaccuracies at high frequencies would mostly

affect the behavior of hopt(t) near the time t = 0, where the values of hopt(t) are likely to be most

significant.

The distortion from aliasing, however, is easily overcome by noting, directly from (5.22), that:

lim
ω→∞

Hopt(ω) =
1

2Kv
, (5.23)

since the radiation resistance, B(ω), goes to zero for infinite frequency [71].

A transfer function:

Kopt(ω) = Hopt(ω)− 1

2Kv
, (5.24)

can be defined such that:

lim
ω→∞

Kopt(ω) = 0. (5.25)

From the linearity of the Fourier transform, and from (5.8), the impulse response, hopt(t), is

given by:

hopt(t) = F−1 {Kopt(ω)}+ F−1
{

1

2Kv

}
= F−1 {Kopt(ω)}+

1

2Kv
δ(t) (5.26)

The IDFT can then be applied with no problems to Kopt(ω), yielding the following kernel

function:

kopt(t) = F−1 {Kopt(ω)} . (5.27)

Note the similarity of (5.26) with (5.21), where the constant 1/2Kv, giving rise to an impulse

at t = 0, is separate from the rest of the impulse response function.

Note, also, that it is possible to obtain any desired time resolution, Ts, for the impulse response

kopt(t = kTs), by just zero-padding Kopt(ωi) up to a frequency ωN = π/Ts. This would not
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Figure 5.2: Radiation impedance, after the singularity at infinite frequency is removed, namely
Hr(ω) = Zr(ω)− ωM∞, of a heaving cylinder with radius R = 5 m, draught h = 20 m, height
H = 25 m and mass m = 1.62× 106 Kg.

deteriorate the accuracy of the resulting impulse response function, as the frequency content of

Kopt(ω) is practically zero at high frequencies (within a certain degree of accuracy).

Adopting the numerical approach based on the IDFT, as just described, has the advantage of

reducing the complexity of the procedure and therefore the possible sources of approximation and

error (identification and partial fraction expansion not required). The main drawback is that the

result is not an explicit time-domain function, expressed as a combination of natural modes, which

can be useful for analysis purposes.

A Numerical example

In order to exemplify and compare the two different possible approaches, that is identification

and analytical Laplace inversion or numerical IDFT, the non-causal impulse response, hopt(t), is

calculated for a specific floating system in one degree of freedom. The floating body consists of a

heaving cylinder, whose geometry and radiation response, Hr(ω), are specified in Fig. 5.2. The

radiation problem was solved through the hydrodynamic software WAMIT [59], as described in

Section 3.3.1.

Following the methodology outlined in Section 3.3.3, three transfer functions, H
(n)
r (s), of order

n = 4, 6, 8 are identified in order to model the radiation [71]. Figure 5.3 compares the lowest-

order approximation, H
(4)
r (s = ω), with the data, Hr(ω), and the approximation is clearly very

accurate in the region [0.3 1] rad/s, where the significant part of the radiation spectral content

is contained. Higher order approximations are not shown as the difference in accuracy cannot be

visually noticed.

A finite-order approximation of the non-causal transfer function Hopt(ω) can then be analyti-

cally calculated, by using (5.11) and (5.12), for each of the three approximations of the radiation,

resulting in H
(n)
opt (s), with n = 4, 6, 8. The analytical approximations and the numerical values are
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Figure 5.3: Finite-order approximation of the radiation of the floating cylinder, shown in Fig. 5.2.
The order of the approximation is n = 4.

compared in Fig. 5.4, where also the relative error,

ε(n)(ω) =

∣∣∣Hopt(ω)−H(n)
opt (s = ω)

∣∣∣
|Hopt(ω)| , (5.28)

is shown. The behavior of the error, ε(n)(ω), indicates how very small differences in the accuracy

of the radiation identification may produce quite different accuracies in the approximation of the

transfer function Hopt(ω), due to the inversion of the radiation. In particular, significant relative

errors for the low-order approximations, n = 4 and n = 6, appear at lower and higher frequencies

than for the region [0.3 1] rad/s, where the identification was focused.

The optimal, non-causal function, Hopt(ω), can also be calculated numerically from the data,

by using (5.22). After removing the singularity at infinite frequency, 1/2Kv, based on (5.26), the

IDFT can directly be utilised for the calculation of a numerical kernel, kopt(t), that only differs

from the required hopt(t) for an impulse centred at t = 0. Fig. 5.5 shows the DFT, Kopt(ω),

defined in the interval [−100π, +100π], after zero-padding, that will produce a kernel kopt(t) with

sampling period Ts = 0.01 s.

Let us now analyse the differences, when the kernel function of interest, hopt(t), is calculated

analytically from the Laplace inversion of H
(n)
opt (s), or numerically from the IDFT. From the frac-

tion expansion of the transfer functions in the Laplace domain, H
(n)
opt (s), the impulse responses

h
(n)
opt(t) are calculated, based on equation (5.13). Alternatively, the impulse response hopt(t) is also

determined from the IDFT of Hopt(ω), shown in Fig. 5.5.

The impulse responses obtained using the two approaches are compared in Fig. 5.6, where

the impulse at time t = 0, of amplitude 0.5/Kv, is not shown. It is interesting to note that the

higher the order of the identification, the closer the solution gets to the numerical kernel calculated

from IDFT. The main inaccuracies that affect the approach with system identification are focused

around t = 0, and are mostly due to the presence of fake natural modes that try to model the real
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system identification and Laplace inversion, as opposed to numerical IDFT.

impulse at t = 0.

This example highlights the fact that the direct IDFT better suits our purpose of analysing the

non-causality of hopt(t). The possibility to zero-pad the frequency response allows the achievement

of any desired time resolution. On the other hand, while it would be very nice to have an analytical

expression of the kernel, based on finite-order approximation and Laplace inversion, the inaccu-

racies due to inversion of a transfer function and partial fraction expansion may give misleading

results. As a consequence, the quantification of the prediction requirements, in the remainder of

this Chapter, is based only on the numerical knowledge of hopt(t).

5.3 Quantification of the prediction requirements

Once the non-causal kernel, hopt(t), is known, the optimal velocity of the system can be calcu-

lated, based on (5.3) and (5.8), as:

vopt(t) =

∫ +∞

−∞
hopt(τ)fex(t− τ)dτ, (5.29)

where the non-causality of the kernel function requires that the excitation force is known infinitely

far into the future. Based on the block scheme of Fig. 5.1, the velocity calculated from (5.29)

can be imposed on the WEC, through a feedback controller, resulting in maximum wave energy

absorption.

The impulse response, hopt(t), as also numerically confirmed by Fig. 5.6, is, in general, an even

function decreasing asymptotically towards zero, so that less and less weight is put on future (as

well as past) values of the excitation force. In particular, it may be argued that the influence of

future (and past) values of the excitation force on the optimal velocity, and ultimately on the wave

power extraction, is negligible beyond a certain time horizon.

The required prediction horizon is determined from a range of approximations of the optimal
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velocities, calculated from the integral in (5.29), truncated to an interval [−L, +L]:

vLopt(t) =

∫ L

−L
hopt(τ)fex(t− τ)dτ, (5.30)

so that future values for the excitation force only up to fex(t + L) are included. Note that the

causal part of the integral is also truncated to maintain the evenness of the impulse response. In the

extreme case of L = 0, the integral in (5.30) becomes causal and no future values of the excitation

force are required. In order to keep the focus on the prediction requirements, ideal knowledge of

the future excitation force is assumed, for the present.

The velocity vLopt(t) is then ideally imposed onto the system. In particular, the low-level con-

troller of Fig. 5.1 implements a direct feedforward action:

fLu (t) = (m+m∞)v̇Lopt(t)+

∫ +∞

0

hr(τ)vLopt(t−τ)dτ+Kvv
L
opt(t)+Kb

∫ t

−∞
vLopt(τ)dτ−fex(t), (5.31)

directly calculated from the time-domain equations of motion, given in (3.143). As previously

noted, the interest here is focussed on the analysis and quantification of the prediction requirements,

rather then on the implementation of the controller. In practice, a pure feedforward action like

that in (5.31) could give rise to unwanted behavior in the case of inaccuracies in the model and

the excitation force predictions. The design of the velocity-tracking loop is dealt with in Chapter

8.

The performance of the WEC, in terms of power absorption, that is achieved from the use of

(5.30), given the future horizon L, is measured by the RCW:

RCW (L) =
Pu(L)

Pw ·D
. (5.32)

The RCW, defined in (5.32), represents the ratio of the average absorbed power, Pu(L), to the

total wave power incident over the width of the device, that is the average power per unit of wave

front, Pw, defined in (3.45), multiplied by the width of the system, D (e.g. the diameter in the

case of a cylinder). The average absorbed power, Pu(L), depends on the considered future horizon,

L, and is calculated as:

Pu(L) =
1

T

∫ T

0

vLopt(t)f
L
u (t)dt, (5.33)

where T is a finite simulation time.

Intuitively, it is expected that RCW (L) increases when larger values of L are considered, but

only up to a critical future horizon, beyond which the power gain from considering extra future

information of the excitation force is negligible. Such quantification gives an idea of the non-

causality of complex-conjugate control applied to the floating system, because we expect that the

critical future horizon gets smaller if the non-causal impulse response hopt(t) goes more quickly to

zero.

From well known relations between (stable) impulse response functions and corresponding trans-

fer functions, the decay towards zero is dominated by an exponential related to the dominant time

constant of the system, specifically the lowest frequency pole. Due to the presence of the radi-
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Figure 5.7: Non-causal transfer function, Hopt(ω), between excitation force and optimal velocity.
It is a real and even function of the frequency.

ation resistance B(ω), Hopt(ω) is only known numerically for some frequencies, and an explicit

finite-order representation is not immediately available. Besides, from the discussion in Section

5.2.1, numerical inaccuracies due to approximation and inversion would advice against the use of a

finite-order approximation of Hopt(ω). From the behavior shown in Fig. 5.7, valid for systems with

a single-peaked radiation function, it is straightforward to identify the lowest frequency pole. The

function Hopt(ω) can, in fact, be seen as a low-pass filter cascaded with a high-pass filter, where

the attenuation band corresponds to the resonance band of the system’s radiation function. The

lowest frequency pole, at ω1, can be estimated as the cut-off frequency (at −3 dB) of the low-pass

filter.

The time constant τ1 = 1/ω1 is the dominant parameter that influences the decay to zero of

hopt(t), and consequently the non-causality of the control action. As an example, Fig. 5.8 shows

the relation between τ1 and ω1 for two different floating cylinders. Note that, in Fig. 5.8, the focus

is put on the function Kopt(ω) and on the corresponding kernel, kopt(t), rather than on Hopt(ω)

and hopt(t). Based on (5.26), however, the characteristics of non-causality of hopt(t) and kopt(t)

are the same, since they only differ by an impulse at time t = 0, related to the singularity, for

ω →∞, of Hopt(ω).

5.3.1 Manipulation of control for reduction of requirements

The optimal conditions of complex-conjugate control, given in (5.2) and (5.3), do not rely on

the spectral distribution of the excitation force. The optimal power transfer from the waves to the

system, as discussed in Section 4.1, is found independently of the excitation. A critical evaluation

of the non-causality of Hopt(ω), however, which also takes into account the typical frequency

distribution of the excitation force, could offer the possibility of manipulating its shape such that

the prediction requirements are reduced.

For a number of reasons, the wave excitation force is always contained within the stop band of

Hopt(ω), in relation to Fig. 5.7:

• Waves do not appear at frequencies below 0.2− 0.3 rad/s (wave periods above 30− 40 s).

• Waves at higher frequencies than the attenuation band of Hopt(ω) are filtered out by the
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Figure 5.8: Relation between lowest frequency pole and non-causality of the impulse response.
Kopt(ω) and kopt(t) are calculated for two heaving cylinders.

excitation transfer function, Hex(ω), based on (3.114). There exists, in fact, a correspondence

between the radiation and excitation bandwidth, based on the Haskind relation [21], [6].

• If the system is well-suited to the location of deployment, its radiation response shall roughly

match most of the sea states, and this corresponds to the attenuation band of Hopt(ω), as

discussed in Section 5.3.

Based on these considerations, it may be argued that the velocity generation, in (5.29), will

mostly work at frequencies within the attenuation band of Hopt(ω) (0.4-1 rad/s in Fig. 5.7). As a

consequence, there exists the possibility of manipulating the shape of Hopt(ω) in order to reduce

its non-causality, while at the same time maintaining its effectiveness in most sea conditions.

In Section 5.3, the non-causality was related to the time constant τ1, which is the reciprocal of

the lowest frequency pole of Hopt(ω). A possible intuitive manipulation may therefore consist of

lowering the gain of Hopt(ω) outside the attenuation band, where its input (the excitation force)

will not usually appear. This would move the first pole towards higher frequencies, thus reducing

the time constant τ1. As an example, consider Fig. 5.9(a), where the original Hopt(ω) is modified

to a new function termed Hred(ω). As a result, the impulse response hred(t), which is still real

and even, decays much more quickly to zero than hopt(t), as shown in Fig. 5.9(b).

Note that the modification proposed here is not rigorous, in any sense, and it is only based on

qualitative considerations. It is not within the scope of this Chapter to find the best re-shaping of

Hopt(ω) which minimises the non-causality and at the same time maximises the approximation of

the optimality condition, within a chosen frequency band. Some numerical examples, in Section

5.4.3, however, will serve as a demonstration of the potential benefits that simple modifications of

Hopt(ω) may have on the reduction of the prediction requirements.
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Figure 5.9: Manipulation of Hopt(ω), resulting in Hred(ω), such that the lowest frequency pole
is moved rightward, thus decreasing the dominant time constant of the correspondent impulse
response.
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5.3.2 Causal approximation with a second-order model

A closer analysis of the non-causal function relating the excitation force to the optimal velocity,

namely Hopt(ω), from Fig. 5.7, reveals that, within the range of frequencies of interest, discussed

in Section 5.3.1, the function is quite flat. A constant approximation of Hopt(ω) could, therefore,

be quite close to optimal in most sea states. At the same time, a constant approximation would

completely remove the non-causality!

Note that a causal approximation, similar to what is discussed here, was also proposed in [97]

and [96]. A formal discussion of the quality of the approximation and of its effectiveness, in terms

of power capture, compared to the ideal solutions, for different systems and over different sea states

was, however, not given.

In this Section, the constant approximation of the function Hopt(ω) is based on a reduction of

a the model of a WEC to second order, as also done in [96] for the AWS converter. The optimal

condition relating excitation force to velocity, in (5.3), is reduced to a simple proportional relation,

from which the constant approximation is derived.

Following identification of the floating system’s radiation, adhering to the methodology de-

scribed in Section 3.3.3, a transfer function approximating the dynamics of the WEC is available:

V (s)

Fex(s) + Fu(s)
=

1

Zi(s)
, (5.34)

as also proposed in (5.9), in Section 5.2.1, for the finite-order approximation of the non-causal

function Hopt(ω).

The finite-order SISO system of (5.34) is equivalently described by state-space equations of the

type:

{
ẋ(t) = Ax(t) +B [fex(t) + fr(t)]

v(t) = Cx(t)
, (5.35)

where x(t) is a state vector of dimension equal to the order of the transfer function in (5.34) (2+

the order of the radiation, if the state-space realisation is minimal). Each component of the state

vector, x(t), can be associated with a positive real quantity, called the Hankel singular value, that

quantifies its energy [72], as explained in more detail in appendix A. State components with a

relatively low Hankel singular value can then be removed from the system with no or little effect

on the overall dynamics.

Now, suppose that the order of the system, that is the dimension of A or the order of 1/Zi(s), is

n, and that the Hankel singular values are arranged in descending order, σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0,

each of them associated with a particular component state of the system. If the floating system

is expected to be dominated by a second-order dynamics, then the value of the first two singular

values should be much larger than the value of the other singular values or, equivalently, σ2 >> σ3.

If that is the case, any state component other than the two associated with σ1 and σ2 may be

neglected with little effect on the system’s response. As an example, the model reduction procedure

is applied to a range of four floating cylinders, whose geometries are specified in table 5.1. The

cylinders all have the same mass distribution and radius, but different height. The ratio σ2/σ3,
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cylinder R [m] h [m] m [Kg] σ2/σ3
1 5 6 2.6× 105 230
2 5 8 3.9× 105 464
3 5 15 1× 106 1336
4 5 20 1.3× 106 3204

Table 5.1: Reduction to second-order model, applied to some heaving cylinders. R is the radius, h
is the draught and m is the submerged mass.
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Figure 5.10: Comparison of real frequency response, 1/Zi(ω) against second-order approximation,
for cylinder 1 of Table 5.1.

which determines how well the system is described with a second-order dynamics, is also shown in

table 5.1. It is clear how the ratio increases with the increasing height of the cylinder, which means

decreasing bandwidth, although in general it stays quite large (minimum is 230). In Fig. 5.10,

the frequency response of the second-order model of cylinder 1, that is the one showing the lowest

ratio σ2/σ3 = 230, is shown against the real frequency responses calculated from the hydrodynamic

software.

Once a second-order model has been identified, the floating system in (5.1) is approximated by

the following frequency domain model:

V (ω) =
b1(ω)

(ω)2 + a1(ω) + a2
[Fex(ω) + Fu(ω)] , (5.36)

which, in the time domain, using simple properties of the Fourier transform, corresponds to:

M̂ v̇(t) + B̂v(t) + K̂s

∫ ∞

0

v(τ)dτ = fex(t) + fu(t), (5.37)
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where:

M̂ =
1

b1
B̂ =

a1
b1

K̂s =
a2
b1
. (5.38)

The parameters a1, a2, b2 are directly related to the state space matrices (A, B and C) in (5.35),

following the reduction to a second-order model.

Note that the heaving cylinder in water approximately behaves as a mass-spring-damper me-

chanical oscillator with mass M̂ , damping B̂ and spring coefficient K̂s, as discussed in Section 3.2.4.

The fluid memory effect, modelled by the frequency dependance of the radiation, has disappeared

and the radiation impedance has been reduced to a constant. If reactive control is solved for such

a second-order system, it is straightforward to show how the optimal conditions, given in (5.3) and

(5.2), reduce to:

V (ω) =
1

2B̂
Fex(ω) (5.39)

Fu(ω) = −
[

1

2
− ω M̂

2B̂
− K̂s

ω2B̂

]
Fex(ω). (5.40)

For a second-order oscillating system, maximum wave energy extraction is realised if the velocity,

from (5.39), is simply proportional to the excitation force and if the optimal force, based on (5.40),

is related to the excitation force through a classical PID relationship. As already mentioned in

Section 5.2, the focus in this study is on the condition in (5.39), relating the velocity to the

excitation force.

After reduction to second order, the implementation of reactive control is perfectly realisable,

because the reference-generation logic needs simply to implement the following zero-order transfer

function:

Ĥopt(ω) =
1

2B̂
, (5.41)

as opposed to the non-causal Hopt(ω) of (5.41). Such a causal realisation of reactive control is
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system, the reference generation is a purely proportional block, which is causal and realisable.

illustrated in the block diagram of Fig. 5.12.

More interestingly, the constant 1/2B̂, obtained from the model reduction, is an approximation

of the flat part of Hopt(ω) around the resonance frequency of the device, as shown in Fig. 5.11. The

approximation is close to the real transfer function in the frequency range [0.6, 1.2] rad/s while is

quite far from ideal outside such a range. The wave excitation force, however, is most likely to

occur within the specified range, for the reasons outlined in Section 5.3.1.

5.4 Results

5.4.1 Wave data and systems geometry

The quantification of the prediction requirements, according to the methodology outlined in

Section 5.3, is based on numerical simulations carried out with real wave measurements. The

wave data was provided by the Irish Marine Institute and comes from real observations collected

from a data buoy deployed off the West coast of Ireland, at the Atlantic Marine Energy Test

Site (AMETS), west of Belmullet, county Mayo, at approximately 54o 13′N, 10o 8′W . The data

consists of two consecutive 30 minutes sets for each hour, sampled at 1.28 Hz, covering the year

2010. Figure 5.13 shows the distribution of peak frequency (peak of the wave spectrum), ωp, and

significant wave height, Hs, calculated from (3.49) and (3.46), so to give an idea of the wave climate

at the location.

For the current calculations, a number of data sets has been selected among all the ones

available. In particular, all the sea states with a peak frequency approximately equal to values

that range from 0.5 rad/s to 1 rad/s, with a frequency interval of 0.05 rad/s, were picked up. The

distribution of peak frequency and significant wave height of such data sets is highlighted in Fig.

5.13 and the number of data sets available for each peak frequency is indicated in Table 5.2.

The wave energy conversion system consists of a bottom-referenced floating body constrained

to move in the heave direction only, as modelled in Section 3.3.1. Both cylinders and spheres are
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Figure 5.13: Distribution of peak (of energy) frequency, ωp, and significant wave height, Hs,
collected from a data buoy in Belmullet (54o 13′N, 10o 8′W ) over the year 2010. The data sets
selected for the numerical simulations are highlighted.

ωp [rad/s] 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1.0
Num 15 40 52 37 31 11 19 12 9 5 2

Table 5.2: Number of data sets available per each peak frequency, as from Fig. 5.13.

considered, with varying values for the radius and the height (in the case of the cylinder). The

geometry of the spheres and cylinders are specified in Table 5.3, where R: radius; h: draught at

rest; m: mass; ω0: resonance frequency; ∆ω: bandwidth of the radiation resistance, B(ω); τ1:

dominant time constant of the kernel function hopt(t), calculated as proposed in Section 5.3.

Note that, as the radius of the sphere increases, the bandwidth and the resonance frequency get

smaller, while at the same time the dominant time constant of the non-causal impulse response,

hopt(t), increases. From the analysis of the prediction requirements, it is therefore expected that

bigger spheres (bigger τ1) will require predictions of the excitation force longer into the future for

an effective realisation of reactive control. For the cylinders, two parameters specify the geometry

(the density is kept constant): the radius and the height/draught. From Table 5.3, it appears how

the time constant τ1 is mainly affected by the radius, with only slight changes for different heights.

It would be expected, therefore, that heaving cylinders of different sizes, but with similar radii,

would be equally (or similarly) demanding in terms of wave excitation force prediction.

5.4.2 Prediction requirements

The proposed WECs, whose geometry was specified in Section 5.4.1, were simulated over the

selected set of real wave records, detailed in Fig. 5.13 and Table 5.2. Reactive control was

implemented, as described in Section 5.3, based on the block scheme of Fig. 5.1. The system ideally

follows the reference velocity calculated from the convolution of the non-causal kernel hopt(t) with

the excitation force, as given in (5.30). The impulse response function hopt(t) was determined

from Hopt(ω), by means of the IDFT, according to the methodology outlined in Section 5.2.1.

The future values of the excitation force are assumed to be perfectly known. The performance, in

terms of energy capture, was then assessed for each value, L, of the future horizon considered in
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R h m ω0 ∆ω τ1
[m] [m] [kg × 105] [rad/s] [rad/s] [s]

S1 4 4 1.38 1.63 1.60 10.87
S2 5 5 2.70 1.43 1.45 14.16
S3 6 6 4.66 1.32 1.37 18.62
C1 3 4 0.93 1.40 1.03 10.00
C2 3 8 1.86 1.08 0.79 9.97
C3 3 12 2.80 0.92 0.66 9.94
C4 3 16 3.73 0.82 0.59 9.91
C5 3 20 4.66 0.74 0.53 9.89
C6 5 4 2.59 1.23 0.98 19.80
C7 5 8 5.18 1.02 0.75 19.80
C8 5 12 7.77 0.89 0.63 19.76
C9 5 16 10.40 0.79 0.56 19.7
C10 5 20 12.90 0.72 0.51 19.76
C11 7 4 5.07 1.14 0.95 31.06
C12 7 8 10.10 0.98 7.2 30.96
C13 7 12 15.20 0.85 0.62 30.96
C14 7 16 25.40 0.70 0.54 30.96
C15 7 20 31.71 0.64 0.50 30.9

Table 5.3: Geometry of heaving buoys. C: cylinder; S: sphere.

the calculation of the velocity, as described in Section 5.3. In particular, for each system and sea

state, the relative capture width, RCW (L), was calculated from (5.32).

As mentioned in Section 5.3, it is expected that RCW (L) tends towards an ideal maximum

value while L increases. The asymptotic behavior of hopt(t) was shown to be dominated by a

decreasing exponential with a time constant, named τ1, inversely proportional to the first cut-off

frequency of the function Hopt(ω). Table 5.3 indicates the value of τ1 for the selected spheres and

cylinders. Ultimately, it would be reasonable to expect that systems with a larger time constant

τ1 would require knowledge of the excitation force longer into the future for the calculation of a

reference oscillation velocity that permits the achievement of a RCW close to the ideal maximum.

Figure 5.14 shows the detail of RCW (L), calculated for the three different spheres of table 5.3

over three different wave conditions, that are identified by the peak frequencies of 0.5, 0.75 and

1 rad/s. In any case, as obviously expected, the power capture increases when more and more

future information about the wave excitation force is included in the calculation of the reference

velocity. More interestingly, the curves approach the optimal RCW at different time horizons

and, in particular, the prediction requirements are more demanding for systems with a larger time

constant τ1. In addition, note how this behavior is not dependent on the specific sea state, but only

on the system’s properties, while the sea state has an obvious influence on the absolute value of

the RCW . Note that the optimal value of RCW changes with the size of the device, in accordance

with the general theory of axis-symmetric heaving buoys [1].

In order to have a more general assessment of the relation between prediction requirements and

properties of the WEC, the average value of the forecasting horizon required to obtain a RCW > 0

was determined, and this is shown in Fig. 5.15 against the corresponding time constant τ1 of the

sphere. It is clear how the prediction requirements increase nearly linearly with the dominant time

constant of the function Hopt(ω). The standard deviation of the prediction requirement for each
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Figure 5.14: Performance of different spheres, achievable through complex-conjugate control when
information of future excitation force, at different leading times, is included in the reference velocity
calculation.
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device is also shown as the length of a bar centred about the mean value (the circle). Its value

is generally small and this fact highlights the independence of the prediction requirements of the

specific sea states (nearly 200 data sets were included in the calculations, as from table 5.2).

Regarding the other geometry considered in this study, the cylinder, Figures 5.16(a) and 5.16(b)

show the details of RCW (L), calculated over two particular sea states with peak frequency of 0.5

and 1 rad/s. Compared to the sphere, which is uniquely specified by the radius, the geometry of a

cylinder is specified by two parameters. Figure 5.16(a) shows the results for three cylinders with

same height and different radius are considered, while Fig. 5.16(b) shows the details of three specific

cylinders with same radius but different heights. In Section 5.4.1, and particularly from table 5.3,

it was noted how the time constant, τ1, of a cylinder is mainly affected by its radius. In fact,

similarly to the results for the spheres, in Fig. 5.16(a), the performance of the control approaches

the ideal value for future horizons whose length is directly proportional to τ1. Although the effect

of the cylinder height on τ1 is negligible, as shown in Table 5.3, Fig. 5.16(b) demonstrates that,

however, the height has an actual effect on the prediction requirements. In particular, it seems

that when the height increases the device is less demanding in terms of prediction.

A more general picture of the prediction requirements for cylinders is given in Fig. 5.17, where

the distribution of the average and variance of the forecasting horizon, required for the achievement

of a performance RCW > 0, is shown. The cylinders are parameterised on the base of their τ1,

but the effects of changes in height are also highlighted.

It would certainly be valuable if a more general property of the system, other than the cylinder

height, may be linked to the prediction requirements, as in the case of the time constant τ1. If

such a general property exists, it is likely to be a strong function of the radiation resistance. The

radiation of a single-body floating system, such a sphere or cylinder in heave, has a general shape

that resembles the response of a second-order harmonic mechanical oscillator, which is defined by

a resonant frequency and a bandwidth. It is common to represent the bandwidth by means of the

Q factor, closely related to the number of oscillations over which the amplitude of the oscillation

falls off by a factor of e [55], as also discussed in Section 3.2. In other words, the Q factor is

inversely proportional to the damping of the free oscillation of the oscillator. For the case of a

heaving cylinder, Q can be readily calculated from a second-order model, as derived in Section

5.3.2, based on (3.68).

Similarly to Fig. 5.17, Fig. 5.18 gives a general picture of the prediction requirements where

the cylinders are now parameterised with respect to the Q factor. Although its influence is not

as strong as that of the time constant τ1, a pattern is clearly evident with the devices being more

demanding when the Q factor decreases, for a given τ1.

The parameter τ1 remains, though, the most critical in relation to the prediction requirements.
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Figure 5.16: Performance of different cylinders, achievable through complex-conjugate control
when information of future excitation force, at different leading times, is included in the reference
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5.4.3 Prediction requirement reduction

The possibility of manipulating the control, such that the non-causality is reduced, was proposed

in Section 5.3.1. Intuitive modifications to the reference generator Hopt(ω) are applied, as shown

in the example of Fig. 5.9(a). As a result of implementing reactive control based on the modified

Hred(ω), Fig. 5.19 shows the behavior of RCW (L) for two different systems, cylinders C1 and C10

of Table 5.3. A stark reduction of the prediction horizon required for an effective implementation

of reactive control is achieved. In addition, the performance drop is minor in both cases. The

deviation from the optimal performance, in particular, will be affected by the bandwidth of the

system (flatness of Hopt(ω)) and by the excitation force spectral distribution, as noted in Section

5.3.1.

By applying the modification to the reference generation function, Hopt(ω), to all the cylinders,

and calculating the prediction requirements in all the sea states, the results of Fig. 5.20 are

obtained. The prediction requirements are significantly reduced to an horizon shorter than 10

seconds, that would obviously be much easier to be achieved with prediction algorithms. Also, it

is interesting to note that the differences between the cylinders is minimal, so that no geometry

seems to be particularly advantageous in terms of required forecasting horizon.

Figure 5.21 shows the distribution, with the bandwidth of the system, of the maximum RCW

achievable, when Hred(ω) is adopted, as percentage of the RCW obtained from ideal complex-

conjugate control. The average (dot) performance is usually well above 80%, and increases with

the bandwidth of the system. The standard deviation (bar centred around dot) is quite large only

for very narrow-banded systems. Note that Hred(ω) was only qualitatively derived from Hopt(ω)

and lower performance losses could be achieved through an optimisation that takes into account

the spectral distribution of the sea states, as also mentioned in 5.3.1.
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Figure 5.20: Modification of the velocity reference generation transfer function Hopt(ω) for reduced
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Figure 5.21: Maximum RCW that is achievable when using Hred(ω), as a percentage of the ideal
RCW , obtained with Hopt(ω).

5.4.4 Causal approximation

The model-order reduction and the causal approximation of the optimal transfer function,

Hopt(ω), as proposed in Section 5.3.2, is now performed for the floating cylinders of Table 5.3.

The control scheme of Fig. 5.12 is then implemented, by imposing a reference-velocity, generated

through a simple proportional relation with the excitation force, with a control force calculated

from (5.31). The performance is measured with the RCW, as proposed in (5.32), and in this case

it is not affected by the future horizon, since no predictions of the excitation force are required for

the calculation of the reference velocity.

The achieved RCW is compared with the ideal maximum obtained with non-causal complex-

conjugate control, where the function Hopt(ω) is implemented for the calculation of the reference

velocity, as from the block scheme in Fig. 5.1 and as proposed in Section 5.3. The analysis is

carried out over all the real wave-data proposed in Section 5.4.1, and shown in Fig. 5.13.

As an example, consider Fig. 5.22, showing the performance of three sample cylinders, C1,

C10 ad C15 of table 5.3, with the causal and non-causal control strategies, in a specific sea state,

with peak frequency ωp = 0.5 rad/s. As seen from the results in Section 5.4.2, the performance of

the ideal complex-conjugate control improves if more information (into the future) about the wave

excitation force is taken into account. The prediction horizon required for approaching the ideal

optimum is related to the properties of the radiation, through the time-constant τ1. Significantly,

the performance of the causal approximation, which obviously does not improve with an increase in

the future horizon considered, is very close to the maximum obtained with the non-causal control
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Figure 5.23: Average RCW obtained with causal approximation, as a percentage of ideal maximum
achievable with non-causal complex-conjugate control.

in most cases.

As mentioned in Section 5.3.2, it may be expected that the accuracy of the approximation

improves for systems with wider bandwidth, for which the optimal function, Hopt(ω), is flatter and

closer to a constant. It is to be expected, however, that the achievable performance with the causal

controller, compared to the ideal maximum, is also affected by the spectral distribution of the sea

states. In particular, the further the incident waves are from the natural frequency of the system

(where the constant approximation is more accurate) the higher the loss in performance will be,

as it is clear from Fig. 5.11. The examples in Fig. 5.22 confirm such considerations, since the

system with the widest bandwidth, C1, where the causal approximation is more accurate across a

wider range of frequencies, as from table 5.1, shows the worst performance, relatively to the ideal

maximum, of the causal controller in a sea state centred at a frequency very far from its natural

frequency.

A more general picture is given by Fig. 5.23, where the average performance of the causal

controller, as a percentage of the ideal optimum, over all the selected sea states, is plotted against

the bandwidth of the system. As usual, the standard deviation is also shown as a bar centred

around the mean, represented by a dot. The best performance is obtained with systems that have

a relatively wide bandwidth, but at the same time a natural frequency that is not far from the

waves, which in this case are between 0.5 and 1 rad/s. At the same time, quite a high variance in

the performance and, on average, a lower effectiveness is experienced with narrow-banded systems,

as expected. Overall, however, it is interesting to notice that the simple causal controller allows

the achievement of performances that are usually above 70-80 % of the ideal maximum, which

require predictions.

Ultimately, it has been shown how a simple proportional approximation of complex-conjugate

control can provide a very effective method for calculating the reference velocity to impose on a

wave energy conversion system. With very little loss in terms of performance, such an approach

completely eliminates the needs to predict the excitation force. This also means that the control

approach is very likely to be more robust, as it does not have to cope with the inevitable forecasting

errors that will affect the reference velocity. Finally, we note that the prediction horizons required

by the ideal reactive control can be quite large, more than 60 seconds, depending on the system,

as shown in Section 5.4.2. The complexity of the control design, as well as of the instrumentation,

and therefore the costs required for an implementation of the non-causal reactive control, may not
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justify the marginal power gain.

5.5 Conclusion

This Chapter aims to provide a detailed study and quantification of the prediction require-

ments for an effective realisation of complex-conjugate control applied to systems for wave energy

conversion. The term prediction requirements is taken to mean the forecasting horizon required,

i.e. how long into the future prediction is required for.

Knowledge of the prediction requirements is fundamental for the appropriate definition of the

wave forecasting problem, which will be dealt with in detail in Chapter 6. At the same time, from

the analysis and discussion of the non-causal conditions that an oscillating system needs to satisfy

for maximum efficiency, as articulated in Section 5.2, the possibility of relating the prediction

requirements to fundamental properties of the floating system’s radiation emerged. The present

study, therefore, becomes fundamental not only for the definition of the forecasting problem, but

also to provide the basis for a control-informed design of the system, where possible.

In Section 5.4, results were calculated for several WECs consisting of single-body heaving

systems, of cylindrical and spherical shape, under a variety of real wave measurements (about 200

sea states). One parameter of the system, the time constant τ1, was found to be mainly responsible

for the forecasting horizon required for the effective approximation of complex-conjugate control.

Such a parameter, strictly related to the radius for the specific case of cylinders and spheres,

was also related to the general shape of the reciprocal of the radiation resistance, so that the

results could also be extended to different shapes. Another parameter having an influence on the

prediction requirements, although with a less significance than τ1, was related to the damping of

the free oscillation of the floating body’s radiation response, or equivalently to the corresponding

Q factor. Ultimately it was found that systems with bigger time constants τ1 (usually physically

larger systems) require predictions longer into the future for reactive control to be effective, and

the relation between required prediction horizon and τ1 is close to linear. For systems with the

same τ1, higher Q factors allow the reduction of the prediction requirements. Such results are

independent of the specific sea state.

In absolute terms, with the required prediction horizons going from as low as 10 seconds to more

that 1 minute, one cannot fail to notice that, in some cases, the realisation of complex-conjugate

could be impractical, unless a quite sophisticated solution for the wave prediction problem is

found. However, a manipulation of the control, based on prior knowledge of the excitation force

spectral distribution, was also proposed for the reduction of the prediction requirements, in Section

5.3.1. The possibility of making the control law causal was also proposed, based on a reduction

of the system to a second-order model, as described in Section 5.3.2. The performance loss after

manipulation of the controller is related to the bandwidth of the system and to the spectral

distribution of the incident waves with respect to the resonance frequency of the floating system.

The results, shown in Sections 5.4.3 and 5.4.4, indicate that, at the cost of a very small drop

in efficiency, reshaping the non-causal control law can possibly yield a significant decrease in the
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prediction requirements (or removal of a prediction need when a causal approximation is performed)

which may, in turn, allow for simpler and cheaper solutions to the prediction problem.

Note that the focus, in this Chapter, was put on the non-causality of unconstrained complex-

conjugate control. Physical constraints on the system, however, could make it impossible for a

WEC to reproduce the desired optimal behavior in highly energetic seas, since very large motions

and forces are required. As it emerged through Chapter 4, several control strategies, which take

into account the constraints, were proposed in the wave energy literature and most of them, such

as latching or MPC (refer to Sections 4.2.2 and 4.1.2), are based on the solution of an optimisation

problem, which requires knowledge of the future wave excitation force. However, due to the

numerical nature of the approach, it is not usually possible to produce an analytical and formal

analysis of the non-causality and the prediction requirements can only be determined numerically

and on a case by case basis. At the same time, restraining the analysis to complex-conjugate

control allowed an understanding of the basic links that exist between the fundamental properties

of a floating system (radiation and excitation) and its prediction requirements.

Having clearly identified the forecasting requirements, it is then possible to define and approach

the problem of predicting the incident wave or the resulting wave excitation force, which will be

done in Chapter 6. Once the problem of wave forecasting is successfully solved, the non-causal

approximation of complex-conjugate control proposed in this Chapter, and particularly in the block

scheme of Fig. 5.1, can be realised. In particular, a velocity reference can be produced from the

predictions and a classical feedback controller can then be designed to track the desired velocity.

Chapters 7 and 8 will study more in detail the control system design.
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Chapter 6

Short-term forecasting of wave elevation

and wave excitation force

Abstract

After analysis of the prediction requirements for the implementation of non-causal

complex-conjugate control, in Chapter 5, the present Chapter presents a detailed anal-

ysis of the problem of wave and wave-force prediction. In particular, an approach

where the wave elevation is treated as a time series, and is predicted only from its past

history, is presented. A comparison of a range of forecasting methodologies on real

wave observations from different locations shows how the relatively simple linear AR

model, which implicitly models the cyclical behavior of waves, can offer very accurate

predictions of swell waves for up to two wave periods into the future. The extension of

the models to the prediction of the excitation force, required for the implementation of

a non-causal controller of WECs is also investigated.

The main results of this Chapter are collected in a number of publications on wave

forecasting [148, 23, 16, 22], and on the prediction of the wave excitation force [21, 19,

15].

6.1 Introduction

This Chapter focuses on the problem of forecasting the ocean wave elevation at a specific

point of the sea surface based on past observations collected at the same point. The problem is

strictly connected to the real-time control of a WEC which can, potentially, significantly increase

its efficiency and energy capture ability, but that is well known to be described by non-causal

relationships in the time domain [94],[6],[11], as widely discussed in Chapters 4 and 5.

The wave elevation, η[k], observed at a particular point of the sea is treated as a pure univariate

time series, so that the forecasting problem consists of determining the prediction, η̂[k + l|k], a

number of steps ahead, l, based on all the information up to the current sampling instant, k.

Most of the solutions proposed in the literature deal with the problem by trying to reconstruct

the wave field at a certain point of the sea surface based on one or more distant measurements
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[103],[149],[150],[151], as shown in Fig. 6.1(b). The spatial prediction, however, requires complex

numerical models and a large enough array of measurements in order to properly deal with the

wave radiation, refraction [152], multi-directionality [149] and with the non-linearities of the wave

propagation.

Alternatively, the solution discussed here is based only on local measurements of the wave ele-

vation (or of any other related quantity of interest, such as the wave excitation force), as illustrated

in Fig. 6.1(a), which introduces certain important advantages:

• Multi-directionality and all the associated complications need not be considered.

• The wave propagation laws do not need to be modelled and no simplifying assumptions (e.g.

linearity, dispersion relationship) are required.

• If the considered point corresponds to the position of the WEC, the radiated waves do not

affect the measurements.

• No additional instrumentation around the device is required (possibly cheap solution).

• The well established theory about univariate time-series forecasting may be exploited.

Being purely stochastic, however, the univariate approach is not able to go further into the

future than the correlation within the wave signal allows. Only the information contained in the

present and recent-past evolution of the wave is available for the extrapolation of its future behavior.

The purpose of this Chapter is therefore to understand how predictable the wave elevation or wave

excitation force are and to compare the achievable forecasting horizon with the requirements of

non-causal controllers, identified in Chapter 5.

predicted 
wave

observed 
wave

incoming waves

WEC

(a) Prediction based only on local single-point
measurements

predicted 
wave

observed 
wave

incoming waves

WEC

(b) Prediction based on reconstruction of wave
field from array of distant measurements

Figure 6.1: Two main approaches to wave forecasting

The Chapter is organised as follows. A survey of the solutions proposed for short-term wave

prediction, with particular focus on wave energy applications, is given in Section 6.2. The available

real data, and its detailed analysis through different tools, is presented in Section 6.3. Some possible

solutions to produce the predictions are proposed in the methodology of Section 6.4, and evaluated

on the real wave data in Section 6.5. Application of the proposed models to the wave excitation
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force is investigated in Section 6.6 and the results are compared with the prediction requirements,

analysed in Chapter 5. Conclusions are finally presented in Section 6.7.

6.2 State of the art of short-term wave prediction

The main approaches presented in the scientific literature, to cope with the forecasting require-

ments related to the real-time implementation of a non-causal controller for the achievement of

maximum efficiency from a WEC, are presented in this Section. As emerged from Chapter 5, the

excitation force is the quantity for which predictions are primarily required. However, almost all of

the proposed solutions involve the prediction of the wave elevation, particularly based on a spatial

propagation from measurements collected at a site distant from the location in the sea where the

forecasts are required.

The first approach that may be found in literature, to the best of the author’s knowledge, is the

sinusoidal extrapolation based on the Kalman filter, which was provided by Budal et al. [103] and

is described in Section 6.2.1. Then, methods making use of deterministic linear filters for the wave

prediction, based on wave observations collected at several locations, are overviewed in Section

6.2.2, while Section 6.2.3 deals with similar digital filters to determine the future incident wave

on a device from distant pressure measurements. An alternative approach to spatial prediction of

waves through a linear harmonic model fitted to distant wave elevation observations is overviewed

in Section 6.2.4.

Finally, Sections 6.2.5 and 6.2.6 present some solutions focused on the prediction of the velocity

and of the wave excitation force, respectively, treated as a univariate time-series problems, where

only past observations at the prediction site are utilised.

6.2.1 Wave pressure estimation by the Kalman filter

In [103], the Kalman filter [153] (appendix B gives an overview of the Kalman filter) is utilised

to predict the parameters of the future evolution of the wave pressure acting on a heaving body,

which is supposed to be proportional to the wave excitation force. The buoy is then latched and

unlatched according to the predicted pressure in order to realise a phase control for improving the

energy extraction (latching control was reviewed in section 4.2.2).

The pressure, p(t), is modelled as a damped oscillation:

p̈(t) + dṗ(t) + ω2p(t) = 0, (6.1)

where d represents the damping coefficient and the frequency, ω, is assumed to be slowly varying,

that is ω̇ ≈ 0. It is supposed to be possible to measure the pressure at each sampling instant

by knowing the observed incident wave. The model of the pressure is then put into a non-linear
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state-space form:

ṗ1(t) = p2(t)

ṗ2(t) = −dp2(t)− ω2p1(t)

ω̇(t) = 0,

(6.2)

where p1(t) = p(t) and p2(t) = ṗ(t). In particular, the second state equation in (6.2) is non-linear

in the frequency, ω.

Because of the presence of the damping coefficient, which ensures numerical stability when

adopting a finite time resolution, a simple Euler integration can be applied in order to put the

state-space form, in (6.2), into the discrete time domain:

p1[k + 1] = p1[k] + ∆Tp2[k]

p2[k + 1] = (1− d∆T )p2[k]−∆Tω[k]2p1[k]

ω[k + 1] = ω[k],

(6.3)

where ∆T is the sampling time.

The relations in (6.3) are the state-space equations as presented in [103], but a disturbance term

should be supposed to be acting on each of the three equations, for the application of the Kalman

filter. As said, however, the equations in (6.3) are non-linear in ω, so that the state variables

can not, theoretically, be estimated through the Kalman filter. It was found, however, that the

Kalman gains for the reduced state-space form where ω is constant, which is linear, approach

constant values, k1 and k2 respectively, for the states p1 and p2. An analytical expression for the

gain, kω, of the state variable representing the frequency, ω, is then provided, once k1 and k2 are

fixed. The on-line estimates may finally be calculated, recursively, as:

p̂1[k + 1|k + 1] = p̂1[k + 1|k] + k1 (pm[k + 1]− p̂1[k + 1|k])

p̂2[k + 1|k + 1] = p̂2[k + 1|k] + k2 (pm[k + 1]− p̂1[k + 1|k])

ω̂[k + 1|k + 1] = ω̂[k + 1|k] + kω (pm[k + 1]− p̂[k + 1|k]) ,

(6.4)

where x̂[t + l|t] is the optimal estimate of x[t + l], based on the information available up to time

instant t (refer to appendix B for the details). The one-step-ahead predictions, in (6.4), are

calculated from the non-linear model in (6.3):

p̂1[k + 1|k] = p̂1[k|k] + ∆T p̂2[k|k]

p̂2[k + 1|k] = (1− d∆T )p̂2[k|k]− ω̂[k|k]2p̂1[k|k]∆T

ω̂[k + 1|k] = ω̂[k|k]

(6.5)

At each time step, k, the estimate of the state variables, p̂1[k|k], p̂2[k|k] and ω̂[k|k], are available

and the following harmonic model may be utilised to predict the wave pressure acting on the body,
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at any leading time, l sampling instants into the future:

p̂1[k + l|t] = p̂1[k|k] cos (ω̂[k|k]l∆T ) +
p̂2[k|k]

ω̂[k|k]
sin (ω̂[k|k]l∆T )

p̂2[k + l|t] = p̂2[k|k] cos (ω̂[k|k]l∆T )− p̂1[k|k]ω̂[k|k] sin (ω̂[k|k]l∆T ) .

(6.6)

The power loss of the device due to inaccuracies in the predictions and therefore in the control

(latching is applied) is estimated to be 5−15%, which seems to be a reasonably good achievement.

However, some of the stated assumptions would be too restrictive for applications in a real sea,

whilst this approach was tested in an artificial wave channel on a 1 : 10 scale and with 2-dimensional

waves. Deriving the pressure acting on the device, in the real sea, from distant measurements of

the wave elevation may be a problem, due to multi-directionality and to non-linearities appearing

in the propagation of the wave. The wave elevation should preferably be collected, in the real sea,

as near to the device as possible, but a correction for the radiated wave would then be necessary,

in this case.

The present approach, however, is quite a valuable first attempt with an integration of the

control and prediction algorithms (in this case of the wave pressure). Of particular interest is the

possibility of adopting a very robust, effective, and above all linear, prediction algorithm such as

the Kalman filter (although applied to a non-linear system), to predict not only the amplitude

and phase of the oscillating quantity (here the wave pressure) but also its frequency, which in the

harmonic model appears non-linearly.

6.2.2 Deterministic sea wave prediction and quiescent period

predictive control (QPPC)

In [149], a complete overview of a Deterministic sea-wave prediction (DSWP) technique is given.

This approach is concerned with the short-term prediction of the future sea surface elevation at

the point of interest. It involves first measuring the elevation of the sea surface at some distance

around the site where prediction is required and then using this data to build a model capable of

estimating the wave elevation when it has propagated to the prediction site. Typical prediction

time scales are a few tens of seconds ahead.

The main application of the DSWP model is in the estimation of the coupled heave and pitch

near the bow or stern of moderate to large vessels. This is significantly influenced only by moderate-

to large-wavelength swells, so that the higher-frequency wind waves can be filtered out prior to

prediction. Otherwise, including the highly non-linear wind waves in a DSWP model would cer-

tainly be too computationally heavy in the few seconds available for forecasting while, in contrast,

the non-linear aspects of the swells are significantly weaker [149].

The difficulties of the DSWP with high-frequency waves do not seem to represent a big issue

in the wave energy area, however, since such waves normally present a very low energy content

and, depending on the geometry of the WEC, may be filtered out by the system’s dynamics and

therefore be of no use.

Belmont et al [149] assert that a practical DSWP sea model will comprise a modest number, N ,

of long-crested seas with orientation angles, θi, created from N remote storms and that building a
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DSWP prediction model basically involves the following two tasks:

1. Pre-prediction model parameter identification. The most important of these parameters are

the number, N , of dominant component seas and the associates angles, θi.

2. Based on the identified parameters, the prediction model is built.

The full prediction scheme uses a linear combination of N linear filters parameterised by the

directions, θi, and thus the core issue is the determination of the one-dimensional impulse responses

associated with each of the separated long-crested seas. One of the possible forms of such a linear

filter, in the case of deep water (that is when the seabed shape does not affect the waves, as defined

in (3.22)), is as follows:

η(x, t) =

∫ +∞

−∞
η(0, τ)Γ(x, t− τ)dτ, (6.7)

where η(x, t) is the wave elevation and Γ(x, t) is an impulse response function derived from wave

propagation laws based on linear theory, which in general is non-causal [57], as also noticed in

Section 4.2.1. The filter in (6.7) allows the time-domain data, η(0, t), measured over an interval

T1 ≤ t ≤ T2 at the location x = 0, to be used to determine the surface elevation, η(x, t), at a

different point, x, along the direction of propagation. The particular form of the filter, in (6.7),

is termed a fixed-point method of DSWP, because the wave elevation is measured at a fixed point

of the sea (another formulation could be the fixed-time one, see [149]). The practical effect of the

displacement between measurement and prediction site is, however, that for t < 0 the amplitude of

Γ(x, t) becomes very small and may be neglected (further details about this can be found in [57]).

This means that the fixed-point method can be directly implemented in the conventional manner

as a discrete convolution:

η(x, k∆T ) =
1

N

k∑

l=k−n
η(0, l∆T )Γ[x, (k − l)∆T ], (6.8)

where ∆T is the sampling period.

The numeric results presented in [149] show a good accuracy in the case of waves composed

of a single, long-crested swell. In the same paper, the authors also mention the possibility of

extending the DSWP in order to deal with the multi-directionality. However, the complexity of

the problem significantly increases due to the requirement of measurements from several locations

around the device, to the necessity of a preliminary and periodic procedure to identify and separate

the different wave fronts, and to the higher number of filters producing a higher computational

complexity during the on-line prediction of the future wave elevation.

An interesting application of DSWP to wave energy is proposed in [154] and [155], where the

predictions are utilised in order to implement a Quiescent period predictive control (QPPC) system

for wave energy devices. In very energetic sea states, in fact, large waves alternate with smaller

waves (this is the phenomenon of wave grouping [6]). Therefore, it may be required that a WEC

alternates its operation between energy production mode during the small waves and safety mode

during the large waves.

133



Chapter 6

6.2.3 Digital filters for wave forecasting

An attempt to forecast the waves incident upon an overtopping device, based on pressure

measurements collected at some distance from it, is presented in [150] and it is utilised for adding

extra information to the control logic of the Wave Dragon WEC. It is, in fact, part of a model to

forecast the actual overtopping water on the device but, given the scope of the present Chapter,

the focus here will be put on the wave forecasting algorithm.

The measurements are collected through a pressure transducer located about 52 m from the

device and mounted 3.98 m above the sea bed. A digital filter, H(ω), is then designed in order

to provide predictions of the incident wave elevation, at a pre-determined leading time, from the

convolution of the filter with the observed pressure. The magnitude of the filter is based on the

transfer function between pressure and wave elevation at the same point of the sea and the phase

of the filter is based on the delay due to the waves travelling from the measurement point to the

device (uni-directionality is assumed).

The approach is quite similar to the DSWP method, described in Section 6.2.2, but is less

general and does not take into account multi-directionality. However, more focus is put on the

transition from an analog impulse response to its digital implementation, whereas in the DSPW

the discretisation procedure is assumed to be straightforward, in a rather simplistic way.

The relationship between the wave elevation and pressure, according to linear potential theory,

is [6]:

p(x, y, z, ω) = ρg
cosh(kz + kh)

cosh(kh)
η(x, y, ω), (6.9)

where x and y define the sea surface, z is the direction normal to it (the depth), h is the water

depth and k is the wave number, related to the wave frequency, ω, by means of the dispersion

relationship, introduced in (3.18). The relationship in (6.9), between pressure and wave elevation,

is a real function of the frequency and, therefore, gives the magnitude of the required filter, |H(ω)|.
The phase delay of the filter, H(ω), is based on the required prediction horizon, on the travelling

time of the wave and on the delay introduced by the digital filter:

∠H(ω)

ω
= τC − τdf − τtr(ω). (6.10)

In (6.10), ∠H(ω) denotes the phase of the filter, τC is the desired forecasting time horizon and τdf

is the delay introduced by the filter (related to the order). The travelling time of the wave, namely

τtr(ω), depends on the frequency (due to the dispersive nature of water waves, discussed in Section

3.1.1) and it is given by the distance, D, covered by the wave divided by the phase velocity, vp:

τtr(ω) =
D

vp
= D

k

ω
. (6.11)

Note that second equivalence in (6.11) is derived from the definition of phase velocity, given in

(3.21), that is the frequency, ω, over the wave number, k.

Before calculating the impulse response from the designed transfer function, a cosine tapering

function is applied in order to smoothly set to zero the start and end frequencies of the filter H(ω),
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which ensures the reduction of ripples appearing in the resulting impulse response, due to the

finiteness of the considered frequency band.

The digital filter’s impulse response, h[k], utilised for the implementation, in real-time, of (6.9),

is then computed as the IDFT of a discretised version of H(ω), denoted by H[n], known at N

equally-spaced frequencies in the interval from 0 to the adopted sampling frequency, fs, [62]:

H[n] =
[
|H (ω)| e∠H(ω)

]
ω=2π

n

N
fs

n = 0, ..., N − 1

h[k] =
1

N

N−1∑

n=0

H(n)e
2πnk
N k = 0, ..., N − 1.

(6.12)

Note that N represents the order of the filter (the higher N the better the approximation but the

longer the introduced delay, τdf ). A filter of order N = 64 was shown to be a good approximation

of the theoretical filter, H(ω), at least in the central band of frequencies, [0.3 , 0.5] Hz, where most

of the wave energy is contained. The considered sampling frequency is 2.5 Hz.

Not very valuable results of this very interesting approach, however, were provided in [150].

Accurate predictions were calculated 11.2 s into the future, on real wave data, but from a much

higher-order filter than N = 64, applied off-line, where the effective prediction horizon achieved

is reduced to the large time-delay introduced by the filter (τdf in (6.10 increases). Although

interesting, the approach needs to be extended to multi-directional waves and need to take into

account radiation and reflections from the WEC to be usable in practice. Such limitations were

pointed out but not further investigated by the authors in [150].

6.2.4 Spatial wave forecasting through a linear harmonic model

In [151], an alternative approach to wave forecasting is presented, where the wave elevation is

measured at one point of the sea surface and then predicted at different locations down-stream

along the propagation direction. However, direction spreading of the wave and multi-directionality

are not taken into account.

From the linear theory of random waves, as presented in Section 3.1.2, the wave field is assumed

to be a superposition of m regular waves of frequency ωi and initial phases ϕi, which propagate,

along the x direction, according to:

η(x, t) =

m∑

i=1

Ai cos(kix− ωit+ ϕi), (6.13)

where the wave number, ki, is related to the frequency, for the dispersive nature of the waves, as

from (3.18).

From a set of observations, η(0, t), collected for some time t ∈ [0, T ], at a location x = 0,

phases and amplitudes of the wave components are estimated using Least squares (LS), after a

reasonable number, m, of frequencies has been pre-determined, based on the wave spectrum. In

particular, the observations are fitted to the following model, derived from (6.13), but linear in the
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parameters:

η(0, t) =

m∑

i=1

ai cos(ωit) + bi sin(ωit), (6.14)

with the coefficients, ai and bi, taking into account both the amplitude, Ai, and the initial phase,

ϕi, of the regular waves.

The spatial forecasts of the wave elevation, d metres distant from the observation point, are

then calculated as:

η(d, t) =

m∑

i=1

[ai cos(ωit− kid) + bi sin(ωit− kid)] . (6.15)

The methodology offers very accurate predictions, so long as linear wave theory is valid, with

both phase and amplitudes reported to be in good agreement with reality even at a distance of

3.75 times the longest wavelength in the generated wave train. When larger waves were simulated

(ratio of significant wave height to water depth approximately 0.142) the phase of the regular

waves is progressively lost when getting further from the measurement site, mostly due the non-

linear interactions between waves of different frequency and to the loss of validity of the dispersion

relationship (the authors assume deep water).

All the experiments where carried out with irregular waves, generated in a wave tank, consti-

tuted by few harmonics and not covering the full spectrum that can normally be observed in the

open sea. Such a simplification, together with the conditions of uni-directionality, linearity and

absence of a radiated wave, makes the extension of this method to the real case far from being

straightforward, though some interesting concepts are proposed. In addition, the method proposed

in [151] is not able to cope with the non-stationarity of the waves, which results in time-varying

amplitudes and phases of the harmonic components.

6.2.5 Autoregressive models for wave forecasting

In contrast to the solutions reviewed through Sections 6.2.1 to 6.2.4, some authors have ap-

proached the problem of wave forecasting as a univariate time-series problem, where the wave

elevation (or its effect on the system) is predicted on the basis of current and past measurements

of the variable itself.

In [95], the implementation of non-causal complex-conjugate control is proposed based on the

prediction of the oscillation velocity of a one-degree-of-freedom device for wave energy conversion.

The velocity, v[k], is modelled as a linear AR process:

v[k + 1] =

n∑

j=1

ajv[k + 1− j] + ζ[k], (6.16)

that is a linear combination of n past values, weighted through the parameters, aj , plus additive

noise, ζ[k], assumed to be white and Gaussian. Based on (6.16), the l-step-ahead prediction of the
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velocity, v̂[k + l|k], from the information available up to instant k, is calculated as:

v̂[k + l|k] =

n∑

j=1

aj v̂[k + l − j|k]. (6.17)

Note that, in (6.17), v̂[k+ l− j|k] = v[k+ l− j] when k+ l− j ≤ k, which means that the velocity

measurements, up to instant k, are already acquired.

The estimation of the n parameters, aj , was effected through the LS algorithm, but no details

about the model order selection and about the prediction accuracy were given in [95]. Predictions

of only 2 steps (0.8 seconds) into the future were utilised for the calculation of the control action.

It may be argued, however, that an AR model could turn out to be unsuitable for predictions of

the velocity, v[k], longer into the future, since the velocity is a variable controlled in closed loop

and the model does not reflect such a situation.

An application of AR models was also proposed for the prediction of the wave elevation as

an input to a controller based on a fuzzy-logic inference engine [133] (refer to Section 4.2.4 for

a review of the controller). The variable to be predicted, that is the incident wave elevation,

is independent on the operation of the system, so that univariate time-series models with no

exogenous component, for example AR and Autoregressive moving average (ARMA) models, could

be successfully implemented for multi-step prediction.

An additional time-series model, from prior knowledge of the dynamic of the wave elevation,

is proposed in [133], as a linear combination of second-order Kautz filters [156], that exhibit

under-damped oscillatory behavior. In a step-by-step procedure, the frequencies of the elementary

oscillations are determined from the wave spectrum, and LS is utilised for the estimation of the

remaining parameters. The possibility to update the frequencies of the Kautz filters in real time,

when variations in the wave spectral distribution occur, is not discussed.

The authors claim that best results are obtained with AR models. Comparison of AR, ARMA

and hybrid AR-Kautz prediction models, however, is only reported for a very specific wave record,

simulated from a Pierson-Moskovitz distribution. In addition, only the 1-step-ahead prediction

error is compared, which could be misleading when the ultimate purpose is multi-step prediction.

6.2.6 Non-linear next wave estimation

Price [157] introduced an alternative approach to wave forecasting which is interesting to analyse

in this thesis, although less general in the fact that it is specific to the application of latching control,

which was described in detail in Section 4.2.2. In particular, the study is focused on forecasting

only some specific events of interest for the controller, rather than the complete future evolution of

the wave profile, which is quite different to the more general approaches so far reviewed in Sections

6.2.1 to 6.2.5. Similarly to the AR prediction model reviewed in Section 6.2.5, the solution proposed

in [157] treats wave forecasting as a univariate time-series problem, where the only information

utilised is constituted by past observations of the wave elevation at the same point of the sea

surface where the prediction is required.

The main idea is to estimate the time until the next event of interest, which can be the time

until the next peak or trough, that represents the key information for a latching controller in order
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to properly decide when to latch or unlatch. In [157], it is also pointed out that the same approach

may be utilised for the estimation of the time until the next few extremes of the excitation force,

together with their magnitude, which would add further useful information for the optimisation of

the control action.

The estimation of future wave excitation features is performed through models where the inputs

are sets of features extracted from the observed time series, rather then the past time series itself.

In particular, the input vector is composed of the following information:

• current excitation force and its first and second derivative,

• time since the last upward zero crossing,

• excitation force gradient at the last upward zero crossing,

• duration of previous crest and previous trough and respective maximum values,

• mean and variance of the duration of crests and trough for the last 14 waves,

• mean and variance of the magnitude of excitation force slope at zero crossings.

The output vector chosen for the study presented in [157] is the time until the next peak, but as it

was already pointed out, the method may be easily extended to the prediction of different outputs.

Three models are compared:

1. Quadrant approach: the excitation force is assumed to be approximately sinusoidal, and each

period is ideally split into four quadrants, two for the crest and two for the troughs according

to the sign of the amplitude and of the first derivative of the excitation force (tables 6.1).

Then, the time until the next peak, tnP , is calculated as:

tnP = teQ + n
T

4
(6.18)

where teQ is the time until the end of the quadrant, calculated by means of the time since

the last upward zero crossing and the estimated period, T (double the average of the last

durations of crests and troughs in the input vector). The value of the integer n depends on

the current quadrant, detected through the tables 6.1.

2. Linear regression: A linear Autoregressive with exogenous term (ARX) model between the

input vector and each target (time until next peak) is identified.

3. Neural networks: a non-liner relationship between the described input vector and the time

until the next peak, through a completely black-box approach with neural networks, is de-

termined. In particular, several multi-layer perceptron architectures are trained and tested.

The three methodologies are compared with simulated data, generated from noisy sinusoids or

from irregular wave-trains, based on a Pierson-Moskovitz spectrum (refer to Section 3.1.2). The

simulated wave records were then applied to a hypothetical WEC geometry (a fully submerged

vertical cylinder), in order to produce records for the wave excitation force.
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(a)

Quadrant sign(fex) sign(dfex/dt)
1 + +
2 + −
3 − −
4 − +

(b)

Quadrant n
1 0
2 3
3 2
4 1

Table 6.1: (a) The current quadrant is individuated on the basis of the sign of the excitation force,
fex, and of its first derivative with respect to time. (b) The n parameter, in (6.18), is chosen on
the basis of the current quadrant.

Results show that the maximum accuracy is obtained with the neural networks, with the linear

regression method being the weakest, above all in the case of data generated from a Pierson-

Moskovitsz spectrum. This, of course, was expectable since it is very likely that the relationship

between the proposed input vector and the output is highly non-linear.

This study represents a quite different and interesting point of view of the problem of wave

forecasting, but it should be also kept in mind that it is not a very general solution. The approach,

in fact, seems to be a very valuable one for the improvement and the optimisation of a discrete

type of controller, such as latching control, although an experimental proof with real data was

not provided. An extension to more general optimal control applications, however, may be too

complex a solution than the reality of the problem actually requires, in this author’s opinion.

6.3 Wave data analysis

Before delving into the derivation of models for the prediction of the wave elevation, a detailed

insight into the properties of wave data is given. Real wave measurements, covering a variety of

sea conditions at two different locations, are analysed with different tools in Sections 6.3.1 to 6.3.5.

The Irish Marine Institute provided real observations from a data buoy located in Galway

Bay, on the West Coast of Ireland, at approximately 53o13′ N, 9o18′ W, (water depth nearly 20

metres). The observations used consist of 20-minute records sets for each hour, collected at a

sampling frequency of 2.56 Hz, for parts of years 2007 and 2008. The location is sheltered from the

Atlantic Ocean so that the wave height magnitude is generally small, which makes it unsuitable for

full-size WECs, though a wave energy test site has been established there for 1/4-scale prototypes.

Wave elevation time series are also available from the Atlantic Ocean at Pico Island, in the

Azores archipelago, at approximately 38o33′ N, 28o34′ W (water depth around 40 metres) [158,

159, 160]. They cover the year 2010, in the form of two contiguous 30-minute record sets for each

hour, with a sampling frequency of 1.28 Hz (that is 2304 samples for each set).
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6.3.1 Wave spectrum

The main tool for a preliminary analysis of waves is the wave spectrum, which shows how

the energy is distributed across the different frequency components of the wave, assumed to be

completely independent of each other. Although offering time-averaged information (a Wavelet

transform would offer a more complete information in the time domain, refer to Section 6.3.2),

the wave spectrum is very useful in providing some overall characteristics of the sea conditions in

different situations and at different locations. The basic theory that describes the wave spectrum

was introduced in Section 3.1.2.

Based on the wave spectrum, it is possible to derive certain summary statistics that capture the

essential properties of the wave record. The main parameters, whose definition was proposed in

Section 3.1.2, are the significant wave height, Hs, the energy frequency, ωe, and the peak frequency,

ωp. The significant wave height, defined as four times the area under the spectrum, in (3.46), is a

measure of the energy of the waves. The peak frequency identifies the harmonic component with the

most energy within the wave train, while the energy frequency, defined in (3.47), is the frequency

around which most of the the wave energy is concentrated. Fig. 6.2 shows the distribution of Hs

and ωp or ωe, calculated over the available data sets at the two locations of Galway Bay and the

Pico Island. Clearly, high-energy waves present a much narrower spread of ωp and ωe, centred at a

low frequency (about 1 rad/s for the Galway Bay data, even lower for the waves from Pico), which

means that the energy is more concentrated at the low frequencies and the spectral distribution

has a well defined narrow peak (swell). The lower the energy, on the other hand, the greater

the distance between the peak and the mean frequency. Such a property indicates a much flatter

spectrum where the high frequency wind waves have a similar energy content to the low frequency

swell.

The sample spectra of Fig. 6.3 are particularly illustrative in this respect. Three significant

wave records are selected at each of the two locations, identified with the letter G, for Galway

Bay, and with the letter P , for Pico Island. In particular, one wide-banded (sets G1 and P1) and

one narrow-banded sea state (sets G2 and P2) from each of the two sites is considered. Then, a

situation where wind waves predominate is selected from the Galway Bay data (set G3) and a very

high-energy waves, where the sea bottom may affect the wave distribution is chosen from the Pico

Island data (set P3).

As also highlighted from the discussion in Section 3.1.2, the major limitations of the wave

spectrum are the assumptions of stationarity and linearity of the wave record. The wave spectrum

is only a time-averaged representation of the wave energy and the different harmonic components

appearing in the wave spectrum may not, in practice, occur at the same time. Also, there may be

important non-linear interactions between waves at different frequencies, that the wave spectrum

is not able to highlight, and that would be important to be considered, where significant, in a wave

prediction model. The following Sections, 6.3.2 and 6.3.3, propose some tools for an analysis of

the non-stationarity and of the potential non-linearity of the available wave records.
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Figure 6.2: Correspondence between significant wave height Hs, peak frequency ωp and energy
frequency ωe at the locations: (a) Galway; (b) Pico.
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Figure 6.3: Typical wave spectra at the locations: (a) Galway Bay; (b) Pico Island.
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6.3.2 Non-stationarity and the Wavelet transform

A better and more complete understanding of the energy distribution in the waves can be

achieved through an analysis in both the frequency and time domain, that is something like a

continuous evolution of the wave spectrum over time. An interesting tool that has been successfully

applied to this proposal is the Wavelet transform [161, 162], since it allows the achievement of a

good resolution both in time and frequency.

Wavelets have been successfully implemented in signal and image processing, ordinary and

partial differential equation theory, numerical analysis and communication theory [162]. On the

other hand, the application of the wavelet transform to ocean engineering and oceanography is not

customary. This is mostly due to the fact that not all such oceanographic applications provide

quantitative results, so that the wavelet transform has been regarded as an interesting tool to

produce colorful pictures, yet purely qualitative results [162].

The Wavelet transform of a signal, x(t), is defined from the following expression:

WT (t, b) =

∫ +∞

−∞
x(t)g∗(t; τ, b)dτ. (6.19)

In (6.19), g∗(t; τ, b) is the complex conjugate of a continuously translated and dilated mother

wavelet function g(t):

g(t; τ, b) =
1√
b
g

(
t− τ
b

)
, (6.20)

where t is the translation parameter, corresponding to the position of the wavelet as it is shifted

through the signal, and b is the scale dilation parameter determining the width of the wavelet. At

low frequencies (high value of scale b), the frequency resolution is better but the time resolution

is poor (more ambiguity regarding the exact time). On the other hand, at higher frequencies

(low scale b), the frequency resolution is poorer and the time resolution is better. This main

characteristic of the Wavelet transform, which is due to the fact that the signal is multiplied with

a window whose width is changed as the transform is computed for each spectral component [162],

is a significant improvement over the Short-term Fourier transform (STFT), where the window is

constant and an appropriate compromise has to be made between time and frequency resolution

[161]. In fact, a finer time resolution at higher frequencies is important because the signal is

changing faster, while a poorer time resolution at low frequencies can be acceptable because the

signal is changing more slowly.

A correspondence between the scale value, b, and the Fourier period, T , can be found, depending

on the specific mother wavelet, g(t), being used. In the case of the popular Morlet wavelet :

g(t) = e−
1
2 t

2

ect, (6.21)

the following expression can be derived [162]:

b =
c+
√
c2 + 2

4π
T , αT (6.22)
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where c is a parameter defining the Morlet wavelet, having the nature of a frequency in some sense.

Note that the physical dimension of b is time in seconds. Expression (6.22) can then be used to

provide a physical meaning (the frequency) of the scale dimension of the transform WT (t, b), which

can then become a WT (t, f) or WT (t, ω) in a very straightforward way.

Figures 6.4 and 6.5 show the Wavelet transform for some wave elevation data sets, respectively,

from Galway Bay and from Pico. Although, as mentioned, it is not easy to derive any quantitative

results from the Wavelet transform of the wave records, it is still possible to get some interesting

information out of them. Note, in fact, how the different frequency components of the Fourier

spectrum may appear in different time instants so that, in the short term, the bandwidth of the

wave signal could actually be much narrower than the Fourier transform suggests.

6.3.3 Linearity analysis

Ocean waves are not typically linear, and it would be helpful and valuable to quantify how far

from linearity they are so that, in the particular case of wave forecasting, a proper model can be

chosen. Based on the theory of irregular waves, introduced in Section 3.1.2, linear waves can be

expressed as a linear superposition of harmonic components (sines and cosines). More precisely,

a linear wave signal satisfies the property of homogeneity (additivity) and scaling with respect

to its harmonic components. Interactions (cross-products) between different harmonics represent

non-linearities of the ocean wave signal.

The emergence of non-linearities in waves manifests itself, in the first instance, by a non-

symmetric distribution of the wave elevation time series around its mean value (usually zero,

the still water surface level), due to the presence of higher and narrower peaks than troughs,

modelled by quadratic, cubic, ... and so on, terms of the linear harmonic components, according to

Stokes theory [163]. The degree of asymmetry depends on the significance of the water depth, h,

with respect to the wavelength, λ (the difference between the greatest elevation and the greatest

depression is minimum for h >> λ and maximum otherwise). The non-linearity is expected,

therefore, to be more consistent at the high-energy and low-frequency components of the waves

when the water depth is not sufficiently large. Statistical analysis of the time history of wave

records indicates that the wave profiles, in deep water, defined by condition (3.22), are distributed

according to a Gaussian curve, apart some very small deviations on rare occasions [44]. A higher-

order statistical analysis, through the indices of kurtosis and skewness, would therefore be useful

to assess the extent of a non-Gaussianity of the wave records.

Given the nth-order central moments, µn, of a certain random variable x:

µn = E{(x− µ)n}, (6.23)

where E{·} is the expectation operator and µ is the mean, E{x}, of the random variable x,

then the two indices of kurtosis, κ, and skewness, γ, are given by [164]:

γ =
µ3

σ3
(6.24)

κ =
µ4

σ4
, (6.25)
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(a) Set G1

(b) Set G2

(c) Set G3

Figure 6.4: Wavelet transform for three different data sets from Galway Bay.
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(a) Set P2

(b) Set P2

Figure 6.5: Wavelet transform for two different data sets from the Pico Island.
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Figure 6.6: Gaussianity analysis at the Galway Bay.

where σ2 ≡ µ2 is the central moment of order 2. The skewness measures the asymmetry of the

distribution: γ = 0 denotes a symmetric distribution, otherwise, if γ > 0, the distribution is more

concentrated around a value greater than the mean and viceversa if γ < 0. The kurtosis represents

a degree of peakedness as compared to a Gaussian distribution, in which case κ = 3: if κ > 3 the

distribution is termed leptokurtic (sharp peak), otherwise, if κ < 3, it is termed platykurtic (mild

peak) [164].

Figures 6.6 and 6.7 show the distribution of κ and γ against the significant wave height (energy),

for the available records from the two locations of Galway Bay and the Pico Island. As expected,

higher-energy data sets show a slight deviation of the indices of skewness and kurtosis from the

normality condition, particularly in the case of Galway Bay, where the water depth is smaller

(nearly 20 m), while at Pico Island only very high-energy waves move away from normality, as

shown in the wave distribution of Fig. 6.7(b).

From a wave energy point of view, although the interest is obviously focused on high-energy

waves, the non-symmetry effect may not be an issue if deep water locations are considered. There is,

however, another possible non-linearity, which is due to the interactions occurring between different

harmonic components of the waves, which are neglected in the classical linear wave theory and in

Fourier/Wavelet analysis. A higher-order analysis, via the bispectrum [44], proved to be effective

in order to detect cross-frequency interactions; however, the bispectrum is hard to quantify and, in

our analysis, we will not go beyond visual inspection. Non-linear cross-frequency interactions are

known to be more present in wind waves, which represent high-frequency and low-energy waves

and are less interesting from a wave energy point of view. A low-pass filtering of the wave elevation

time series, in particular, may help to reduce their effect so that they are not taken into account

by the forecasting model.

Figures 6.8 and 6.9 represent the bispectra calculated for some significant data sets from Galway

Bay and Pico Island, respectively. The off-diagonal components appear if an interaction between

two corresponding frequencies exists, and it is evident how they are usually strong for high fre-
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Figure 6.7: Gaussianity analysis at the Pico Island.

quency wind waves interacting with the swell (as in Fig. 6.8(c)) or for broad spectra resulting from

the superposition of different sea states (Fig. 6.8(a) and Fig. 6.9(b)). The bispectrum is, on the

other hand, much more concentrated around the diagonal for narrow-banded swell systems, as it

can be noted from Fig. 6.8(b) and Fig. 6.9(a).

6.3.4 Predictability measure

Since the focus of this Chapter is on the multi-step prediction of the wave elevation (or of its

effect on the WEC, such as the excitation force), one of the striking questions is this: Is there any

chance to predict future values of a given wave time series? Usually, we design a predictor for a

special signal or problem and then measure the resulting prediction quality. If there is no a priori

knowledge on the optimal predictor, the achieved prediction accuracy will depend strongly on the

particular prediction model used. Here, it is argued that, for prediction feasibility analysis, it is

not necessary to design any particular predictors; we just have to know how much information

about future signal values can be obtained from the past [165].

A measure of predictability, simpler than the very general approach proposed in the literature

(based on the mutual information notion [165],[46],[166],[167]), will be adopted here, which sup-

poses that a linear relationship exists that relates the future values of the wave elevation to the

past. This is, of course, a limiting assumption, but it is still very valuable in providing at least a

qualitative study over the predictability of the wave elevation. At the same time, from the analysis

of Section 6.3.3, linearity of the wave elevation may be assumed in most situations, at least at the

low frequencies of interest for wave energy.

In particular, a predictability index, R2[l], of a signal, x[k], is defined as the ratio of the variance

of the optimal l-step-ahead prediction, x̂[k + l|k], to the variance of the signal itself [45]. In the
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Figure 6.8: Bispectrum of some data sets from Galway Bay: (a) G1; (b) G2; (c) G3.
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Figure 6.9: Bispectrum of some data sets from the Pico Island: (a) P2; (b) P1.
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case of the wave elevation, named η[k] as usual:

R2[l] ,
E{η̂[k + l|k]2}
E{η[k]2} = 1− σ̂2

l

E{η[k]2} . (6.26)

In the second equivalence of (6.26), it is assumed that the prediction error, ê[k + l|k] , η[k] −
η̂[k+ l|k], is zero-mean and uncorrelated with the optimal prediction. The variance of the optimal

prediction error, σ̂2
l , is defined as σ̂2

l , E{ê[k + l/k]2}.
A very efficient algorithm for the estimation of R2[l], under the assumption of a linear univariate

time series, was proposed in [45] and it is adopted here for the analysis of the available wave data.

More in particular, the time series is modelled as a Moving average (MA) process with very large

lag, whose coefficient are calculated from a AR model of very large order. The MA model is then

utilised for the calculation of the variance of the multi-step prediction error, σ̂2
l . Figure 6.10 shows

the estimated predictability index, R2[l], over a forecasting horizon of 50 samples, for different

wave records at the two locations of Galway Bay and Pico Island. As expected, predictability is a

non-increasing function of the prediction horizon. All the sea states considered for the Galway Bay

location, as seen in Fig. 6.10(a), show a relatively poor predictability, which dies out very quickly

after 2 − 4 seconds (5 − 10 samples), with a slightly better behavior of the narrow-banded waves

and of the high-energy one. A much better predictability (index R2 is relatively high for more than

5 seconds) results for the high-energy and narrow-banded waves at Pico Island, in Fig. 6.10(b),

mostly due to the smaller influence of the non-linearities analysed in Section 6.3.3, consisting of

either asymmetry in the wave distribution or non-linear interactions between different frequency

components.

In a wave energy context, however, one might be interested in forecasting only the high-energy

components, so that a low-pass filter can be applied to the time series and a focus would be put

exclusively on the low-frequency components. Besides, wave components at high frequency may

be filtered out by the WEC, depending on its geometry, and there would be no value in their

prediction. More details about the low-pass filtering characteristics of the device will be given

when the focus is moved from the prediction of the wave elevation to the prediction of the wave

excitation force, in Section 6.6.

In Fig. 6.11, the estimated predictability index, R2[l], is shown for the pre-filtered waves at

Galway Bay and when different cut-off frequencies, ωc, are applied. Ideal zero-phase low-pass

filters are approximated with off-line forward and backward filtering through type-I Chebyshev

filters (order 15, maximum error in the pass-band 10−3) discretised with the bilinear transform (no

pre-warping was required since distortion does not affect the frequencies in the pass band). The

cut-off frequencies have been chosen according to the specific shape of the wave spectra (shown in

Fig. 6.3).

It is clear, by comparison with Fig. 6.10, how the overall predictability significantly improves

compared to the non-filtered waves. Moreover, the smaller the cut-off frequency, i.e. the lower the

frequencies we limit the analysis to, the better the predictability of the filtered time series, when

a swell at the low frequencies is present, and more accurate predictions, further in the future, can

be expected. The highly non-linear wind-waves system, set G3 in Fig. 6.11, shows only a minor

improvement with filtering, though. This should not, however, be a big issue in a wave-energy

context, where such waves are of little interest due to the very low-energy content, distributed at
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Figure 6.10: Predictability index, R2[l], estimated for the selected wave records.
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Figure 6.11: Predictability of some wave elevation data sets from the Galway Bay, when low-pass
filtering with different cut-off frequencies, ωc, is applied.

relatively high frequency, as compared to the dynamics of WECs.

Figure 6.12 depicts the situation for the Pico Island data. In this case, the narrow-banded swells,

that are sets P2 and P3, derive the best improvement from considering only the low frequency

components. The same improvement is not achieved for the wide-banded sea state, set P1, that is

more strongly affected by the non-linearities analysed in Section 6.3.3.
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Figure 6.12: Predictability of some wave elevation data sets from the Pico Island, when low-pass
filtering with different cut-off frequencies, ωc, is applied.
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Figure 6.13: Estimated predictability for a wave elevation time series from the Pico Island, when
different sampling frequencies are adopted.

6.3.5 Effect of the sampling frequency on the predictability

In general, if a signal has a limited support in the frequency domain, [0 ωm] rad/s, then all

the information is maintained if the signal is discretised with any sampling frequency fs ≥ ωm/π

Hz. Lower sampling frequencies give raise to the aliasing phenomenon, thus causing the sampled

time series not to be uniquely representative of the original signal.

If a wave elevation time series is low-pass filtered before the prediction, this means that it can

be sampled, without any loss of information, with ωs ≥ ωc/2, where ωc is the cut-off frequency of

the filter (assuming an ideal filter with ideal transition). A given time span of the wave elevation

signal is represented by fewer samples if the sampling frequency is lower. It may be, therefore,

that the choice of the sampling frequency could affect the performance of a prediction algorithm,

in particular its forecasting horizon in terms of seconds.

In theory, the information that the past of a signal has about its future, will not be affected

by the sampling frequency, if aliasing is avoided. Therefore, a proper forecasting model that

manages to extract all the information to produce the prediction, should not perform differently

by changing the sampling frequency. Figure 6.13 shows, in fact, how the predictability of a certain

wave-elevation data set is not affected by a change in the sampling frequency, when this is greater

than the Nyquist frequency.

In practice, however, when performing the prediction, some differences might arise, so it is in-

teresting to assess the effect of the sampling frequency on the prediction accuracy of the forecasting

models that will be presented in Section 6.4. This analysis will be carried out in Section 6.5.5.
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6.4 Forecasting models

6.4.1 Cyclical models

From linear wave theory [6], introduced in Section 3.1.2, a real ocean wave may be modelled as a

linear superposition of regular waves with different frequencies, propagating in different directions:

η(x, y, t) =

∫ +∞

0

dω

∫ +π

−π
A(ω, β) cos(ωt− kx cosβ − ky sinβ + ϕ(ω, β))dβ, (6.27)

where k is the wave number, β represents the direction of propagation in the x-y plane, and A(ω, β)

and ϕ(ω, β) are the amplitude and initial phase of each harmonic component, respectively. If a

specific location, (x0, y0), is considered, the following simplified expression can be obtained:

η(x0, y0, t) =

∫ +∞

0

dω

∫ +π

−π
A(ω, β) cos(ωt+ φ(ω, β)), (6.28)

where the directionality information is obviously lost and the constant terms, kx0 cosβ and ky0 sinβ,

are included in the phase φ(ω, β).

Based on such knowledge about the real process, it is quite straightforward to choose, as a

forecasting model for the wave elevation, a simple cyclical model, where the frequency domain is

discretised over a number, m, of frequencies [148, 23, 16]:

η(t) =

m∑

i=1

ai cos(ωit) + bi sin(ωit) + ζ(t) (6.29)

An error term, ζ(t), has been introduced and the phase and amplitude information for each har-

monic component is now contained in the parameters ai and bi.

The model (6.29) is completely characterised by the amplitudes, ai and bi, and by the frequen-

cies, ωi. It could then be fitted to the data through some non-linear estimation procedure (the

model is non-linear in the frequencies) and utilised to predict the future behavior of the wave time

series. It needs, however, to be adapted to the time variations of the wave spectrum (amplitudes

and phases of the frequency components are non-constant), but a first approach can been consid-

ered, where the frequencies are chosen at the model-design phase and then kept constant during

its utilisation and estimation. In this way, the model becomes perfectly linear in the parameters

ai, bi and can be easily estimated and on-line adapted to the spectral variations of the sea.

The problem of choosing the frequencies can be divided in two sub-problems:

1. Choice of the range: This is quite an easy matter, as statistical information about the loca-

tion can be utilised to properly define an upper and lower bound for the range. At this point,

one may decide to include the range of higher frequencies where the low energy wind waves

are, or to simply consider a narrower range including only the swell.

2. Distribution of the frequencies in the range: A robust choice would be a constant spacing

between the frequencies over all the range, but a more efficient non-homogeneous distribution

was also proposed in [23]. The latter, however, suffers from the problem of specificity, so that
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if the wave spectrum changes the frequencies might not be appropriate any more. If the

frequencies are kept constant, then it would not be a proper choice.

Once the frequencies are determined, a model for the amplitudes has to be chosen. In [23, 16]

it was pointed out that they have to be adaptive to the wave, since constant amplitudes gave very

poor results. Two adaptive models are proposed here, in particular:

Structural model: based on Harvey’s structural model [168], the model in (6.29) is expressed

in the following discrete-time form:

η[k] =

m∑

i=1

ψi[k] + ζ[k] (6.30)

[
ψi[k + 1]

ψ∗i [k + 1]

]
=

[
cos(ωiTs) sin(ωiTs)

− sin(ωiTs) cos(ωiTs)

][
ψi[k]

ψ∗i [k]

]
+

[
wi[k]

w∗i [k]

]
, i = 1, ...m (6.31)

where it can be verified that ψi(0) = ai and ψ∗i (0) = bi. From (6.31), then, the following

state-space form is easily derived:

x[k + 1] = Ax[k] + w[k]

η[k] = Cx[k] + ζ[k],
(6.32)

where

x[k] , [ψ1[k] ψ∗1 [k] ... ψm[k] ψ∗m[k]]
T ∈ R2m×1 (6.33)

w[k] , [w1[k] w∗1 [k] ... wm[k] w∗m[k]]
T ∈ R2m×1 (6.34)

A , diag

{[
cos(ωiTs) sin(ωiTs)

− sin(ωiTs) cos(ωiTs)

]}
∈ R2m×2m (6.35)

C , [1 0 1 0 . . . 1 0] ∈ R1×2m. (6.36)

Dynamic harmonic regression (DHR): Introduced by Young [169], it expresses a cyclical

model of the type in (6.29), where ai and bi evolve according to a Generalised random walk

(GRW):

[
xi[k + 1]

x∗i [k + 1]

]
=

[
α β

0 γ

][
xi[k]

x∗i [k]

]
+

[
δ 0

0 1

][
εi[k]

ε∗i [k]

]
, (6.37)

where

xi[0] = ai for i = 1, . . . m (6.38)

xi−m[0] = bi for i = m+ 1, . . . 2m (6.39)

and x∗i models a slope for the evolution of each parameter xi. The disturbance terms, εi

and ε∗i , are assumed to be Gaussian noises and introduce the variability in the model. A

particular form of (6.37) was implemented in this study, where the dynamic matrices are
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chosen in order to represent Harvey’s local linear trend [168]:

[
xi[k + 1]

x∗i [k + 1]

]
=

[
1 1

0 1

][
xi[k]

x∗i [k]

]
+

[
1 0

0 1

][
εi[k]

ε∗i [k]

]
, i = 1, 2, ... 2m. (6.40)

A state-space form can easily be derived, from (6.29) and (6.40):

x[k + 1] = Ax[k] + ε[k]

η[k] = C[k]x[k] + ζ[k]
, (6.41)

where

x[k] , [x1[k] x∗1[k] ... x2m[k] x∗2m[k]]
T ∈ R4m×1 (6.42)

ε[k] , [ε1[k] ε∗1[k] ... ε2m[k] ε∗2m[k]]
T ∈ R4m×1 (6.43)

A , diag

{[
1 1

1 0

]}
∈ R4m×4m (6.44)

C[k] , [cos(ω1Ts) 0 . . . cos(ωmTs) 0

sin(ω1Ts) 0 . . . sin(ωmTs) 0] ∈ R1×4m.
(6.45)

Both Harvey’s structural model and the DHR have the advantage of a state space represen-

tation, which is particularly suited to the application of the Kalman filter for a recursive on-line

adaption (refer to appendix B). The initialisation is provided through means of regular LS on a

number of past observations and then the Kalman filter is recursively applied on-line, once an ap-

propriate covariance matrix for the state and output disturbances is provided. When the estimate

of the state, x̂[k|k], is available at any instant, k, the l-step-ahead prediction of the wave elevation,

η̂[k + l|k], based on the information up to the instant k, is obtained through the free evolution of

the model:

η̂[k + l|k] = C[k + l]Alx̂[k|k]. (6.46)

There is one significant limitation to this approach with cyclical models, that will be high-

lighted also in the results, in Section 6.5. The use of constant frequencies requires, for the sake

of robustness, a dense and complete set of frequencies, which adds considerable complexity to the

model. In the next Section 6.4.2, it will be shown how AR models implicitly overcome such a

difficulty in a very effective, and simple, way.
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6.4.2 Auto Regressive (AR) models

Since a pure time-series problem is under study, there is the advantage of the existence of a

well established theory, which it is possible to utilise. In a comparison with the cyclical models,

where the a priori knowledge that we have about the real system is explicitly taken into account,

it is particularly interesting to analyse the properties of classical AR models. Applications of AR

models to wave forecasting (or to prediction of resulting motion of a WEC) may already be found

in the wave-energy literature [95, 133], as discussed in Section 6.2.5, but they were only reported

as preliminary work with limited and simplistic analysis.

The wave elevation, η[k], is assumed to be linearly dependent on a number, n, of its past values:

η[k] =

n∑

i=1

ai[k]η[k − i] + ζ[k], (6.47)

with an additional disturbance term, ζ[k]. If the parameters, ai, are estimated and the noise is

supposed to be Gaussian and white, the best prediction of the future wave elevation, η̂[k+ l|k], at

instant k, is then given by:

η̂[k + l|k] =

n∑

i=1

âi[k]η̂[k + l − i|k], (6.48)

where, obviously, η̂[k + l− i|k] ≡ η[k] if k + l− i ≤ k (i.e. the information is already acquired and

there is no need for prediction).

The properties of such a very simple forecasting model become clearer if an explicit solution of

the difference equation (6.48) is provided [170]:

η̂[k + l|k] =

n∑

i=1

bi[k]fi[l]. (6.49)

In (6.49), the coefficients, bi[k], depend only on the forecasting origin (so they stay constant at

each instant, over the prediction horizon) and are a function of the initial conditions (the past n

observations), whereas fi[l] are functions of the lead time, l, and, in general, they include damped

exponential and damped sinusoidal terms completely determined by the roots, pi, of the transfer

function, ϕ(z), describing equation (6.47) in the Z-domain:

η(z) =
ζ(z)

ϕ(z)
,

ζ(z)∏n
i=1(z − pi)

. (6.50)

Based on (6.49), the general shape of the prediction function is completely determined by the

poles, pi, while the particular realisation of the general structure is determined, at each sampling

instant, by the past values of the time series. It is particularly interesting to analyse the shape of

the forecasting function, in (6.49), in the case of n/2 (when n is even) couples of complex-conjugate
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poles, pi and p∗i :

η̂[k + l|k] =

n/2∑

i=1

ci[k]|pi|l sin(∠pik + ϕi[k]). (6.51)

Thus, an AR model with only complex-conjugate poles is implicitly a cyclical model, where the

frequencies are related to the phase, ∠pi, of each pole and the amplitudes and phases of the

harmonic components are related to the last n observations of each time instant k, so that they

adapt to the observations.

Since the purpose of the model is multi-step prediction, the AR coefficients, ai, are estimated

from a number, N , of batch observations through the minimisation of a multi-step-ahead cost

functional, referred to as Long-range predictive identification (LRPI) [171]:

JLRPI =

N∑

k=1

Nl∑

j=1

[η[k]− η̂[k|k − j]]2 , (6.52)

where Nl is the forecasting horizon over which the AR model is to be optimised. The function

JLRPI is minimised with a standard algorithm for non-linear least squares problems, the Gauss-

Newton algorithm, initialised with the estimates from regular LS [171].

Note that an adaptivity mechanism is already present even if the parameters of the AR model

are only estimated once on a batch data set. Only the frequencies, in this case, are fixed, while

amplitudes and phases are automatically updated on the basis of the recent past information.

A further degree of adaptivity can be introduced with an on-line estimation of the AR model

parameters, ai, which would introduce an on-line adaptivity of the frequencies as well. If we

express the model (6.47) in vectorial form:

η[k] = ψ[k]Tϑ[k] + ζ[k], (6.53)

where

ψ[k] , [η[k − 1] η[k − 2] . . . η[k − n]]
T ∈ Rn×1 (6.54)

ϑ[k] , [a1[k] a2[k] . . . an[k]]
T ∈ Rn×1 , (6.55)

then a general recursive estimation of the time-varying parameter vector, ϑ[k], is given as:

ϑ̂[k + 1] = ϑ̂[k] +K[k]
(
η[k + 1]− ψ[k]T ϑ̂[k]

)
, (6.56)

as a sum of free evolution (prediction) and innovation (correction based on new information). How

the gain vector, K[k] ∈ Rn×1, is chosen depends on which specific estimation algorithm is utilised.

The most common approaches are the Recursive least squares (RLS) with forgetting factor and

the Kalman Filter, which are outlined hereafter.
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Recursive least squares (RLS): With this approach the following functional is minimised:

J(ϑ[k]) =

k∑

j=1

λk−j (η[j]− ψ[j]ϑ[k])
2
, (6.57)

where more weight, via the forgetting factor, λ < 1, is given to recent observations, according

to an exponential law. The recursive algorithm for the optimal value of ϑ(k), that minimises

the functional J(ϑ[k]), respects the general form in (6.56), with the gain, K(k), given as:

K[k] = P [k]ψ[k] (6.58)

P [k] =
P [k − 1]

λ+ ψT [k]P [k − 1]ψ[k]
. (6.59)

The forgetting factor, λ, is typically chosen in the range [0.97, 0.995] [172].

The matrix P [k] ∈ Rn×n is the covariance matrix of the estimate ϑ̂[k]:

P [k] , E{ϑ̂[k]ϑ̂T [k]}. (6.60)

It is interesting to also introduce the information matrix, R[k] ∈ Rn×n, defined as:

R[k] , ψ[k]ψ[k]T + λψ[k − 1]ψ[k − 1]T + . . .+ λk−1ψ[1]ψ[1]T +R[0] = . . .

. . . = λR[k − 1] + ψ[k]ψ[k]T , (6.61)

which can also be shown to correspond to [172]:

R[k] ≡ P [k]−1. (6.62)

One main problem of RLS with a forgetting factor occurrs, when the measurements do not

add new information to the system, that is when ψ[k] is approximately zero for a certain

time. In the latter situation, the information matrix decreases until it gets close to the null

matrix (or some of its eigenvalues tend to zero). At the same time, some of the elements

of the corresponding gain, K[k], may significantly increase. When ψ[k], then, increases

again in magnitude, the estimate, ϑ̂[k], can experience a very large growth, known as the

phenomenon of blow-up. Some regularisation solutions have been proposed to cope with this

problem [173]. One possibility is to monitor the covariance matrix, P [k], and reset its values

to acceptable ones when its eigenvalues assume too large values [172]. Another approach may

be a variable forgetting factor, based on the state of the process (steady or transient) [172],

or regularisation of the information matrix R[k] [174].

Kalman fitler: If the evolution of the state vector, ϑ[k], is assumed to be a Random walk (RW):

ϑ[k] = ϑ[k − 1] + ε[k], (6.63)

where ε[k] is a Gaussian random process, then the Kalman Filter may be applied, resulting
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in the recursive form of (6.56), where the gain, K[k], is now given by [153]:

K[k] = Q[k]ψ[k], (6.64)

with

Q[k] =
P [k − 1]

R2 + ψT [k]P [k − 1]ψ[k]
(6.65)

P [k] = P [k − 1] +R1 −
P [k − 1]ψ[k]ψ[k]TP [k − 1]

R2 + ψT [k]P [k − 1]ψ[k)]
, (6.66)

where R1[k] = E{ε[k]ε[k]T } and R2 = E{ζ[k]2}. Here, P [k] still represents the covariance

matrix of the estimate, ϑ̂[k]. More detailed information about the Kalman filter may be

found in appendix B.

Both RLS and the Kalman filter minimise the one-step-ahead prediction error, so that they may

not be suitable for long range prediction, such as in our study of the wave forecasting problem.

An adaptivity mechanism based on the LRPI function, in (6.52), can also be implemented, as

proposed in [171]. However, as will also be shown in the results of Section 6.5.2, a static AR

model maintains its accuracy for a long time after being estimated (more than 2 hours), in spite

of spectral variations. Adaptive AR models, therefore, are not a priority and only some results

based on the Kalman filter algorithm will be shown.

6.4.3 Sinusoidal extrapolation and the EKF

The main problem with the cyclical model is the choice of the frequencies, that must be kept

constant in order for the model to be linear in the parameters. Efficient linear algorithms for the

recursive estimation of the amplitudes (and phases) of the harmonic components can therefore be

exploited. This means that the accuracy of the model is strictly connected to its capacity to cover

as much as possible of the typical range of frequencies where the waves at the considered location

are mostly concentrated. This approach lacks efficiency and requires a much more complex method

then what would actually be required. In reality, few regular waves in the typical range will be

active at each time instant, as it emerged from the non-stationary analysis, based on the Wavelet

transform, in Section 6.3.3.

A more intelligent solution, then, would be to consider a few (or even one) cyclical component

with an adaptive frequency which is updated on-line with the real observations. We propose,

therefore, to model the wave elevation as a single cyclical component, as in the Harvey’s structural

model, in (6.31), but with a time-varying frequency, ω[k]:





[
ψ[k + 1]

ψ∗[k + 1]

]
=

[
cos(ω[k]Ts) sin(ω[k]Ts)

− sin(ω[k]Ts) cos(ω[k]Ts)

][
ψ[k]

ψ∗[k]

]
+

[
ε[k]

ε∗[k]

]

η[k] = ψ[k] + ζ[k]

, (6.67)

where ε[k], ε∗[k] and ζ[k] are random disturbances and η[k] is the wave elevation. Along with the

components ψ[k] and ψ∗[k], the frequency, ω[k], also needs to be estimated. A state vector, x[k],
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composed of the quantities that need to be estimated, is then defined as:

x[k] , [ψ(k) ψ∗(k) ω(k)]
T ∈ R3×1. (6.68)

The system in (6.67) can then be re-defined in terms of the state, x[k], as:







ψ[k + 1]

ψ∗[k + 1]

ω[k + 1]


 =




cos(ω[k]Ts) sin(ω[k]Ts) 0

− sin(ω[k]Ts) cos(ω[k]Ts) 0

0 0 1






ψ[k]

ψ∗[k]

ω[k]


+



ε[k]

ε∗[k]

κ[k]




η[k] = ψ[k] + ζ[k]

. (6.69)

In (6.69), a model for the variability of the frequency, ω[k], has been introduced, where a RW is

proposed, driven by the additional white noise, κ[k]. The model is non-linear in the frequency and

an explicit state-space structure cannot be formulated, so the following form is adopted:

{
x[k + 1] = f(x[k], w[k])

η[k] = [1 0 0]x[k] + ζ[k]
, (6.70)

where f(x[·], w[·]) ∈ R3×1 is a vectorial, non-linear function and w[k] , [ε[k] ε∗[k] κ[k]]
T ∈ R3×1

is the vectorial form of the state disturbance.

The optimal estimate (in the sense of minimising the variance) of x(k), based on the obser-

vations, Zk−1 = {η(0), · · · η(k − 1)}, is known to be given by the conditional mean value [53]:

x̂[k|k − 1] = E{x[k]|Zk−1}. (6.71)

An explicit expression which is usable in practice is difficult to obtain, though, because of the

non-linearity of the system. The application of a very efficient algorithm for linear (and Gaussian)

systems, that is the Kalman filter (refer to appendix B), is, however, possible in the form of its

(sub-optimal) extension to non-linear problems, known as the EKF. The EKF assumes that the

discrete time steps (sampling time Ts) are sufficiently small to permit the prediction equations

to be approximated by a linearised form, based on the truncation of the Taylor expansion of the

model (6.70), at the first order [175]:

x[k + 1] ≈ f(x[k], w) +

[
d

dx
f(x[k], w[k])

]

x[k]=x[k]

(x[k]− x[k]) , (6.72)

where x[k] represents an opportune working point for the state of the system, whose variation is

supposed to be small within the time step, Ts, considered. Based on the linear approximation, the

following state-space form can be derived to describe the model in (6.70):

{
x[k + 1] ≈ A[k]x[k] + F [k] + w[k]

η[k] = Cx[k] + ζ[k]
, (6.73)

159



Chapter 6

where

A[k] ,

[
d

dx
f(x[k], w[k])

]

x[k]=x[k]

∈ R3×3 (6.74)

F [k] , f(x[k], w[k])−A[k]x[k]R3×1 (6.75)

C , [1 0 0]R1×3. (6.76)

The iterative equations for computing the gain, K[k], of the Kalman filter [153] can directly

be derived from this linear state-space form (6.73), where the operating point at each step is set

as the optimal one-step-ahead estimate of the state, x[k] = x̂[k + 1|k], which is updated based on

the non-linear model:

x̂[k + 1|k] = f(x̂[k|k], [0 0 0]
T

)

x̂[k + 1|k + 1] = x̂[k + 1|k] +K[k] (η[k + 1]− Cx̂[k + 1|k]) .
(6.77)

The direct extension to an n-variable-frequencies model may be given by the following:

x(k) =




x1(k + 1)

. . .

xn(k + 1)


 =




f1(x1(k),w1(k))

. . .

fn(xn(k),wn(k))




η(k) = [1 0 0 . . . 1 0 0] x(k) + ζ(k)

. (6.78)

As will be shown in the results of Section 6.5.3, however, the multiple-frequencies model has the

problem that the Kalman filter would update all the frequencies in the same way, which makes it

not really effective in practice.

6.4.4 Neural networks

It was shown, in Section 6.3.3, how the non-linearities appearing in the large, low-frequency

waves, due to the relatively small water depth, are not really relevant. However, it is interesting, in

the authors opinion, to look at a comparison of the models suggested so far with a most widespread

tool for time series modelling and forecasting such as Neural networks (NNs).

In spite of the modelling capability and the ease of building up a suitable structure, NNs have

the great disadvantage of offering a model completely enclosed in a black box where any analysis

and evaluation of the properties is prevented. So, while in the cyclical and AR models an analysis

of the estimated parameters and frequencies and their variations in an adaptive structure can

provide indications about the real process behavior and its main characteristics, this would not be

possible with NNs.

For the problem under study, a non-linear relationship of the following type is created through

a multi-layer perceptron [176]:

η[k] = NN (η[k − 1], η[k − 2], . . . η[k − n]) , (6.79)

so that the non-linear dependance between the current wave elevation and n past values is realised.
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Only structures with one linear output neuron and two hidden layers, consisting of non-linear neu-

rons, varying between three and seven neurons each, were considered. Several orders of regression,

n, were also considered. The model is trained using the Levenberg-Marquard algorithm [177] on a

set of batch data and is then utilised for multi-step-ahead prediction.

In addition to the proposed structure, many other structures could be considered. For example,

a priori knowledge about the harmonic nature of the process may be included and a non-linear

relationship of the following type may be considered instead:

η(k) = NN(cos(ω1Tsk + ϕ1), . . . cos(ωnTsk + ϕn)), (6.80)

though such an input structure would retain some of the limitations of cyclical models with fixed

frequencies, as discussed in Section 6.4.1.

6.4.5 Further possibilities

Since the field of time-series prediction is quite broad, other popular techniques are considered

in this Section, though actual results are not produced. As will be discussed hereafter, some of the

methods seem to be unsuitable to the problem of wave forecasting, while others do not promise to

bring about any improvement to the algorithms analysed in Sections 6.4.1 to 6.4.4.

ARMA models

An ARMA model is the close equivalent to an AR model, where the noise is not assumed to

be sequentially uncorrelated (i.e. white noise), but is modelled by a regression [170]:

η[k] =

na∑

i=1

aiη[k − i] +

nc∑

i=1

ciζ[k − i] + ζ[k], (6.81)

and, in the Z-domain:

η(z) =
ϑ(z)

ϕ(z)
ζ(z). (6.82)

The shape of the forecasting function, η̂[k+l|k], is the same as for an AR model, found in (6.49),

and it is determined only by the autoregressive part, i.e. the poles of the transfer function in (6.82).

The MA terms change the way in which the forecast function is fitted to the past observations and

to the forecasts. For a purely AR model, the forecast function is that unique curve, of the form

required by ϕ(z), which passes through the na pivotal points η[k], η[k − 1], . . . η[k − na + 1]

[170]. In the presence of some MA terms, nc > 0, the forecast function is determined by the points

η̂[k + nc|k], . . . η̂[k + 1|k], η[k], . . . η[k + nc − na + 1], so that the way in which it is fitted to

the observations is modified by the MA coefficients through the first nc predictions.

An ARMA model would not, therefore, present modelling capabilities significantly different to

pure AR models. In practice, however, to obtain a parsimonious parametrisation, it is sometimes

necessary to include both autoregressive and moving average terms in the model [170]. In fact, a

finite MA process can be written as an infinite-order AR process, and vice-versa, so that if a process
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were really a MA of order 1, an AR model would necessarily be a non-parsimonious representation

of it, and conversely for a AR process of order 1.

In conclusion, an ARMA model would not allow us to obtain better results over simple AR

models, but the introduction of some moving average terms may be considered at a later stage in

order to reduce the complexity of the forecasting model.

Gaussian Processes

Assuming that a certain function underlies the observed data sets, in our case a function relating

the past and future values of the wave elevation time series, the idea behind a Gaussian process

(GP) model is to place a prior directly on the space of functions [178], without assuming any

function parametrisation. The only hypothesis made is that the prior is considered to be Gaussian

and is completely specified by its mean and covariance function.

In particular, the prior distribution, P (y), of the function y performing the input-output map-

ping is given as a zero-mean (a mean value different from zero would not affect any of the following

considerations) Gaussian process with covariance matrix, Q:

P (y) ∼ ℵ(0, Q). (6.83)

Denoting the input set by {xn}, n = 1, . . . N , and the corresponding target values by {tn},
n = 1, . . . N , and assuming that each target value, tn, differs by additive Gaussian white noise, of

variance σ2
ε , from the corresponding function value, y(xn), then the target values follow a Gaussian

prior distribution as well:

P (t) ∼ ℵ(0, C) (6.84)

C , Q+ σ2
ε I, (6.85)

where I is an identity matrix of the same dimension as Q.

By means of the covariance matrix, C, it is then possible to infer a target, y(xN+1), given a

vector of observed targets, TN = [t1, . . . tN ]T , according to Bayes’ rule:

P (tN+1|TN ) =
P (tN+1, TN )

P (TN )
, (6.86)

where P (tN+1|TN ) is the probability of tN+1 conditioned on all the observations TN and P (tN+1, TN )

is the joint probability density.

It can be shown [178] that:

P (tN+1|TN ) =
1

Z
e
− (tN+1−t̂N+1)2

2σ2
t̂N+1 , (6.87)

with

t̂N+1 = KTC−1N TN (6.88)

σ2
t̂N+1

= κ−KTC−1N K, (6.89)
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where t̂N+1 is the mean value of the prediction at the new point, xN+1, and σ2
t̂N+1

gives the error

bars on this prediction. In (6.87), Z is a scalar coefficient, while the matrix CN ∈ RN×N , the vector

k ∈ RN×1 and the scalar κ, in (6.88) and (6.89), come from the following form of the covariance

matrix, CN+1 ∈ R((N + 1)× (N + 1)), of the vector TN+1 = [t1, ..., tN+1]T :

E
{
TN+1T

T
N+1

}
, CN+1 =

[
CN K

KT κ

]
. (6.90)

The crucial aspect in building a GP model is, therefore, the choice of the covariance function

shape, C[y(xi), y(xj)], from which the covariance matrix, C = {Cij}, can be calculated, according

to the equations:

Cij = C[y(xi), y(xj)] + δijN(xi), i, j = 1, . . . , N (6.91)

where N(xi) is a noise model, with δij = 1 for j = i, otherwise δij = 0.

The covariance function usually has a particular parametric structure, and can result from the

combination of elemental covariance functions expressing certain peculiar characteristics (trend

component, a cyclical component, etc...), that can be derived from a-priori knowledge of the

process [179]. The parameters in the covariance function, termed hyper-parameters, are optimised

with respect to the available observations through a maximum likelihood procedure [178]. The

covariance function can then be utilised to calculate the covariance matrix, CN+1, according to

(6.90), by which the mean and variance of the estimate can be found, based on (6.88) and (6.89).

The attractiveness of GPs lies in the fact that models can be determined using a relatively small

number, N , of observations and the covariance functions can be easily synthesised from a-priori

knowledge of the system. In addition, GPs perform in a safe manner when extrapolating outside

the region of the training data, by giving confidence intervals (on the basis of the variance of the

estimate) which help to indicate where the model is unreliable (e.g. for forecasts too far ahead

in time). A further positive feature is that on-line data addition, that is the introduction of new

observations into the model, can be performed in a really straightforward manner (see [178] for

details), assuming that it does not imply a change in the hyper-parameters, thus permitting the

model to adapt to the evolution of the real process.

The implementation of a GP model, however, presents some numerical problems in at least two

ways. First of all, the optimisation of the hyper-parameters is not a convex problem and, secondly,

the on-line prediction requires an N × N matrix inversion, which is an ill-conditioned problem.

This latter problem puts, of course, an upper limit on the quantity, N , of training data which can

be included in the model. Careful use of numerical tools may help to overcome both of the above

issues.

However, the major drawback, in the specific case of wave forecasting is that, in order to model

the cyclical characteristics of the sea, the harmonic components of the covariance function, and

in particular their frequencies, have to be permanently assigned in the initial hyper-parameter

estimation procedure, which is the same problem of cyclical models with fixed frequencies, as

articulated in Section 6.4.1. A covariance function without explicit cyclical components could still

be able to represent the harmonic behavior of the wave elevation, just like a simple AR model

without explicit seasonal components, but then the extraction of the physical characteristics of
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the real process from the estimated model becomes barely possible. This particular reason led the

author to exclude GPs as a possible candidate for a wave forecasting model.

Particle filters

Bayesian methods, such as GPs and the Kalman filter, provide a rigorous general framework

for dynamic state-estimation problems. The Bayesian approach is to construct the Probability

density function (PDF) of the state based on all the available information. For the linear-Gaussian

estimation problem, the required PDF remains Gaussian at every iteration of the filter, and the

Kalman filter relations propagate and update the mean and covariance of the distribution. For

non-linear or non-Gaussian problems there is no general analytic (closed form) expression for the

required PDF [180]. Particle filters (PFs) were introduced as a new way of representing and

recursively generating an approximation to the state PDF [180]. The central idea is to represent

the required PDF as a set of random samples, rather than as a function over state-space. As the

number of samples becomes very large, they effectively provide an exact, equivalent, representation

of the required PDF. Estimates of moments (such as mean and covariance) of the state-vector PDF

can be obtained directly from the samples [180].

Since their introduction, PFs have become a very popular class of numerical methods for the

solution of optimal estimation problems in non-linear, non-Gaussian scenarios. In comparison with

standard approximation methods, such as the popular EKF, the principal advantage of particle

methods is that they do not rely on any local linearisation technique or any crude functional

approximation [181].

Assume a discrete-time model, where the state vector, x[k], evolves according to a non-linear

function, f(·, ·), of the previous state and a white-noise disturbance, w[k]:

x[k + 1] = f (x[k], w[k]) , (6.92)

and that the measurements, y[k], are related to the state vector via the following observation

equation:

y[k] = g (x[k], ζ[k]) , (6.93)

where g(·, ·) is, in general, a non-linear function of the state and a white-noise disturbance, ζ[k].

By assuming knowledge of the initial PDF of the state, and of the statistical properties of the

disturbances, the problem is to construct the PDF of the current state, x[k], based on all the

available information, that is the set Yk , {y[0], y[1], . . . y[k]}.
The required PDF, namely P (x[k]|Yk), can be constructed recursively in two stages [180]: (a) a

prediction based on the PDF at instant k−1, P (x[k − 1]|Yk−1), and the state dynamics, in (6.92),

and (b) update based on the new measurement, y[k], and the observation equation, in (6.93). More
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formally [180]:

P (x[k]|Yk−1) =

∫
P (x[k]|x[k − 1])P (x[k]|Yk−1) dx[k − 1] (6.94)

P (x[k]|Yk) =

∫
P (y[k]|x[k])P (x[k]|Yk−1)

P (y[k]|Yk−1)
, (6.95)

where (6.94) is the prediction of the PDF and (6.95) is its update via Bayes’rule.

In the case of linear models and Gaussian disturbances, the Kalman filter (detailed in appendix

B) gives an analytic solution to the Bayesian recursive estimation in (6.94) and (6.95). However,

for most non-linear and/or non-Gaussian models, it is not possible to compute the PDFs distri-

butions in closed-form and numerical methods need to be employed. Particle methods are a set of

flexible and powerful simulation-based methods which provide samples approximately distributed

according to the required PDFs. Such methods are a subset of the class of methods known as

Sequential Monte Carlo (SMC) methods and an overview is given in [181].

In the specific application to wave forecasting, PFs could be a valid alternative for the imple-

mentation of a cyclical model with adaptive frequency that is not linear, such as the description in

Section 6.4.3, for which the EKF was proposed. As previously mentioned, a particle filter would

be more general since it would not require a linearisation of the system or employ any other sim-

plifying assumption about the PDF of the state and disturbances. At the same time, however, the

EKF is computationally quite efficient, since only a 3-states dynamic equation is involved, while

models based on PFs are, in general, computationally expensive, which is the price that must be

paid for their flexibility [181]. An extension of the model to multiple harmonics, with variable

frequencies, as proposed in (6.78), could also be possible with PFs.

However, the nature of the wave records to be predicted is mostly Gaussian and only weakly

non-linear, apart from some sea states of smaller importance (very low-energy conditions), based

on the analysis of Section 6.3. In addition, adaptive AR models, as outlined in Section 6.4.2,

implicitly implement cyclical models with variable frequencies that are capable of tracking the

non-stationarity of ocean waves, in a linear framework. The increase in computational complexity

required by PFs is not, therefore, justified since the additional modelling abilities are not required

in the specific application to wave forecasting for real-time control of WECs.

6.4.6 Confidence intervals

The predictions alone, as computed by any of the models presented through Section 6.4.1 to

6.4.4, do not give complete enough information about the future of the signal, since they are

inevitably affected by an estimation error. It would be fundamental to have an indication about

the significance of this error and about the confidence that we can put in the forecasts computed

by the prediction algorithm.

At every instant, k, the future values of the wave elevation are approximated through some

prediction model:

η̂[k + l|k] = η[k + l] + ê[k + l|k], (6.96)
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where η̂[k + l|k] is the l-step-ahead prediction and ê[k + l|k] is the prediction error.

If a stochastic time-series model is utilised as a predictor, the one-step-ahead prediction is

usually calculated as a combination, not necessarily linear (e.g. NNs), of past values of the wave

elevation:

η̂[k + 1|k] = Υ
(
η[k], η[k − 1], . . . η[k − n]

)
, (6.97)

where Υ(·) is an unspecified function. The multi-step predictions are then determined, recursively,

as:

η̂[k + l|k] = Υ
(
η̂[k + l − 1|k], η̂[k + l − 2|k], . . . η̂[k + l − n|k]

)
. (6.98)

The one-step-ahead prediction error, ê[k + 1|k], can be assumed to be a white and Gaussian

noise with zero mean and variance σ2:

ê[k + 1|k] ∼ ℵ(0, σ2). (6.99)

The assumption in (6.99) is reasonable if the prediction model accurately captures all the dynamics

of the real system. The multi-step ahead prediction errors, however, given the recursive nature of

the predictor, will be a combination of white noises and, therefore, colored, with a certain spectral

distribution. Given a specific prediction model, if it is linear (e.g. cyclical or AR models), it is

possible to derive an accurate spectral model of the multi-step prediction error. In the case of a

non-linear predictor, such as NNs, the spectral model is not sufficient to describe the multi-step-

ahead error, represented by a non-linear combination of white noises.

In order to produce a general methodology to be applied to the different forecasting methods

proposed in this Chapter, the assumption is made that the l-step-ahead prediction error is Gaussian:

ê[k + l|k] = η̂[k + l|k]− η[k + l] ≈ ℵ
(
0, σ2

l

)
, (6.100)

although correlated (not white). Then, the variance σ2
l is all that is needed in order to define the

probability distribution of the predictions. The prediction error, in particular, is contained within

a confidence interval, with probability δ:

−z δ
2
≤ ê[k + l|k] ≤ +z δ

2
. (6.101)

In (6.101), z δ
2

is the value of the probability distribution, such that:

P
{
−z δ

2
≤ ê[k + l|k] ≤ +z δ

2

}
,
∫ +z δ

2

−z δ
2

p(y)dy = δ, (6.102)

where the probability density function p(·), with the distribution of the forecasting error considered
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to be zero-mean Gaussian, assumes the following structure:

p (ê[k + l|k]) =
1√

2πσl
e
− ê[k+l|k]

2

2σ2
l . (6.103)

The estimate of the variance, σ2
l , could be calculated from the specific parameters of the model

and from the statistical properties of the multi-step prediction error, which depend on the model

and are not always simple to identify (e.g. in the case of NNs). A more straightforward alternative

is adopted, where the estimate of the variance of the forecasting error is based purely on the past

history of the prediction errors:

σ̂2
l =

1

N − 1

N∑

k=1

ê[k + l|k]2, (6.104)

where N is the number of past observations available. Note that, although the variance has a

non-flat frequency distribution, since the multi-step prediction error is correlated, there is only the

interest, here, in deriving an overall value, which is sufficient to produce the confidence interval.

The estimate of σ2
l can also be recursively updated as soon as new observations become available

[182], via:

σ̂2
l [k] =

k − 2

k − 1
σ̂l[k − 1] +

1

k
(η[k]− η̂[k|k − l])2 , k ≥ 2. (6.105)

6.5 Results

The possible forecasting models, proposed in Section 6.4, were tested on some representative

data sets, appropriately chosen among all those available (described in Section 6.3), as typical of

different sea conditions. The wave spectra of the selected wave records are shown in Fig. 6.14,

and were already utilised for the analysis carried out in Section 6.3. One wide-banded and one

narrow-banded sea state, from the two sites of Galway Bay and Pico Island, are considered. Then,

a situation where wind waves predominate is selected from the Galway Bay data and a very high-

energy sea state, where the sea bottom slightly affects the wave symmetry (this was analysed

through higher order spectral analysis and skewness and kurtosis indices, in Section 6.3.3), is

chosen from the Pico Island data.

Based on the predictability analysis, and on practical considerations concerning the wave-energy

application, as discussed in Section 6.3.4, the focus is put on the low frequencies. Ideal zero-

phase low-pass filters are approximated with off-line forward and backward filtering through type-I

Chebyshev filters (order 15, maximum error in the pass-band 10−3) discretised with the bilinear

transform (no pre-warping is applied). For each of the selected wave records, a cut-off frequency,

ωc, has been chosen according to the specific shape of the wave spectra, and it is indicated in Fig.

6.14. More in particular, the cut-off frequency is chosen based on visual inspection, such that the

main low-frequency wave components (high energetic ones) are considered.

For the identification and validation of the forecasting models, each of the data sets is split
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Figure 6.14: Data sets utilised to test the models of Section 6.4: (a) Galway Bay; (b) Pico Island.

up into a training and validation set. For the Galway Bay data, training and validation data sets

consist of two consecutive sets of 3072 samples each (20 minutes at a sampling frequency of 2.56

Hz). In the case of the Pico Island data, because the consecutive data sets are actually contiguous

in time, training and validation data consist of 4 consecutive sets each (9216 samples, that is

2 hours at a sampling frequency of 1.28 Hz), and the validation data follows the training data

contiguously in time.

The prediction accuracy is measured with the following goodness-of-fit index, which depends

on the forecasting horizon, l:

F [l] =


1−

√∑
k [η[k + l]− η̂[k + l|k]]

2

√∑
k η[k]2


 (6.106)

In (6.106), η[k+ l] is the wave elevation and η̂[k+ l|k] is its prediction based on the information up

to instant k. A 100% value for F [l] means that the wave-elevation time series is perfectly predicted

l steps into the future.

Note that F [l] has a direct correspondence with the variance of the prediction error, that,

as discussed in Section 6.4.6, is utilised to characterise confidence intervals of the forecasts. In

particular, if σ̂2
l is an estimate of the variance of the l-step-ahead prediction error, as defined in

(6.104), it can be shown that for large N :

σ̂2
l

E {η[k]2} ≈ (1−F [l])
2
. (6.107)
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Figure 6.15: Prediction accuracy of cyclical models on wave data from the Galway Bay
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Figure 6.16: Prediction accuracy of cyclical models on wave data from the Pico Island

6.5.1 Cyclical models

The two structures for the cyclical models outlined in Section 6.4.1, Harvey’s structural model

and the DHR, where tested against the data sets of Fig. 6.14. The frequencies of the models were

chosen to be constantly spaced in a range between 0.3 rad/s (practically no waves appear below this

frequency at the considered locations) and the applied cut-off frequency, ωc, with different spacings,

∆ω. Another critical choice for the models are the initial mean value and covariance matrix of

the state for the Kalman Filter algorithm, and the variance of the output-equation disturbance,

specifically ζ[k] in (6.31) and (6.41). The initial expected value and covariance matrix of the state

vector are determined from the regular LS applied, off-line, to the training data. The variance of

the output disturbance, ζ[k], namely σ2
ζ , on the other hand, is determined by trial and error, with

a reasonable value found to be σ2
ζ = 1.

Figure 6.15 shows the performance of different cyclical models on the Galway Bay data sets.

The accuracy is above 50% only for predictions up to 2− 3 seconds into the future (around 5− 8

samples) and drops down particularly quickly for the sea state constituted by mostly wind waves,

G3. Slightly better results are obtained for the Pico Island data, in Fig. 6.16, when F(l) is above

50% up to 5 − 6 seconds ahead (around 6 − 8 samples), although this is not the case for the

wide-banded sea state, P1. In all cases, the Harvey models give better results, which improve

with decreasing frequency spacing, that is by considering a model with a more dense range of

frequencies. The main problem of cyclical models, however, lies in their complexity: a spacing of

∆ω = 0.01 with a range [0.3, 1.2] rad/s generates a state-space model of order 182 for Harvey’s

cyclical model and order 364 for the DHR model. This sets a strict limit, in practical applications,

on how small the spacing can be.

Some detailed time-series plots are shown in Fig. 6.17, comparing the wave predicted at a fixed

leading time against the real (low-pass filtered) wave. Note that a 90% confidence interval is also
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shown, and it is calculated under the assumption that the forecasting error is Gaussian. Based on

the methodology proposed in Section 6.4.6, the variance is estimated in real time, from (6.105).

Higher-order statistics are utilised for the validation of the Gaussianity assumption, following the

approach outlined in Section 6.3.3, based on the indices of skewness, γ, and kurtosis, κ, defined

in (6.24) and (6.25). Figure 6.18 shows that, effectively, in nearly 70% of the cases, the error

distribution has a kurtosis κ < 3.01 and a skewness γ < 0.05, which means it is very close to

Gaussian.

6.5.2 Auto-Regressive models

Before presenting the actual results achieved with static and adaptive AR models for the prob-

lem of wave forecasting, proposed in Sections 6.4.2, the selection of the model order is described in

detail, because the nature of the problem makes it different from the usual applications. Slightly

modified standard criteria, on the basis of a multi-step-ahead prediction error, are utilised, instead

of the normally adopted one-step-ahead prediction error.

Choice of model order

An indication of the appropriate order, n, of an AR model to predict the wave elevation,

can be obtained through minimisation of the classical criteria Akaike information criterion (AIC),

proposed by Akaike [183], and Bayesian information criterion (BIC), proposed by Schwarz [184]:

AIC = log(σ̂2
ζ ) + r

2

N
(6.108)

BIC = log(σ̂2
ζ ) + r

log(N)

N
. (6.109)

In (6.108) and (6.109), σ̂2
ζ is the estimate of the variance of the one-step-ahead prediction error

ζ[k], appearing in (6.47), r = n + 1 is the number of parameters of the model (n coefficients plus

the variance) and N is the number of observations utilised in the estimation procedure.

However, because we are interested in multi-step-ahead predictions, the two criteria are evalu-

ated also with respect to the variance of the l-step-ahead prediction error, σ̂2
l :

AICl = log(σ̂2
l ) + r

2

N
(6.110)

BICl = log(σ̂2
l ) + r

log(N)

N
. (6.111)

Figure 6.19 shows the resulting values of the two indices for a range of AR models (from n = 1

to n = 50) applied to the different data sets from Galway Bay and from Pico Island. As expected,

the answers are different depending on the forecasting horizon considered. Accurate predictions

very far into the future require relatively high-order models (n > 30), while good predictions for

mid-range lead times, between 5 and 20 samples, can be obtained with reduced-order AR models

(12 < n < 20). The model order depends also on the spectral range considered and on the specific

sea state or location but, in general, an order slightly higher than 30 would be a good choice for any
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Figure 6.17: Some time-series details of the multi-steps-ahead wave prediction, using cyclical mod-
els. The 90% confidence interval is also shown.
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Figure 6.18: Distribution of skewness and kurtosis of the l-steps-ahead prediction error, for different
l and for different cyclical models, over all the considered data sets from both the Pico Island and
the Galway Bay.

0 20 40

−50

0

l=1 (0.3906 s)

 

 

0 20 40
−10

−5

0

l=10 (3.9063 s)

 

 

0 20 40
−10

−5

0

Order n

l=20 (7.8125 s)

 

 

0 20 40
−4

−2

0

Order n

l=40 (15.6250 s)

 

 

(a) Set G1, ωc = 1.2 rad/s

0 20 40

−50

0

l=1 (0.3906 s)

 

 

0 20 40
−10

−5

0

l=10 (3.9063 s)

 

 

0 20 40
−10

−5

0

Order n

l=20 (7.8125 s)

 

 

0 20 40
−4

−2

0

Order n

l=40 (15.6250 s)

 

 

(b) set G2, ωc = 1 rad/s

0 20 40

−50

0

l=1 (0.3906 s)

 

 

0 20 40
−10

−5

0

l=10 (3.9063 s)

 

 

0 20 40
−10

−5

0

Order n

l=20 (7.8125 s)

 

 

0 20 40
−4

−2

0

Order n

l=40 (15.6250 s)

 

 

(c) set G3, ωc = 1 rad/s

0 20 40

−40

−20

0

l=1 (0.7813 s)

 

 

0 20 40
−20

−10

0

l=5 (3.9063) s

 

 

0 20 40
−20

−10

0

Order n

l=10 (7.8125 s)

 

 

0 20 40
−10

−5

0

Order n

l=20 (15.6250 s)

 

 

(d) set P1, ωc = 1.2 rad/s

0 20 40

−50

0

l=1 (0.7813 s)

 

 

0 20 40
−10

−5

0
l=5 (3.9063 s)

 

 

0 20 40
−10

−5

0

Order n

l=10 (7.8125 s)

 

 

0 20 40
−10

−5

0

Order n

l=20 (15.6250 s)

 

 

(e) set P2, ωc = 0.7 rad/s

0 20 40

−40

−20

0

l=1 (0.7813 s)

 

 

0 20 40
−10

0

10

l=5 (3.9063 s)

 

 

0 20 40
−10

0

10

Order n

l=10 → 7.8125 s

 

 

0 20 40
−10

0

10

Order n

l=20 (15.6250 s)

 

 

(f) set P3, ωc = 0.7 rad/s

Figure 6.19: AICl (continuous line) and BICl (dashed line), for some l, evaluated for the Galway
Bay and Pico Island data sets, low-pass filtered with cut-off frequency ωc.

situation. In the following, therefore, a number of AR models are chosen based on these results,

with the orders n = 12, 16, 24, 32.

Static AR models

The performance, in terms of F(l), of constant-parameter AR models, of different order, is

shown in Fig. 6.20. The models are estiamted according to the LRPI criterion, expressed in

(6.52). In every case, the AR models significantly outperform any of the cyclical models analysed

in Section 6.5.1. Predictions with an accuracy of more than 70% are obtained, in the case of the

Galway Bay data, over a forecasting horizon of up to 15 seconds (almost 20 seconds in the case

of the narrow-banded sea state G2, as shown in Fig. 6.20(b)). The sea state composed mostly of

wind waves, G3, presents some difficulties in comparison with the others, as seen in Fig. 6.20(c),

but the wave-energy significance of this sea state is quite poor, and the prediction accuracy is still
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Figure 6.20: Prediction accuracy of AR models of different orders, n, over the wave data from the
Galway Bay and the Pico Island.

around 70% for almost 10 seconds into the future.

Better results are obtained for the narrow-banded and high-energy sea states of Pico Island, in

Fig. 6.20(e) and in Fig. 6.20(f), where an accuracy of more than 90% is maintained for predictions

up to 20 seconds in the future. In the latter situation, moreover, relatively low-order models, with

n = 16 and n = 24, seem to be effective, as was expected based on the value of AICl and BICl,

shown in Figs. 6.19(e) and 6.19(f).

Detailed time-series plots, over the same data set and time interval as for the cyclical models,

are shown in Fig. 6.21 for comparison, along with the confidence of the predictions. Note that the

assumption of Gaussianity for the prediction error is stronger in this case, as can be seen from Fig.

6.22.
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Figure 6.21: Some time-series details of the multi-steps-ahead wave prediction, and its 90 %
confidence, using AR models.
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Figure 6.22: Distribution of skewness and kurtosis of the l-steps-ahead prediction error, for several
l and for different AR models, over all the considered data sets from the Pico Island and from the
Galway Bay.
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Figure 6.23: Spectrum of the AR model compared to wave spectra of training and validation data,
which are amplified accordingly for clarity of exposition. The data correspond to set P3 of Fig.
6.14(b).

Adaptive AR models

The results shown so far considered only static AR models, identified through a one-off batch

estimation of the parameters, on a training data set. From the discussion in Section 6.4.2, AR

models can be seen, given certain conditions on the pole locations, as cyclical models, where the

frequencies are strictly related to the parameters. A model estimated on a certain training set,

therefore, might not be suitable to describe all the different sea states that may occur at a certain

location.

As an example, consider Fig. 6.23. The spectrum of the estimated AR model fits well the

spectrum of the training wave data, in Fig. 6.23(a). The spectrum of the AR model is then also

compared to the spectrum of the initial and final parts of the validation data set, respectively in

Fig. 6.23(b) and Fig. 6.23(c). The wave record under analysis is P3, that is the large swell recorded

at the Pico Island. It can be seen how the AR model spectrum can become unrepresentative of the

current sea state, and it would be preferable to make the model adaptive to the variations of the

sea conditions. However, the accuracy of the prediction, based on Fig. 6.20(f), seems to be quite

robust to such significant changes in the spectral shape of the data. The models, though, have not

been tested long enough to give a definitive answer.

One solution, to the issue of non-stationarity of the ocean waves, might be the implementation
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Figure 6.24: Prediction accuracy of single-component cyclical models with a variable frequency,
estimated through the EKF.

of a recursive estimation algorithm to adapt the AR model, in real time, to each new observation.

RLS with a forgetting factor or the Kalman filter, as explained in Section 6.4.2, may be adopted.

Alternatively, a real-time algorithm for a recursive implementation of the multi-step LRPI criterion,

in (6.52), is also available [171].

Static AR models, however, have shown quite a robust accuracy over 2 hours of simulation,

after being trained on the previous 2 hours, even if the sea state undergoes some major changes,

as shown in Fig. 6.23 for the set P3. Therefore, one practical possibility might be to run a

batch estimation of the AR model, based on the minimisation of (6.52), at fixed intervals of time

(e.g. every 2 hours) so to be sure that the model is always valid. The real-time adaptivity of

the AR model does not seem, therefore, to be a crucial problem to solve at the moment and it

is not further investigated here. Also, an adaptive implementation of the AR model would be

quite straightforward to achieve and the real-time practical implementation would not pose any

particular problem, from a computational point of view.

6.5.3 Sinusoidal extrapolation through EKF

In Section 6.4.3, the possibility of deploying a harmonic model with a single variable frequency,

adapted to the observations in real time, by means of the EKF, was described. The advantages

of the approach are its simplicity (the state variable is only of dimension 3, related to frequency,

amplitude and phase) and there is a straightforward physical meaning of the model components.

However, as shown in the results of Fig. 6.24, the model offers acceptable predictions only in the

case of narrow-banded sea states, while it is completely inaccurate in other situations. This is

obviously due to the fact that the model is capable of tracking only a single dominant frequency

in the waves.

The approach is, though, a very interesting one and it would become an important solution if a

suitable way to integrate multiple frequencies is found. In Section 6.4.3, in fact, it was stated that

a pure superposition of single-frequency models, as in (6.78), is not an attractive solution, because

the Kalman filter weights the innovation of all the single frequencies with the same Kalman gain, as

it can be seen in Fig. 6.25. Therefore, no benefit from having more than one harmonic component

in the model is gained.
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Figure 6.25: Frequencies of a two-components cyclical model, with variable frequencies, estimated
through the EKF. The data set utilised is P2.

6.5.4 Neural networks

Several architectures for a feed-forward neural network were compared using the wave data of

Fig. 6.14. Only structures with 1 linear output neuron and 2 hidden layers, made of a number

of non-linear neurons (with hyperbolic tangent sigmoid transfer functions) with a count varying

between 3 and 7 each, were considered. Several orders of regression, n (i.e. the number of inputs

of the network), were also considered, ranging from 12 to 32, based on the results relative to the

AR models. The models are trained using the Levenberg-Marquard algorithm [177] on a set of

batch data and it is then utilised for multi-step-ahead prediction.

Figure 6.26 shows F(l) on some of the selected wave data. The first thing to notice is that,

like all the other forecasting models considered, NNs perform much better for narrow-banded sea

states. None of the considered structures, though, achieves the same level of accuracy as the AR

models, for relatively long forecasting horizons (more than 6− 7 seconds). However, in the case of

the highly non-linear sea state of Galway Bay, G3, mostly consisting of wind waves, Fig. 6.26(e)

and Fig. 6.26(f) show how NNs give a much better accuracy, F(l) ≈ 100% than the AR models,

70% < F(l) < 80%, for up to 6 seconds into the future. Such a type of sea state, however, has

a very low importance from a wave energy perspective, so that a significantly better behavior in

such situations cannot be really considered as a major decision variable in favor of NNs.

In Fig. 6.27, the details of the time-series prediction, on two data sets, are shown, along with

the confidence intervals, calculated under the assumption of a Gaussian prediction error, according

to the methodology outlined in Section 6.4.6. Note, however, that these confidence intervals are not

really accurate and most of the times the true signal lies outside. This is due to the fact that the

prediction error, in this case, unlike for AR models, is not close to having a Gaussian distribution,

as it can be seen from the value of skewness and kurtosis of the prediction error, shown in Fig.

6.28.

The search of possible network configurations was not exhaustive, but was broad enough to

conclude that NNs are not able to offer any significant improvement in the short-term prediction

of the wave elevation, compared to simple AR models, especially considering the higher complexity

and the lack of any physical meaning. Note that high-energy sea states with a well defined low-

frequency swell, like P2, present relatively weak non-linearities (from analysis of the bispectrum,

and of skewness and kurtosis indices, carried out in Section 6.3.3), unless shallow water conditions

apply (which is not the case here).
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Figure 6.26: Prediction accuracy of neural networks.
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Figure 6.27: Some screenshots of the multi-steps ahead wave prediction, and its 90% confidence,
with neural networks.
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Figure 6.28: Distribution of skewness and kurtosis of the l-steps-ahead prediction error, for several
l and for different neural networks over all the considered data sets from the Pico Island and from
the Galway Bay.
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Figure 6.29: Prediction accuracy of AR models and neural networks when the sampling frequency
of the data is decreased.

6.5.5 Effects of sampling frequency on prediction

Following the discussion of Section 6.3.5, it is interesting to analyse how the sampling frequency

of the wave-elevation time series can affect the results achieved with some of the models tested in

this Section. In 6.3.5, it was pointed out how a model, capable of extracting all the information

about the future evolution from past observations, shall not be affected by changing the sampling

frequency, because, within the limits allowed by the Nyquist theorem, the amount of information

in the signal does not change.

Figure 6.29 confirms this view, for AR models and NNs at least, with their ability to predict not

affected by a change in the sampling frequency. A drop in performance is only experienced when

the sampling frequency gets close to the Nyquist frequency, that is double the cut-off frequency,

ωc, adopted in the pre-processing procedure.
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G1, ωc = 1.2 rad/s G2, ωc = 1 rad/s G3, ωc = 1 rad/s
model l = 10 l = 25 l = 50 l = 10 l = 25 l = 50 l = 10 l = 25 l = 50

H
a
rv
ey dω = 0.1 25.6% - - 30.6% - - - - -

dω = 0.05 30.7% - - 38.3% - - - - -
dω = 0.01 32.4% - - 47.6% - - - - -

E
K
F

- 5.4% - - 46.0% - - 25.3% - -

A
R

n = 12 94.9% 58.2% - 98.1% 87.1% 37.2% 72.2% 57.6% 12.2%
n = 24 94.9% 88.3% 9.1% 98.1% 94.5% 66.3% 72.2% 68.8% 28.4%
n = 32 94.9% 91.4% 29.3% 98.1% 94.6% 69.9% 72.2% 68.8% 41.8%

N
N

7-7-1, n = 12 84.3% - - 89.4% 48.9% - 86.1% 24.1% -
5-7-1, n = 24 84.4% - - 91.1% 59.6% - 89.3% 39.8% -
3-5-1, n = 32 68.0% - - 85.3% 30.1% - 93.8% 20.1% -

Table 6.2: Goodness-of-fit F(l) of different forecasting models on the Galway bay data sets of Fig.
6.14(a)

. Sampling frequency is fs = 2.56 Hz.

P1, ωc = 1 rad/s P2, ωc = 0.7 rad/s P3, ωc = 0.7 rad/s
model l = 5 l = 12 l = 25 l = 5 l = 12 l = 25 l = 5 l = 12 l = 25

H
a
rv
ey dω = 0.1 15.0% - - 41.2% - - 38.0% - -

dω = 0.05 20.4% - - 50.5% 5.6% - 43.5% 0.3% -
dω = 0.01 28.8% - - 56.7% 28.5% - 53.1% 27.5% -

E
K
F

- 8.3% - - 55.2% 24.2% - 56.3% 20.8% -

A
R

n = 12 96.9% 69.6% - 95.9% 94.1% 71.6% 98.7% 96.4% 81.1%
n = 24 99.0% 95.7% 42.9% 95.9% 94.5% 92.6% 98.7% 96.7% 93.4%
n = 32 99.0% 96.5% 52.3% 95.9% 94.5% 93.1% 98.7% 96.7% 93.7%

N
N

7-7-1, n = 12 87.4% 20.9% - 93.1% 80.8% 12.4% 97.1% 86.0% 39.9%
5-7-1, n = 24 73.8% - - 98.9% 90.4% 52.8% 99.7% 95.5% 71.8%
3-5-1, n = 32 74.7% - - 98.7% 92.5% 50.6% 97.3% 91.5% 48.8%

Table 6.3: Goodness-of-fit F(l) of different forecasting models on the Pico island data sets of Fig.
6.14(b)

. Sampling frequency is fs = 1.28 Hz.

6.5.6 Discussion

This study of this Section was focused on the problem of short-term wave prediction, which

is a central topic in the wave energy field, in order to allow a greater effectiveness and economic

viability of any WEC. A pure univariate time-series forecasting approach was followed and several

possible solutions were proposed. Real data from Galway bay and Pico island were available for

testing the proposed solutions, and some interesting analysis was provided in Section 6.3. In

particular, a valuable tool for the predictability analysis, independent of any particular solution,

was proposed in Section 6.3.4. A quantification of the predictability showed how lower-frequency

waves are easier to predict and, from a wave-energy point of view, high-frequency components,

which carry lower energy (as revealed by the Fourier analysis provided in Section 6.3.1), may be

filtered out to improve the prediction.

Summary results, obtained using the models proposed in Section 6.5,over the 6 sea states

considered in this study, shown in Fig. 6.14(a) and Fig. 6.14(b), are organised in Table 6.2,

regarding the Galway Bay data, and in Table 6.3, for the data from Pico. Negative values of F(l)

were omitted, as they mean that the prediction diverges.
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The most straightforward models discussed were harmonic models where the wave elevation

is explicitly represented as a sum of sines and cosines, on the basis of linear wave theory. It was

underlined how many issues (particularly the high complexity of the resultant models) arise due to

the problem of the choice of frequencies when they are kept constant, so that reasonable predictions

are only achieved for a maximum of 5-6 seconds in the future (even less, only 2-3 seconds, for the

Galway bay data), if only low frequencies are predicted. Cyclical models with adaptive frequencies

could have been considered, but then they become non-linear in the parameters and the complexity

will be even higher, so that other solutions should be explored first.

In Section 6.4.2, it was highlighted how AR models implicitly represent cyclical models, where

the frequencies are easily estimated with linear LS (as they are related to the regression coeffi-

cients). The amplitudes and phases of each harmonic component are, moreover, implicitly adaptive

to the recent observations due to the regression terms of the model, so that only a batch estimate of

the model offered very good accuracy up to 15 seconds (in some cases even 20 seconds) predictions

for the low-frequency components of the waves. It was also shown how the frequencies are auto-

matically estimated in the significant range of the sample spectrum of the training data set. The

possibility of adapting the model in order to track variations of the wave spectrum through variable

frequencies in the model was also analysed, and it was concluded that no real benefit is obtained

through real-time adaptive AR modelling. Since static AR models were shown to maintain their

prediction ability for relatively long periods (no performance decrease over 2 hour simulations),

their adaptivity is not seen as a main issue at the moment, and also a simple periodic batch es-

timate may be a feasible solution, or the use of a set of AR models, estimated from different sea

conditions, and a switching logic deciding which one is the more appropriate in real time.

A cyclical model with a single variable frequency was also presented in Section 6.4.3, where

the real-time frequency estimation is realised through the EKF. The methodology revealed such

a model to be reasonably effective for narrow-banded sea states, with good predictions for 5-

10 seconds, but it is completely ineffective for wider-banded waves. It is, however, a very light

and computationally simple solution (only 3 states), so that if a suitable way to integrate multiple

frequencies is found, some improvement in performance may be obtained. More work could be done

in this direction, as simple aggregation of the single frequency models resulted in some problems

and poor results.

Finally, a comparison with NNs, given in Section 6.5.4, showed how, although NNs offer an

accuracy comparable with the AR models, it would not be very appealing to further extend this

more computationally expensive option, as no significant improvement is expected. Moreover, NNs

do not offer any possibility of intuitive analysis and extraction of the characteristics of the real

process from the model, which instead is very straightforward with AR models.

As a conclusion, AR models (or more parsimonious ARMA models, from the discussion in

Section 6.4.5) seem to be well suited to compute wave predictions for more than one wave period

into the future, when the focus is put on lower-frequency waves. Concerning the use of the wave-

prediction algorithms in real-time WEC control, the real-time filter implementation needs to be

given further attention, since a zero-phase filter was assumed in the current analysis. In this case,

the choice is justified, since the focus is on looking at the achievable prediction. In addition, as

described in Chapter 5, the controller of a WEC requires the prediction of an effect of the wave

elevation on the device, e.g. the wave excitation force, which is effectively a low-pass filtered version
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of the wave elevation, with the filtering provided by the device itself.

Section 6.6 moves the focus on the prediction of the excitation force and puts the work in

perspective with the prediction requirements, that were studied in Chapter 5.

6.6 Prediction of the excitation force

Most solutions for real-time control of WECs, consisting of oscillating bodies, as reviewed in

Chapter 4, require future knowledge of the excitation force, rather than the wave elevation. As

defined in Section 3.3.1, the excitation force is the force produced by the wave incident on a floating

system, when the latter is assumed to be at rest (i.e. not accounting for the force due to radiation,

caused by the motion of the floater).

The need for prediction is often recognised in the wave energy literature, but focus is usually

put on the prediction of the wave elevation, rather than the excitation force. Focusing on the

prediction of the wave elevation makes sense when solutions based on remote sensing of the waves

and spatial propagation models are proposed, which is often the case, as emerged in the wave

forecasting review in Section 6.2. Based on the mathematical model of the system, the future

excitation force can then be calculated from knowledge of the future wave elevation, using (3.113).

This Chapter has focused on a different approach, where the incident wave elevation is predicted

only from its past history, with no need of remote sensing, as explained in Section 6.1. However,

it can be noted that there is no direct access to the undisturbed incident wave elevation, and that

the latter should be reconstructed, through an observer, based on the wave or force measurements

and on the system’s motion. It does, therefore, make sense to focus directly on the wave excitation

force, which is the quantity of primary interest and that is, intuitively, easier to estimate. Besides,

as it will be highlighted in Section 6.6.1, the excitation force is a low-pass filtered version of the

wave elevation, which solves the issue of introducing an artificial low-pass filtering procedure to

allow for better predictions.

The present Section extends the application of the model proposed for the prediction of the wave

elevation, in Section 6.4, to the prediction of the wave excitation force. After giving more details

about the nature of the excitation force and its properties, in Section 6.6.1, the prediction model is

specified in Section 6.6.2. Results over a range of wave conditions, for different WEC geometries,

are summarised in Section 6.6.3, and compared with the prediction requirements, quantified in

Chapter 5.
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Figure 6.30: Magnitude of excitation filter, Hex(ω), of two heaving cylinder with the same mass
distribution and radius, R = 3 m, but different draught, h = 4 and h = 20 m, resulting in different
bandwidth, ∆ω ≈ 0.7 and ∆ω ≈ 0.5 rad/s, respectively. The bandwidth is calculated as the
frequency at which the magnitude is −3dB, compared to the value at ω = 0.

6.6.1 The wave excitation force

Based on linear potential theory, introduced in Chapter 3, the wave excitation force is defined

as the effect of ocean wave incident on a floating body, when this is supposed to be at rest in its

equilibrium position. A linear relation between the excitation force, fex(t), and the incident wave

elevation, η(t), is expressed in the frequency domain, as from (3.114):

Fex(ω) = Hex(ω)Ξ(ω), (6.112)

where Fex(ω) and Ξ(ω) are the Fourier transform of the excitation force and the incident wave,

respectively, while Hex(ω) is a transfer function, based on the system’s geometry, that will be

named the excitation filter.

Note that Hex(ω) is a non-causal filter [6],[57], since the incident wave is not the direct cause

of the force, but the fluid pressure on the wet surface is, as discussed in Section 3.3.1. What is of

interest here, however, is that the magnitude of the excitation filter has low-pass characteristics.

Depending on the system filtering properties, it may be expected that the wave excitation force is

more or less easily predicted, for the same sea conditions. The predictability analysis, proposed in

Section 6.3.4, and the results obtained with the different forecasting models proposed, in Section

6.5, have confirmed that low-frequency waves allow better predictions longer into the future, with

simple regressive and linear models. As an example, Fig. 6.30 shows the excitation filter estimated

for two heaving cylinders, with different bandwidth. The bandwidth is calculated as the frequency

at which the magnitude is −3dB, compared to the value at ω = 0, where there is a maximum.

One issue with the wave excitation force is that it is not a directly measurable quantity, but

rather a mathematical convenience for the solution of the hydrodynamics of the fluid domain. It is

possible, however, to build an observer, based on measurements of the motion and on a model of the

floating system, to derive an estimate of the excitation force, as proposed in [119]. Considering the

linear model of a one-degree-of-freedom oscillating system in heave, given in (3.143), and assuming

184



Chapter 6

that measurements of the velocity are available, the wave excitation force can be estimated as:

fex(t) = (m+m∞) v̇(t) +

∫ +∞

0

hr(τ)v(t− τ)dτ +Kvv(t) +Kb

∫ t

0

v(τ)dτ − fu(t), (6.113)

where m and m∞ are the mass and added mass at infinite frequency, hr(t) is the radiation impulse

response, defined in (3.118), Kv is a constant modelling a linear viscous force, Kb is the buoyancy

coefficient, defined in (3.122), and fu(t) is the control force, produced by the PTO.

An alternative possibility for the estimation of the wave excitation force is to measure the

wave elevation at some distance from the WEC and then implementing the definition in (6.112).

As discussed in [57], the relationship in (6.112) becomes approximately causal by increasing the

distance between the wave measurement point and the WEC. However, multi-directionality and

wave radiation may require an array of measurements and a more complex model for the estimation

of the excitation force.

In the following Sections of this Chapter, it will be assumed that the excitation force is known,

with no need of estimation. The focus, here, is on determining the prediction horizon that is

achievable for the excitation force with the proposed forecasting models. At the same time, since

the excitation force is calculated in simulation, using the equations of the linear model, the observer

in (6.113) would give a perfect estimate, so that its implementation is of no value, in such a context.

6.6.2 Prediction model

Among the models proposed for the prediction of the wave elevation, analysed in Sections 6.4

and 6.5, linear AR models have shown the best performance, at least when the focus is put on the

low frequencies. The excitation force, from the discussion in Section 6.6.1, has the same dynamic

as the wave elevation, but low-pass filtered by the dynamics of the system, specifically by the

excitation filter, Hex(ω).

Therefore, AR models are utilised here for the analysis of the achievable prediction of the wave

excitation force. In particular, at instant k, the l-step-ahead prediction, f̂ex[k + l|k], is calculated

as:

f̂ex[k + l|k] =

n∑

i=1

ϑi[k]f̂ex[k + l − i|k], (6.114)

where ϑi, i = 1, . . . n are the coefficients of the AR model, of order n, and, obviously, f̂ex[k + l −
i|k] = fex[k + l − i] if k + l − i ≤ k (information acquired, no need of prediction).

As described in Section 6.5.2, the order of the model is chosen on the basis of a modified version

of the classical AIC and BIC criteria, defined in (6.110) and (6.111), where the multi-step-ahead

prediction error is taken into account. The coefficients, ai are then identified from a set of training

data, by minimisation of the LRPI, expressed in (6.52), whose details were given in Section 6.4.2.

Once the parameters are estimated, the model is applied in real-time for the prediction of the

excitation force. No adaptive mechanism that deals with the non-stationarity of the waves is

implemented, since this is not considered an issue over the length of the considered data sets (20

minutes to 2 hours), following the discussion in Section 6.5.2.
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ωp [rad/s] 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1.0
Num 15 40 52 37 31 11 19 12 9 5 2

Table 6.4: Number of data sets available per each peak frequency, as from Fig. 5.13.

The performance of the prediction algorithm is measured in terms of the index of goodness-of-

fit, F [l], proposed in (6.106). From the discussion in Section 6.6.1, it is expected that the ability

to predict the excitation force acting on a system is strictly connected to the filtering capability

of the transfer function Hex(ω). Systems having an excitation filter, Hex(ω), with a narrower

bandwidth will experience lower-frequency waves, which should allow for longer prediction horizons,

in seconds.

6.6.3 Results for a range of floating systems

The performance of AR models for the prediction of the wave excitation force is evaluated on

data sets based on real wave measurements. The wave data was provided by the Irish Marine

Institute and comes from real observations collected from a data buoy deployed off the West coast

of Ireland, in the Belmullet wave energy test site, at approximately 54o 13′ N, 10o 8′ W. The data

consists of two consecutive 30 minutes sets for each hour, sampled at 1.28 Hz, covering the year

2010. Fig. 6.31 shows the distribution of peak frequency, ωp, and significant wave height, Hs, so

to give an idea of the wave climate at Belmullet.

Several reasons led the author to utilise data from a different location than Galway Bay and

Pico Island, which were considered in the study of the wave forecasting algorithms, in Section 6.5.

Firstly, the prediction requirements, in Chapter 5, were evaluated on wave data from Belmullet.

Therefore, a clearer comparison between prediction requirements and achievable prediction is pos-

sible. At the same time, the Belmullet location has a wave climate that is similar to that of Pico

Island, described in Section 6.3, that is exposed to north-easterly winds and therefore to large

swells generated in the Atlantic Ocean. Galway Bay data were not considered since the proposed

device geometries are closer to full scale systems, whereas Galway’s wave climate is more suitable

for quarter scale WECs.

For the calculations carried out in the following, the same sets utilised in Section 5.4, for the

calculation of the prediction requirements, have been selected among all the ones available. In

particular all the sea states with a peak frequency approximately equal to values that range from

0.5 rad/s to 1 rad/s, with step 0.05, were picked up. The distribution of peak frequency and

significant wave height of such data sets is highlighted in Fig. 6.31 and the number of data sets

available for each peak frequency is indicated in Table 6.4.

Given the wave-elevation records, the excitation force experienced by floating systems with

different geometries was examined. In particular, the excitation force was calculated, off-line, from

the non-causal relation given in (6.112). The resulting excitation-force time series is then utilised

for training and validation of the AR prediction models, designed and identified based on the

methodology given in Section 6.6.2.

The same geometries utilised in Section 5.4 were utilised here, for a fair comparison of the

prediction requirements with the achievable prediction. In particular the WECs consist of bottom-
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Figure 6.31: Distribution of peak frequency, ωp, and significant wave height, Hs, collected from
a data buoy in Belmullet (54o 13′N, 10o 8′W ) over the year 2010. The data sets selected for the
numerical simulations are highlighted.

referenced floating cylinders constrained to move in the heave direction only, as modelled in Section

3.3.1. The geometry of the cylinders is specified in Table 6.5, where R: radius; h: draught at rest;

m: submerged mass at rest; ω0: resonance frequency; ∆ω: bandwidth of the excitation filter,

calculated as in Fig. 6.30; τ1: main time constant of the kernel function hopt(t), that indicates the

forecasting horizon required by an effective controller, as from the results of Chapter 5.

Note that the bandwidth of the system, which is expected to have a strong influence on the

ability to predict the excitation force, is mostly affected by the height/draught. At the same time,

as already noticed in Section 5.4.1, it appears that the time constant τ1 is mainly affected by the

radius, while τ1 only slightly changes for different heights. As demonstrated by the quantification

of the prediction requirements, carried out in Section 5.4, heaving cylinders of different sizes,

but with similar radius, would be equally (or similarly) demanding in terms of wave excitation-

force prediction. One may, therefore, conclude that, for the implementation of non-causal reactive

control, cylinders with small radius (small prediction requirements) and large height (improved

predictability) would be more suitable.

In Fig. 6.32, the accuracy of the prediction, expressed through the quantity F(l), calculated

from (6.106), is shown in detail for three different cylinders, C1, C8 and C15, in three different

wave conditions, with a peak frequency of ωp ≈ 0.5, 0.8 and 1 rad/s. Obviously, the accuracy

of the prediction decreases with the prediction horizon, but for the same waves the accuracy

at a given future horizon is different for different devices. As expected, in fact, cylinders with

stronger filtering properties, that is narrower bandwidth, allow for better prediction. Note that

the forecasting horizon is expressed in terms of the wave period (peak period), so that the difference

in accuracy, for a specific system, in different sea states is minor (related to the bandwidth of the

sea state or to eventual non-linearities).

A more general picture is offered in Fig. 6.33 where, for each device, the average forecasting

horizon below which the prediction has an accuracy of F(l) ≥ 60% is shown. The forecasting

horizon is expressed in terms of wave periods. As for the prediction requirements, analysed in

Section 5.4, the variance of each value is also shown through the length of the bar which is symmetric

about the mean value. The prediction accuracy increases almost linearly as the bandwidth of the

systems decreases. In most of the cases, more than half a wave period can be predicted with an
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R h m ω0 ∆ω τ1
[m] [m] [kg × 105] [rad/s] [rad/s] [s]

C1 3 4 0.93 1.40 1.03 10.00
C2 3 8 1.86 1.08 0.79 9.97
C3 3 12 2.80 0.92 0.66 9.94
C4 3 16 3.73 0.82 0.59 9.91
C5 3 20 4.66 0.74 0.53 9.89
C6 5 4 2.59 1.23 0.98 19.80
C7 5 8 5.18 1.02 0.75 19.80
C8 5 12 7.77 0.89 0.63 19.76
C9 5 16 10.40 0.79 0.56 19.7
C10 5 20 12.90 0.72 0.51 19.76
C11 7 4 5.07 1.14 0.95 31.06
C12 7 8 10.10 0.98 7.2 30.96
C13 7 12 15.20 0.85 0.62 30.96
C14 7 16 25.40 0.70 0.54 30.96
C15 7 20 31.71 0.64 0.50 30.9

Table 6.5: Geometry of heaving buoys. C: cylinder
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Figure 6.32: Accuracy of the the prediction of the wave excitation force acting on three cylinders,
and produced by three different sea states. The prediction is calculated with AR models.
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Figure 6.33: Average horizon for which the excitation force acting on a system can be predicted
with more than 60% of accuracy.

accuracy above 60%. Note, however, that the variance of the prediction horizon, for each device,

is quite significant since external parameters (wave properties) also have a strong influence on the

prediction, as emerged from the results of Section 6.5.

In general, however, it emerges that more than 0.5 wave period in the future (about 4 to 12

seconds at the considered location) can be predicted with a F > 60%. By making a comparison

with the required prediction horizon, quantified in Section 5.4 to well above 20 s in most situations,

the performance of the predictor is quite inadequate.

The possibility of manipulating the control, such that the non-causality of the controller, and

therefore the prediction requirements, are reduced, was proposed in Section 5.3.1. A stark reduction

of the prediction horizon required for an effective implementation of reactive control was achieved,

as shown in the results of Section 5.4.3, at the cost of a minor performance drop. In particular,

the prediction requirements were significantly reduced to a horizon shorter than 10 s, which is well

within the ability of the AR forecasting models proposed here, as shown in Fig. 6.33. Also, it is

interesting to note that the differences between the cylinders are minimal, so that no geometry

seems to be particularly advantageous in terms of the required forecasting horizon.

It may be concluded that, based on the comparison between prediction requirements and achiev-

able prediction, the univariate approach to the problem of wave excitation-force prediction, pro-

posed in this Chapter, is unsuitable to the approximation of non-causal complex-conjugate control.

The correlation within the signal to be predicted does not allow its future behavior to be extrapo-

lated long enough into the future, as required by complex-conjugate control, unless in some specific

sea states (very narrow-banded and low-frequency swells) and for specific geometries not demand-

ing in terms of prediction. However, the manipulation of complex-conjugate control, proposed in

Chapter 5, reduced the prediction requirements well within the prediction horizon achievable with

simple AR models, at the cost of a minor drop in performance (quantified in Section 5.4.3).
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6.7 Conclusion

This study was focused on the problem of short-term wave and wave excitation-force prediction,

which is a central topic in the wave-energy field, in order to improve the economic viability of a

WEC. As opposed to the classic reconstruction of the wave field from distant measurements, an

approach was proposed where the wave elevation is treated as a univariate time series and forecasted

only on the basis of its past history.

Results on real wave elevation data from Galway bay and Pico Island showed how a relatively

simple AR model, which implicitly models the cyclical behavior of the waves, can offer a very

accurate prediction of the low frequency swell waves for up to 2 typical wave periods into the

future. It was also shown that no real benefit can be expected in using non-linear forecasting

models, such as neural networks, unless highly non-linear sea states are encountered. In deep

water locations, however, non-linearities due to interactions between different wave components

only occur for very low energy wind waves, which are of minor interest in a wave energy context

(an analysis of non-linearities in waves is provided in Section 6.3.3).

Concerning the use of the wave prediction algorithms in the control of WECs, the real-time

filter implementation needs to be given further attention, since a zero-phase filter was assumed in

the current analysis. In this Chapter, we feel justified in the choice, since the focus is on looking at

achievable prediction. In addition, as from the control review in Chapter 4 and from the discussion

in Section 6.6.1, the controller of a WEC may require the prediction of the effect of the wave

elevation on the device, e.g. the wave excitation force, which is effectively a low-pass filtered

version of the wave elevation, with the filtering provided by the device itself.

The predictability of the excitation force was also examined in Section 6.6. AR models were

utilised for the prediction of the excitation force experienced by a variety of floating cylinders.

The same wave data and cylinder geometry as in Chapter 5 was utilised, for a comparison of

the achievable prediction with the prediction requirements. Floating systems with a narrower

bandwidth were found to allow better prediction of the excitation force, as expected from the

results on the wave elevation records. However, accurate predictions were obtained for lead times

between 0.5 and 1 wave period, which is well below the requirements for most systems (well above

20 seconds).

Simple manipulation of the control, based on prior knowledge of the excitation force spectral

distribution, was also proposed for the reduction of the prediction requirements, in Chapter 5.

Such reshaping of the non-causal control law allowed a significant decrease in the prediction re-

quirements, so that they fall within the range of predictability achievable with simple AR models.

Minor performance losses, in terms of energy capture, were verified in most sea states. The algo-

rithm proposed in the present Chapter for the prediction of the excitation force, therefore, can be

effectively utilised for the approximation of complex-conjugate control, in real time.

The integration between prediction and control will be more thoroughly discussed in the fol-

lowing Chapters 7 and 8.
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Chapter 7

A real-time controller for wave energy

converters

Abstract

A novel strategy for the control of oscillating wave energy converters (WECs) is pro-

posed. The controller tunes the oscillation of the system such that it is always in phase

with the wave excitation force and the amplitude of the oscillation is within given con-

straints. Based on a non-stationary, harmonic approximation of the wave excitation

force the controller is easily tuned in real-time for performance and constraints han-

dling, through one single parameter of direct physical meaning. The effectiveness of

the proposed solution is assessed for a heaving system in one-degree of freedom, in a

variety of irregular (simulated and real) wave conditions. A performance close to non-

causal complex-conjugate control, in the unconstrained case, and to model predictive

control, in the constrained case, is achieved. Additional benefits in terms of simplicity

and robustness are obtained.

7.1 Introduction

As extensively discussed in Chapter 4, the efficiency of oscillating WECs can be significantly

increased through an automatic control that tunes its oscillations to the incident wave elevation,

in such a way as to improve the power transfer from the ocean to the system.

Suggested control strategies for wave energy conversion are often based on complex-conjugate

control, that gives the optimal conditions, in the frequency domain, for maximum wave energy

absorption [6, 11]. A real-time implementation of reactive control in the time domain, however, is

not practical, due to its non-causality and to the fact that physical constraints are not taken into

account.

The non-causality was dealt with in Chapters 5 and 6. In particular, it was concluded that

simple AR models can give predictions long enough into the future, for the implementation of the

non-causal relation between velocity and excitation force. In order to deal with the constraints, as

reviewed in Chapter 4, alternative control solutions have also been proposed, where the limitation
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imposed by the physics of the system (e.g. amplitude of motion or velocity and applicable forces),

are explicitly accounted for. In particular, some of these alternatives include latching [12, 107]

(refer to Section 4.2.2 for the details), where the oscillation in the system is delayed so to be

in phase with the excitation from the waves, and MPC [119, 117, 13, 120], which is based on a

constrained optimisation, as discussed in Section 4.2.3.

While, in theory, latching allows the achievement of high energy capture, its applicability

has been questioned [110], due the excessive loads on the latching mechanism, the disappointing

performance in the case of self-reacting point absorbers [185] and the long (some minutes) prediction

horizon required for the real-time optimisation in irregular waves to converge [12]. Solutions based

on MPC, on the other hand, have shown a lot of benefits, including the built-in ability to handle

constraints [13, 120]. MPC, however, need to solve a constrained optimisation problem at each

time-step, which can be time-consuming if a complex model of the WEC is utilised. Besides,

the performance of the controller depends on a variety of variables (cost function, optimisation

algorithm, future horizon, specification of the constraints, etc.) that are not always related to

the physical domain of the problem and can only be tuned by extensive simulation. MPC-based

controllers also require prediction of the excitation force which, although possible for 1-2 wave

periods [16], as concluded in Chapter 6, introduces additional uncertainty into the solution.

This Chapter proposes an alternative real-time controller that, while being sub-optimal, is both

simple and effective. In particular, the proposed controller has a hierarchical structure where a

reference velocity is calculated as a scaled version of the wave excitation force, modelled as a

sinusoid with variable frequency. The amplitude of the velocity is the main parameter of the

controller, that can be tuned in real-time for performance and constraint handling. The reference

velocity, generated by the high-level controller, is imposed on the system by a low-level control

loop. Since the excitation force is assumed to be purely harmonic, the control solution turns out

to be causal, and no prediction is required. The only requirement is an estimator that calculates

the current phase, amplitude and frequency of the excitation force. Such a type of estimator was

already analysed for the prediction of the wave elevation as a sinusoidal extrapolation using the

EKF, in Section 6.4.3.

Since the controller keeps the velocity in phase with the external force, it is a reactive controller,

that requires a PTO capable of implementing a bi-directional energy ow. Typical hydraulic PTOs

and linear electrical generators that have been studied for applications in wave energy have the

ability of inverting the energy flow [186, 87]. The non-ideal efficiency, however, needs to be taken

into account for an appropriate evaluation of the performance of the device [187, 188]. This paper

assumes ideal efficiency of the PTO, to maintain the focus on the controller concept. However, a

quantitative discussion about the requirement of reactive power is proposed in Section 7.7, and it

is shown how the nature of the controller allows the optimisation the performance in the presence

of a non-ideal PTO efficiency, in a rather straightforward way.

The model of the considered WEC, and the specific geometry that will be utilised to exemplify

the controller through the Chapter, is introduced in Section 7.2. The proposed controller is first

discussed in Section 7.3, where no constraints are taken into account, and it is compared to the

non-causal implementation of complex-conjugate control. The possibility of handling constraints

in a simple and effective way is then proposed in Section 7.4, where the implementation of MPC is

also proposed as a comparison. Section 7.5 details the harmonic model of the wave excitation force
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fex(t)
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Figure 7.1: One-degree of freedom (heave) floating system for wave energy conversion.

and how it is fitted to the data. The low-level controller adopted in this Chapter is then reported

in Section 7.6. Validation against complex-conjugate control (in the unconstrained case) and MPC

(in the constrained case) is then reported in Section 7.7, under a variety of irregular, simulated

waves. Performance with real wave data and the robustness to model parameter variations are

also assessed. Conclusions and final remarks are outlined in Section 7.8.

7.2 The system

A single-body floating system, as in Fig. 7.1, is considered where energy is extracted from the

relative motion with the sea bottom, through a generic PTO mechanism. The system is constrained

to move in the heave direction only. The external forces acting on the WEC are the excitation

from the waves and the control force produced by the PTO. Under the assumption of linearity,

neglecting viscosity and other losses, based on the discussion in Section 3.4.2, the force-velocity

model, in the frequency domain, is written [6] as:

ωV (ω) + Zr(ω)V (ω) +
Kb

ω
V (ω) = Fex(ω) + Fu(ω). (7.1)

In (7.1), V (ω) is the heaving velocity, while Fex(ω) and Fu(ω) are the wave excitation and PTO

forces, respectively. The imbalance between gravity and the hydrostatic restoring force is modelled

by the buoyancy coefficient Kb. The radiation force, due to waves radiated by the body’s motion,

is expressed through the radiation impedance Zr(ω), defined in (3.116).

The model in (7.1) can be expressed in the compact form:

V (ω) =
1

Zi(ω)
[Fex(ω) + Fu(ω)] , (7.2)

where the intrinsic impedance, Zi(ω), was already defined in (3.129)..

The excitation force, as already discussed in Sections 3.3.1 and 6.6, is the effect of the incident
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Figure 7.2: Radiation and excitation frequency responses for a floating cylinder with radius R = 3
m, height H = 5 m, draught h = 4 m, mass M = 3.2× 105 Kg, calculated using the hydrodynamic
software Wamit [59].

wave on the floating system:

Fex(ω) = Hex(ω)Ξ(ω), (7.3)

where Ξ(ω) is the Fourier transform of the incident wave elevation, η(t). The transfer function

Hex(ω) is a property of the WEC and has low-pass filter characteristics. Note, however, thatHex(ω)

is non-causal, since the incident wave is not the cause of the force (the pressure distribution is) [6]

and cannot be implemented in real-time simulations.

The example WEC system considered in this study consists of a heaving cylinder with radius

R = 3 m, height H = 5 m, draught h = 4 m, mass M = 3.2× 105 Kg. The radiation and excita-

tion transfer functions, Hr(ω) and Hex(ω), are identified numerically through the hydrodynamic

software WAMIT [59] and are shown in Fig. 7.2.

Based on the procedure outlined in Section 3.3.3, a 4th-order approximation of the radiation,

H̃r(s)
∣∣∣
s=ω

≈ Hr(ω), as shown in Fig. 7.3(a), is identified in the frequency domain [69]. The

floating system in (7.2) can then be approximately modelled as the following SISO system:

V (s)

Fex(s) + Fu(s)
=

s

s2(m+M∞) + sH̃r(s) +Ks

,
1

Z̃i(s)
, (7.4)

where s is the complex frequency in the Laplace domain. The input is the external force (from the

waves or from the PTO), while the output is the system’s velocity.

In particular, a 6th-order force-velocity system is obtained from (7.4), and it is specified by the

following transfer function (coefficients rounded to one decimal place for brevity):

1

Z̃i(s)
=

1.8× 10−6 · s(s2 + 1.1s+ 0.4)(s2 + 1.6s+ 1.8)

(s2 + 1.2s+ 0.4)(s2 + 1.4s+ 1.6)(s2 + 0.1s+ 1.5)
. (7.5)
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Figure 7.3: Finite-order approximation of the response of the WEC, calculated in the frequency
domain, using the toolbox developed in [66].

In Fig. 7.3(b), the finite-order approximation 1/Z̃i(s) is compared with the numerical (infinite-

order) function 1/Zi(ω), as returned by the hydrodynamic software.

7.3 Unconstrained controller

The proposed controller is introduced here without taking into account of any motion or force

constraint. As reviewed in Section 4.1.1, complex-conjugate control gives the conditions for max-

imum power transfer from the waves to the PTO, in the unconstrained case. Based on the study

carried out in Chapters 5 and 6, a real-time implementation of the non-causal complex-conjugate

control, through predictions of the excitation force, is proposed in Section 7.3.1. Section 7.3.2,

then, outlines a causal approximation of complex-conjugate control. The main advantage of the

causal solution is that it allows inclusion of the motion/forces constraints in a quite straightforward

way, as it will be discussed in detail in Section 7.4.

7.3.1 Non-causal realisation through predictions

As extensively discussed in Section 4.1.1, maximum wave power absorption of a one-degree-of-

freedom WEC, of the type modelled in Section 7.2, is achieved under the two following conditions:

Vopt(ω) =
1

2B(ω) + 2Kv
Fex(ω) (7.6)

Fu,opt(ω) = −Z∗i (ω)V (ω) = − Z∗i (ω)

2B(ω) + 2Kv
Fex(ω), (7.7)

that define the optimal velocity, Vopt(ω) = F {vopt(t)}, and the optimal PTO force, Fu,opt(ω) =

F {fu,opt(t)}.
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Figure 7.4: Non-causal approximation of complex-conjugate control.

As discussed in Chapter 5, it is convenient to implement the non-causal condition in (7.6) for

the calculation of a velocity reference, based on predictions of the excitation force. A low-level

controller would then impose such a velocity on the system by acting on the PTO force, as shown

in Fig. 7.4.

At time t, the optimal velocity is given by:

vopt(t) =

∫ +∞

−∞
hopt(τ)fex(t− τ)dτ, (7.8)

where

hopt(t) = F−1
{

1

2B(ω)

}
= F−1 {Hopt(ω)} . (7.9)

Note that the Fourier inversion of (7.9) is only valid in a generalised sense, as explained in Section

5.2.1. The functionHopt(ω), in fact, is not absolutely integrable, since it tends to a constant, 1/2Kv,

if friction losses are taken into account (Kv is the linear coefficient of viscous forces, introduced in

(3.123)) or to infinity, if there are no losses, which is the case here, based on the model in (7.1).

Following the methodology proposed in Section 5.2.1, a manipulation of the function Hopt(ω)

is applied for the reduction of the prediction requirements. As shown in Fig. 7.5, the resulting

function, Hred(ω), has a significantly reduced non-causality, while still matching the optimal func-

tion, Hopt(ω), at the frequencies of interest, so that only a minor performance drop is expected.

In quantitative terms, the dominant time constant, τ1, is reduced from τ1 ≈ 19.8 s to τ1 ≈ 2.7 s.

As shown in Chapter 5, the time constant τ1 is proportional (almost linearly) to the forecasting

horizon required for an effective implementation of complex-conjugate control.

By defining the singularity ofHred(ω) at high frequencies, namely the constantH∞ = limω→∞Hred(ω),

the kernel function hred(t) can be decomposed as:

hred(t) = H∞δ(t) + kred(t), (7.10)

where δ(t) is a Dirac delta function and

kred(t) = F−1 {Hred(ω)−H∞} = F−1 {Kred(ω)} . (7.11)

The Fourier transform in (7.11) is now well defined, since Kred(ω) has limited support and is abso-

lutely integrable. The IDFT can therefore be applied to derive a discretised function representing

kred(t).
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Figure 7.5: Non-causal reference generation, manipulated for the reduction of the prediction re-
quirements.

By combining (7.8) and (7.10), the reference velocity is approximated as:

vref (t) = H∞fex(t) +

∫ t

−∞
kred(τ)fex(t− τ)dτ. (7.12)

In (7.12), the kernel function kred(t) is real and even, and it is approximately zero after some time

|t| > T . Considering also that the actual implementation of the reference generator has to be in

discrete time, the optimal reference velocity, based on reactive control, is ultimately calculated as:

vref [k] ≈ H∞fex[k] + Ts

L∑

j=−L
kred[j]fex[k − j], (7.13)

where Ts is the sampling time and L = T/Ts is the future (and past) horizon after which additional

knowledge of the excitation force has no significant influence on the velocity calculation. Note that,

as discussed in Section 5.2.1, when applying the IDFT to derive the kernel kred[k], it is possible to

obtain any desired sampling time, Ts, by zero padding the function Kred(ω).

In the specific case of the function Hred(ω), shown in Fig. 7.5(a), a forecasting horizon of

L = 60 steps is utilised, at a sampling frequency of fs = 2.56 Hz, that is Ts = 0.3906 s. The

amplitude of the Dirac delta in (7.10), H∞, is 5.666× 10−5. Note that the choice of the function

Hred(ω), as well as the future horizon considered in the calculation of the velocity, L, was not

optimised. Extensive simulations on a variety of sea states and a numerical optimisation could be
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carried out, as proposed in Chapter 5. However, the focus of the present Chapter is on the causal

solution of the controller, and an extensive search for an optimal non-causal law, as a compromise

between performance and prediction requirements, goes beyond the designed scope.

7.3.2 Causal approximation

From the detailed discussion about complex-conjugate control, in Section 4.1.1, the oscillation

velocity should always be kept in phase with the excitation force, for maximum wave energy

absorption. Based on (7.6), the velocity should also have an amplitude that is modulated in the

frequency-domain by the inverse of double the radiation resistance, 1/2B(ω). In Section 7.3.1, the

non-causal amplitude condition was implemented with a prediction of the excitation force, based

on the results of Chapters 5 and 6. This Section, on the other hand, proposes a non-optimal

simplification that does not require predictions, and that allows quite a straightforward way of

dealing with constraints, as will become clear in Section 7.4.

Consider Fig. 7.6, which shows the behavior of the function 1/2B(ω) for the heaving cylinder

with a geometry as specified in Section 7.2. The function is a frequency-dependent gain to be

applied to the excitation force, in order to obtain the velocity.

As explained in detail in Section 5.3.2, in practice, the excitation force is contained within a

restricted band of frequencies, mostly within the flat part of 1/2B(ω) (refer to Fig. 7.6), and a

constant approximation, based on a second order model of the system, was proposed [20]. If a

real-time estimate of the peak frequency of the excitation force is available, however, it is possible

to adapt the constant from the curve in Fig. 7.6, in real-time.

Assuming that the excitation, fex(t), is a narrow-banded harmonic process, defined by time-

varying amplitude, A(t), frequency, ω(t), and phase ϕ(t):

fex(t) = A(t) cos [ω(t)t+ ϕ(t)] , (7.14)

the reference velocity can be generated from the following adaptive law:

vref (t) =
1

H
fex(t),

1

H
=

1

2B(ω)
(7.15)

where the value of the constant, H, is calculated from the curve 1/2B(ω), based on a real-time
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Figure 7.7: Causal approximation of complex-conjugate control.

estimate of the peak frequency of the wave excitation force.

An on-line estimate of the frequency, ω, can be obtained with the EKF [175], following the

same approach proposed in Section 6.4.3 for modelling the wave elevation. More details about the

estimation of the frequency, as well as about the estimation of the amplitude and phase of the

excitation force, will be given in Section 7.5.

Figure 7.7 shows the block scheme of the proposed controller. The reference velocity is cal-

culated as constant of proportionality multiplied by the excitation force, based on (7.15). The

constant, 1/H, is adapted on-line based on a real-time estimate of the frequency of the excitation,

calculated with the EKF, and on the optimal amplitude relationship between velocity and excita-

tion force given in (7.6). A feedforward controller, K(s), imposes the desired velocity on the WEC

by acting on the PTO force, as will be described in Section 7.6.

In Section 7.7.1, the proposed causal control is compared with the non-causal approximation of

complex-conjugate control, and also with the theoretical maximum energy capture, given by the

ideal complex-conjugate control. It is expected that the effectiveness of the controller is subjected

to the nature of the excitation and its closeness to the narrow-banded process assumption. Mixed

seas, characterised by multiple-peaked spectra, would also be expected to degrade the causal

approximation of complex-conjugate control.

7.4 Handling constraints

In Section 7.3.2, a causal approximation of complex-conjugate control was proposed, based on

a narrow-banded assumption about the wave excitation force. As highlighted in the review of

Section 4.1.1, however, complex-conjugate control does not take into account physical constraints

about the achievable motion/forces from the device.

In this Section it is shown how the narrow-banded assumption allows the treatment of the

motion constraint in quite a straightforward way, that, although not optimal, is quite effective,

as it will be demonstrated in the results of Section 7.7.2. In particular, Section 7.4.1 shows

how the amplitude of the velocity can be modulated in order to keep the motion (position and

velocity) and/or force within given constraints. A typical optimisation-based controller, MPC, is

also proposed as a comparison, and is described in Section 7.4.2.
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7.4.1 Handling motion constraints with the proposed controller

The control solution proposed in Section 7.3.2, where the velocity is simply calculated from

the excitation force through a variable gain, allows the handling of physical constraints in a quite

intuitive and effective way. Based on the narrow-band assumption in (7.14), the excitation force

can be expressed, in complex notation, as:

f̂ex = Fex ⇐⇒ fex(t) = <
{
f̂exe

ωt
}

= Fex cos(ωt), (7.16)

where f̂ex is termed the complex amplitude of fex(t), as already defined in (4.3). In (7.16), the

phase at time t = 0 is assumed to be zero, without a loss of generality.

As a consequence of the proportional reference-generation law, in (7.15), the complex amplitude

of the velocity, v̂, and excursion, x̂, can be expressed as:

v̂ =
Fex
H

(7.17)

x̂ =
v̂

ω
=

Fex
ωH

. (7.18)

Suppose that the vertical excursion of the WEC is limited to −Xlim < x < +Xlim metres.

Based on (7.18), the position constraint can be written as an equivalent velocity constraint:

|x̂| =
∣∣∣∣
v̂

ω

∣∣∣∣ ≤ Xlim ⇔ |v̂| ≤ ωXlim. (7.19)

Therefore, from (7.17) and (7.19), it is possible to derive the following upper bound for the variable

gain, 1/H, such that the WEC does not exceed the maximum excursion, Xlim:

1

H
≤ ωXlim

Fex
. (7.20)

Based on (7.15) and (7.20), a reference-generation strategy can be implemented, as a compro-

mise between performance maximisation and compliance with the motion constraint:

1

H(t)
=





1

2B(ω)
, if

ωXlim

Fex
>

1

2B(ω)

ωXlim

Fex
, otherwise

(7.21)

According to (7.21), when in the unconstrained region, the velocity is tuned to the optimal ampli-

tude given by the ideal complex-conjugate control, as in (7.6). Otherwise, the maximum allowed

velocity (lower than the optimal) is imposed, while keeping the velocity in phase with the excitation

force. Note that a velocity calculated from (7.21) is optimal within the proposed parametrisation,

which means that it gives the maximum energy extraction among all the velocities proportional

to the excitation force and smaller than the constraint. The analytical study about the optimal

wave-energy absorption under motion constraints was proposed in Section 4.1.2.

The control strategy in (7.21), utilised for the calculation of a reference velocity to be imposed

on a WEC for maximum energy absorption, is represented in the block scheme of Fig. 7.8. A
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Figure 7.8: Causal controller with adaptive tuning of velocity amplitude for motion-constraints
handling.
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based on (7.21). The magnitude of the excitation force, Fex, is translated in amplitude of the
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reference velocity for the WEC is generated as a scaled version of the wave excitation force acting

on the device. A low-level controller imposes such a velocity on the system, by acting on the PTO

force (refer to Section 7.6). Note that implementation of (7.21), does not require prediction of the

wave force. The amplitude and frequency of the excitation force, required for tuning the controller,

are estimated in real-time, as proposed in Section 7.5.

Given the geometry specified in Section 7.2, and a constraint Xlim = 0.8 m, Fig. 7.9 shows the

profile of the reference velocity, for two frequencies, as a function of the amplitude of the incident

wave elevation, which is related to the amplitude of the excitation force, |Ξ̂| = |Hex(ω)|Fex, as from

(7.3). For small waves, the velocity is modulated based on the optimal condition in (7.6), given by

the ideal complex-conjugate control. Above waves of a certain size, the amplitude of the velocity

is kept at a constant maximum amplitude (smaller than optimal), given in (7.21), so that the

constraints are satisfied. Note that the limit of the constrained region depends on the constraint,

Xlim, on the frequency of the excitation, ω, and on the radiation resistance of the system, B(ω).

Fig. 7.10 shows the frequency dependance of the constraint. In the case of 0.2 m waves, the

controller would work at maximum allowed speed for ω < 1 rad/s, where 1/2B(ω) = ωXlim/Fex,

while, at higher frequencies, the system would be tuned at the optimal speed. When the WEC is

excited by 0.5 m waves, the velocity is always tuned at the maximum allowed by the constraint

(lower than the optimum), for the particular geometry considered here.

As mentioned in Section 7.1, and reviewed in Chapter 4, alternative control solutions, that were

proposed in the literature, are based on the solution, at each time step, of a constrained optimisation

problem. While such solutions can be considered optimal, they are obviously quite computationally
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intensive and their optimality strictly depends on the accuracy of the model of the system, assuming

that the optimisation reaches a global maximum/mininmum. In addition, the performance of

optimisation-based controllers depends on several parameters (e.g. time-horizon, optimisation

algorithm, excitation force prediction, optimisation functional specification...) that most of the

time can only be set from numerical simulation, rather than intuitive practical considerations.

In the case of the proposed controller, consider that:

• Ultimately, the controller is specified only through a single parameter, 1/H, that is the

constant of proportionality between excitation force and velocity. Such a parameter can be

tuned for best performance, within given motion constraints, as in (7.21), but also based

on other requirements. It could, for example, be tuned for the regulation of the power at

a desired level (absorbed power is proportional to the velocity squared). Such a flexibility

could be an important feature in the context of control of an array of WECs. A supervisory

controller, in this case, could possibly adapt the behavior of the wave farm as a whole,

by tuning the parameter 1/H of each individual device, which directly affects their power

absorption and wave radiation.

• Unlikely optimisation-based solutions, the proposed controller relies on the model of the

system only in the unconstrained region. In the constrained region, the low-level control loop

depends on the model, while the reference-generation does not and performance robustness

would inevitably benefit from this separation. Further discussion on improving the robustness

will be mentioned when discussing the low-level controller, in outline in Section 7.6 and in

more detail in Chapter 8.

• Predictions of the wave excitation force are not necessary. It is implicitly assumed that the

future excitation force is sinusoidal.

In Section 7.7.2, the proposed controller is tested, in different sea conditions (narrow- and wide-

banded waves, double peaked waves), against a popular constrained-optimisation-based controller,

that is MPC, that was reviewed in Section 4.2.3.
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7.4.2 Handling motion constraints with model predictive control

As outlined in Section 4.2.3, Model predictive control (MPC) optimises the operation of the

WEC (velocity and/or force) such that the average power, or the energy, over a finite future

horizon, is maximum. In particular, at each time step k, the following functional is maximised,

over a given time horizon L,:

J [k] = −
L∑

j=1

fu[k + j]v[k + j], (7.22)

possibly subject to constraints on the system’s variables. In (7.22), fu[k] represents the PTO

force and v[k] the oscillation velocity of the device, so that the functional is proportional to the

average energy over the time span L. Note that, given the convention adopted with the model

definition in Section 7.2, the converted useful energy is negative, so that a minus sign is introduced

in (7.22). Also note that the length of the receding horizon, L, has a different meaning that the

quantity L used in (7.13), for the approximation of the reference velocity with non-causal complex-

conjugate control. In both cases, however, L indicates the prediction horizon required in a practical

implementation, and that’s why the same symbol has been adopted.

The implementation of MPC, adopted in this Chapter, is based on the structure proposed

in [13], and it is outlined here in detail, in order to clarify the comparison with the proposed

controller. In particular, the absorbed power, in the objective function (7.22), is expressed as

difference between excitation power, fex[k]v[k] and power lost in radiation, fr[k]v[k]:

J [k] =

L∑

j=1

fex[k + j]v[k + j]− fr[k + j]v[k + j], (7.23)

where fr[k] is the radiation force. Refer to Section 3.4.2 for the details about the energy balance

equations in the case of a WEC equipped with a PTO system.

Suppose that the following discrete-time model of the radiation force has been obtained from

the finite-order approximation, H̃r(s), obtained in Section 7.2:

{
zr[k + 1] = Arzr[k] +Brv[k]

fr[k] = Crzr[k]
, (7.24)

where zr[k] ∈ Rn×1 is a state variable whose dimension, n, represents the order of the approxima-

tion. Note that the system in (7.24) does not exactly represents the radiation force but only its

component after the singularity of the added mass at infinite frequency is removed, as highlighted

in [13] and clarified in (3.119).

Based on (7.24), the objective function in (7.23) can be written in vectorial form [13]:

J [k] = ṽT [k]f̃ex[k]− ṽT [k]F̃rzr[k]− ṽT [k]Υṽ[k], (7.25)
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where all the signals have expressed as extended vectors over the future horizon L, with:

ṽ[k] =
(
v[k + 1] . . . v[k + L]

)T
∈ RL×1

z̃r[k] =
(
zr[k + 1]T . . . zr[k + L]T

)T
∈ RL×n

f̃ex[k] =
(
fex[k + 1] . . . fex[k + L]

)T
∈ RL×1,

(7.26)

and the matrices Υ ∈ Rn×n and F̃r ∈ RL×n depends on the radiation properties:

F̃r =




CrAr

CrA
2
r

. . .

CrA
L
r




Υ =
1

2

(
G̃r + G̃Tr

)
, (7.27)

with

G̃r =




CrBr 0 . . . 0

CrArBr CrBr . . . 0
...

. . .
...

CrA
L−1
r Br CrA

L−2
r Br . . . CrBr



∈ Rn×n. (7.28)

Without going too much into formal details (the interested reader can refer to [13]), the motion

and forces constraints can be expressed linearly in the velocity:

Rxṽ ≤ bx
Rv ṽ ≤ bv
Rf ṽ ≤ bf

, (7.29)

where the matrices Rx, Rv, Rf ∈ R2L×2L are related to the WEC model and the matrices bx, bv,

bf ∈ R2L×1 are related to the constraints and the model. In the case of the proposed controller,

discussed in Section 7.4.1, a constraint in the heaving excursion also causes a constraint on the

velocity and on the PTO force, due to the nature of the controller. In the case of MPC, it is

advised [13] to explicitly set all the constraints, in order to avoid peaks in some of the variables.

For a fair comparison, the constraints in (7.29) are set such that, given the position constraint

±Xlim = 0.8 m, the two controllers employ similar velocities and forces.

The function (7.25) is quadratic in the velocity, with the Hessian matrix, Υ, being positive

semidefinite due to the properties of the radiation, as demonstrated in [13]. The maximisation

(or minimisation of its opposition) of (7.25), subject to the constraints in (7.29), does not pose

particular issues. It is solved through an active-set strategy, that first involves the calculation of

a feasible point, based on the linearisation of the quadratic function, and then the generation of

an iterative sequence of feasible points that converge to the solution [189]. The optimal force is

then calculated directly using the model in (7.1). As discussed in [13], such an approach seems to

be superior to a direct optimisation of the PTO force. While such an approach is followed for the

determination of the PTO force, a solution based on a low-level velocity-tracking controller could
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also be implemented, like the one discussed in Section 7.6 for the proposed controller.

7.5 Real-time estimate of amplitude, frequency and phase

of the excitation force

The assumption, on which the proposed controller is based, is that the excitation force is ap-

proximately a narrow-banded process, as expressed in (7.14). As a consequence, complex-conjugate

control can be approximated with a simple proportional condition between excitation force and

reference velocity (no need of predictions), as discussed in Section 7.3.2, and motion constraints

can be handled in quite a straightforward way, as proposed in Section 7.4.1.

The high-level controller, however, in order to properly tune the reference velocity, needs to

avail of a real-time estimate of the frequency and amplitude of the wave excitation force, which

can change with time. The problem is equivalent to the sinusoidal extrapolation method, outlined

in Section 6.4.3, proposed for the prediction of the wave elevation, that is modelled as a harmonic

process with varying amplitude, phase and frequency. In particular, the harmonic model of the

wave excitation force:

fex[k] = Fex[k] cos (ω[k]Tsk + ϕ[k]) + ζ[k], (7.30)

with a non-stationary amplitude, Fex[k], frequency, ω[k] and phase, ϕ[k], can be alternatively

written in a recursive form, as derived in Section 6.4.1,:





[
ψ[k + 1]

ψ∗[k + 1]

]
=

[
cos(ω[k]Ts) sin(ω[k]Ts)

− sin(ω[k]Ts) cos(ω[k]Ts)

][
ψ[k]

ψ∗[k]

]
+

[
ε[k]

ε∗[k]

]

fex[k] = ψ[k] + ζ[k]

, (7.31)

where ε[k], ε∗[k] and ζ[k] are random disturbances and ψ[k], ψ∗[k] are state components related

to the amplitude and phase.

By defining a state vector, x[k], composed of the three quantities to be estimated, i.e. compo-

nents ψ[k], ψ∗[k] and the frequency, ω[k]:

x[k] , [ψ(k) ψ∗(k) ω(k)]
T ∈ R3×1, (7.32)

the model in (7.31) can be expressed in a non-linear state space form:







ψ[k + 1]

ψ∗[k + 1]

ω[k + 1]


 =




cos(ω[k]Ts) sin(ω[k]Ts) 0

− sin(ω[k]Ts) cos(ω[k]Ts) 0

0 0 1






ψ[k]

ψ∗[k]

ω[k]


+



ε[k]

ε∗[k]

κ[k]




fex[k] = ψ[k] + ζ[k]

. (7.33)

In (6.69), a model for the variability of the frequency, ω[k], has been introduced, where a RW is

proposed, driven by the additional white noise, κ[k].
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The Extended Kalman filter (EKF) [175] can be applied to the non-linear model in (7.33) in

order to calculate an on-line estimate of the state vector, x̂[k|k]. The details of the algorithm

were given in Section 6.4.3. In particular, the estimate, at instant k, is recursively calculated as a

prediction term based on the estimate at instant (k− 1) and on the non-linear model (prediction),

plus a correction based on the difference between the prediction and the new measurement, available

at instant k, weighted through the Kalman gain, as given in (6.77). The Kalman gain is calculated

with the usual Kalman filter algorithm (refer to appendix B.1 for the details), from a linearised

version of the model in (7.33), where the frequency is assumed to be constant over a time step, Ts,

and the operating point is the state estimate at the previous instant, x̂[k − 1|k − 1].

Once an estimate, x̂[k|k], is available, the amplitude and frequency of the wave excitation force

are easily calculated as:

F̂ex[k|k] =
√
x̂1[k|k]2 + x̂2[k|k]2

ω̂[k|k] = x̂3[k|k],
(7.34)

where, based on (7.32), x̂1[k|k] = ψ̂[k|k], x̂2[k|k] = ψ̂∗[k|k] and x̂3[k|k] = ω̂[k|k].

Figure 7.11 shows an example of on-line estimation of the frequency and amplitude of the wave

excitation force produced by irregular waves on the heaving cylinder, the geometry of which was

given in Section 7.2. The irregular waves are simulated, with sampling frequency 1/Ts = 2.56

Hz, from a one-peak Ochi spectral distribution, defined in (3.54), with significant wave height

Hs = 2 m, peak frequency ωp = 0.5 rad/s and bandwidth defined by λ = 3. The power spectral

distribution of the resulting wave excitation force is shown in Fig. 7.11(c) and it has a peak at

approximately ω ≈ 0.53 rad/s. The frequency is slightly under-estimated, with ω̂[k|k] oscillating

around 5.295 rad/s, as from Fig. 7.11(b). The estimate of the amplitude, F̂ex[k|k], accurately

follows the dynamics of the real signal, as is shown in Fig. 7.11(a).

Note that a range of algorithms have been proposed for the estimation of the instantaneous

frequency of a narrow-banded process, the EKF having been shown to suit the real-time estimation

of a non-stationary process like the excitation force[190, 191].

7.6 Low-level controller: a basic approach

As described in Section 7.1, the control architecture proposed in this Chapter, shown in Fig.

7.8, is composed of a high-level controller, that produces a reference velocity, and a low-level

controller that imposes the desired velocity on the system by acting on the PTO force, fu(t).

The reference velocity can be generated by the unconstrained controller (causal or non-causal),

discussed in Section 7.3, or by taking into account motion constraints, as proposed in Section 7.4.

The velocity-tracking controller discussed in this Section applies in either case.

As in the block scheme of Fig. 7.12, the controller is composed of a feedforward part, K(s),

plus a direct compensation of the disturbance (the excitation force). The latter is not directly

measurable in practice, but an observer can be designed for its estimation [119], as already discussed

in Section 6.6.1.
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Figure 7.11: Real-time estimate of the amplitude and frequency of the wave excitation force with
the EKF: (a) amplitude estimate; (b) frequency estimate; (c) Power spectral distribution of the
wave excitation force utilised for the simulation (peak frequency is ω ≈ 5.15 rad/s.
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v(t)fu(t) +
+Ẑi(s)
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1
Zi(s)

F (s) −
+

f̂ex(t)

observer
disturbance

K(s) = Ẑi(s)F (s)

Figure 7.12: Low-level controller as a feed-forward with direct disturbance rejection.

The transfer function, K(s), consists of an approximation of the system inverse, Z̃i(s), cascaded

with a filter, F (s), that ensures physical realisability and rejection of unwanted signals at certain

frequencies. For perfect tracking, it would be desirable that K(s) is such that:

K(s) · 1

Zi(s)
= Z̃i(s)F (s) · 1

Zi(s)
≈ 1, (7.35)

at least within a certain frequency-band of interest.

The inverse of the model is calculated from a fourth-order approximation of 1/Z̃i(s), given in

(7.5). The model-order reduction is based on a balanced state-space representation and rejection of

the state modes with small singular values, as proposed in Section 5.3.2 and outlined in appendix

A. Note that floating systems of the type being considered here are not minimum-phase systems,

due to the present of a zero at s = 0. It is important that the filter F (s) is designed such to

have a zero at s = 0 in order to cancel the unstable pole arising form the model inversion. Note

that cancellation of unstable dynamics is not an issue, here, because F (s) and the model inverse,

1/Z̃(s), are not going to be implemented separately, while their product, K(s), is.

The filter F (s) is tuned so that perfect-tracking (maximum sensitivity) is obtained in the

desired range of frequencies, while robustness and low-sensitivity is realised outside this range. In

our specific case, the filter F (s) is shaped as a band-pass filter:

F (s) =
s

(s+ 0.2)
· 5

s+ 5
, (7.36)

where 0.2 and 5 rad/s are the cut-off frequencies of the high- and low-pass Sections, respectively.

The zero at s = 0 ensures the stability of the controller, by cancelling the pole at s = 0 due to the

model inversion.

The resulting open loop transfer function K(s)/Zi(s), shown in Fig. 7.13, approaches condition

(7.35) in the region [0.3, 2] rad/s, which corresponds to the active band of frequencies in the

excitation force. Also based on the discussion carried out in Section 6.6.1, note that the excitation

force resulting from any possible sea state is always contained in such a region for the given system,

so that the controller K(s) does not need to be adaptively tuned to the sea state, but its structure

can be fixed at the design stage.

In the presence of model uncertainties (e.g. due to non-linearities) within the region of the

frequencies of interest, feedback can be added to the controller for improved robustness, based
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Figure 7.13: Open-loop transfer function K(s)/Zi(s).

on an IMC philosophy [192], and also proposed in [98] for the control of the Archimedes Wave

Swing WEC. In order to maintain the focus on the performance of the high-level control strategy,

the robustness design is not dealt with at this stage. However, a more advanced design will be

discussed in Chapter 8, which focuses more specifically on the low-level controller.

7.7 Results

The proposed control method is validated on the heaving cylinder as specified in Section 7.2 un-

der several wave conditions. Random waves are generated from single- and double-peaked standard

wave spectral distributions. The 3- and 6-parameters Ochi spectral distributions [44] are utilised,

which give the possibility of independently specifying the modal frequency, ωp, the significant wave

height, Hs, and the sharpness, λ:

Sηη(ω) =
∑

j=1,2

(
4λj+1

4 ω4
p,j

)λj

Γ(λj)
·
H2
s,j

ω4λj+1
e
−
(

4λj+1

4

)
(
ωp,j
ω )

4

, (7.37)

where j = 1, 2 are the components of the spectrum (only one is included for the single-peak case)

and Γ(·) is a Gamma function. More details about the Ochi spectral distribution were given when

discussing the typical standard spectra, in Section 3.1.2.

Fig. 7.14 shows some examples of the spectral distributions. The double-peak spectra are

parameterised with the ratio Hs,1/Hs,2, which is the relative energy of the two peaks, and with

the spacing between the peaks, ∆ω = ωp,2 − ωp,1. The variety of single-peak spectra has been

chosen with ωp ranging from 0.3 to 1.2 rad/s, λ from 0.5 to 5 (wide- to narrow-banded spectrum)
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Figure 7.14: Some spectral shapes utilised for the simulation of the waves. Spectra centred around
different peak frequencies are also utilised.

and Hs = 1 or Hs = 3 m. For the double-peaked spectra the low-frequency component has been

kept fixed, with Hs,1 = 4 m, ωp,1 = 0.3 rad/s and λ1 = 3, while the high-frequency sea state has

a fixed λ2 = 0.5, with varying Hs,2 and ωp,2, such that: the ratio Hs,1/Hs,2 ranges from 4 to 0.5;

the frequency spacing ∆ω = ωp,2 − ωp,1 ranges from 0.2 to 0.9 rad/s.

From each spectral distribution, a wave-elevation time series is generated, using (3.55), based

on the approach proposed in [54] and described in Section 3.1.2. In particular 1-hour wave records,

sampled at 2.56 Hz, are generated for each simulation, for a total of 9216 samples. The wave

excitation force experienced by the heaving cylinder is calculated, off-line, using the non-causal

law in (7.3). The system is then simulated in the time domain with the controller.

Initially, the unconstrained controllers described in Section 7.3, both non-causal and causal, are

compared, in Section 7.7.1. Then the proposed controller is validated against MPC when motion

constraints are in place, in Section 7.7.2. The performance of the controller with real wave data

is also analysed and compared to the results calculated with simulated waves, in Section 7.7.3.

Sensitivity to uncertainties in the model and in the estimation of the excitation force are finally

discussed in Section 7.7.4.

7.7.1 Unconstrained controller

The performance of the proposed controller is initially validated for the unconstrained case,

using both the non-causal and the causal implementation, according to the methodology outlined

in Section 7.3. The block scheme of the controllers was shown in Fig. 7.4, for the non-causal

approach, and in Fig. 7.7, for the causal approximation. The two controllers have a similar

structure, with a reference-velocity generator followed by a velocity-tracking loop, as designed

in Section 7.6. The non-causal approach is approximated with predictions produced by an AR

model, as proposed in Chapter 6. The causal approach is based on the real-time estimate of the

instantaneous frequency of the excitation force, given by the EKF, as detailed in Section 7.5.

The performance is measured in terms of RCW:

RCW =
Pu

2RPw
, (7.38)

which is the ratio between average absorbed power, Pu, and average wave power, Pw, over a front
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Figure 7.15: Performance of unconstrained controllers.

as wide as the cylinder (2R). Note that deep water is assumed, so that the wave power, per metre

of wave front, is calculated from the wave spectral distribution, Sηη(ω), based on the expression

given in (3.45).

Figure 7.15(a) shows the RCW obtained with the causal and non-causal controllers, for wide-

banded (λ = 0.5) and narrow-banded (λ = 5) wave spectra, centred around different periods,

2π/ω0. The ideal maximum RCW, given by complex-conjugate control, is also shown as a compar-

ison. The proposed controller performs very close to the optimal, particularly for narrow-banded

waves. For wide-banded sea states, the performance is very close to the ideal maximum only for

short to medium waves, while it significantly drops for very long waves. Note that only a minor

improvement in performance is obtained with the non-causal approximation of complex-conjugate

control, using predictions.

Note that RCW is quite large in most situations, and this is due to the fact that physical

constraints are not taken into account, which is one of the limitations of ideal complex-conjugate
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(a) Non-causal control
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(b) Causal control

Figure 7.16: Performance of (a) non-causal and (b) causal control, as a percentage of ideal complex-
conjugate control, with double-peaked spectra: Hs,1/Hs,2 is the relative energy between the two
sea states; ∆ω is the frequency spacing.
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Figure 7.17: Ratio of average negative power to average absorbed power.

control. Fig. 7.15(b) shows the distribution of the heaving position and PTO force required to

obtain the results of Fig. 7.15(a). The position typically ranges from −5 to 5 metres (with bigger

excursions in some situations!), which is quite impractical for a floating cylinder 5 metres high

and with a 4 metre draught. Also, PTO forces of more than 1 × 106 N are experienced in some

occasions, which can require large and expensive PTO machinery.

The performance of the proposed controller in double-peaked seas is also assessed. Fig. 7.16

shows the behavior of the RCW , relative to ideal optimum from reactive control. Clearly, the

performance is negatively affected (below 50% of optimum) when the two sea states have a similar

energy content and when they are widely spaced.

A final analysis is carried out in order to determine the amount of energy that needs to be

injected from the PTO back into the system, during part of the cycle, known to be an issue with

complex-conjugate control [83]. Figure 7.17 shows the ratio of the average reverse power, that is

the average absorbed power of negative sign, to the overall average absorbed power (that is always

positive if the controller is effective). Most of the times a higher reverse energy flow is required

than that absorbed (between 1 and 5 times!). The ratio seems to increase with the average power

absorption of the system but, in general, it looks quite unreasonable, since it would require an
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excessive over-specification of the PTO.

High levels of reverse power, together with the excessive motion required, make unconstrained

complex-conjugate control impractical most of the times, apart from the case of very small waves

(how small depends on the geometry and rating of the specific WEC).

7.7.2 Constrained controller

The proposed causal and non-optimal controller is also more appropriate when physical con-

straints are imposed, as described in Section 7.4. MPC, which solves a constrained optimisation

problem at each time-step, is utilised as a comparison, following the approach proposed in [13]

and described in Section 7.4.2. In particular, the future horizon for the optimisation is set to 30

steps (≈ 11.77 s), which is about double the resonance period of the floating cylinder (≈ 5.2 s).

Predictions for the MPC controller are not assumed to be ideal and a forecasting algorithm, based

on AR models, is implemented, as proposed in Chapter 6.

Fig. 7.18(a) shows the RCW obtained from the two controllers, in wide- (λ = 0.5) and narrow-

banded (λ = 5) sea states for different peak periods, 2π/ω0. Two different significant wave heights,

Hs = 1 and Hs = 3 m, are also utilised. Due to the introduction of the constraints, the performance

is similar to the one obtained in the unconstrained case only for short waves (small period), while

it shows a peak for medium waves and it decreases again for longer waves, as theorised by Budal

[6]. The sub-optimal controller performs quite closely to MPC for short and long waves. It is

less efficient, however, around the peak. Note that, unlike the unconstrained case, the bandwidth

does not seem to affect the performance for the constrained case, although it affects the relative

efficiency compared with MPC, which offers better results for narrow-banded waves, λ = 5, most

likely due to better predictions of the excitation force [17]. Note that for bigger waves, Hs = 3

m, the trend of the power capture with wave period is similar, but the peak moves towards the

smaller-period waves.

An important point that emerges from Fig. 7.18(a) is that, for very long waves, the sub-optimal

controller actually outperforms MPC (and quite significantly in some cases). Two main reasons

may explain this unexpected behavior: (a) The sub-optimal nature of the proposed controller may

cause a violation of the motion constraints, that is immediately reflected (in simulation) in a higher

energy capture, and (b) The MPC controller depends on many parameters (optimisation algorithm,

future horizon, specification of functional, ...) the choice of which is not always straightforward,

and our choice is probably not exact enough for those waves. In particular, Fig. 7.18(b) shows the

probability distribution of the vertical excursion of the WEC for the two controllers. The position

goes slightly beyond the imposed constraint of 0.8 m in both cases and this unwanted behavior

occurs slightly more frequently with the proposed causal controller. The violation of constraints, in

the case of MPC, may be due to several reasons, among which the error in the prediction of the wave

excitation force, or the inaccuracies in the model, which is based on a finite-order approximation

of the radiation. Such behavior highlights one of the main benefits of the proposed controller, that

although sub-optimal, requires tuning of a single parameter which has intuitive physical meaning

(1/H), representing the modulation of the magnitude of the velocity with respect to the excitation

force. Therefore, a safety margin can be easily included within the controller, through a more

213



Chapter 7

5 10 15 20 22
0

0.5

1

R
el

at
iv

e 
ca

p
tu

re
 w

id
th

5 10 15 20 22
0

0.5

1

5 10 15 20 22
0

0.2

0.4

Peak period [s]

R
el

at
iv

e 
ca

p
tu

re
 w

id
th

5 10 15 20 22
0

0.2

0.4

Peak period [s]

 

 

Causal non−optimal control

Model predictive control

λ = 5
H

s
 = 1 m

λ = 0.5
H

s
 = 1 m

λ = 5
H

s
 = 3 m

λ = 0.5
H

s
 = 3 m

(a) RCW compared with ideal reactive control.

−1 −0.5 0 0.5 1
0

0.1

Heaving position [m]

P
ro

b
ab

il
it

y

−1 −0.5 0 0.5 1
0

0.1

0.2

PTO force [MN]

 

 

Causal non−optimal control

Model predictive control

(b) Distribution of heaving excursion and PTO force.

Figure 7.18: Performance of proposed non-optimal causal control, compared with optimal MPC.
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conservative reference-generation strategy than in (7.21), in order to overcome possible constraint

violations.

A further advantage of the proposed controller is the linearity achieved between excitation

force, velocity, position and PTO force. This means that motion and force have the same harmonic

behavior as the incident wave, with no abrupt variations that may adversely affect the longevity

or survivability of the system components. The probability distribution of position, Fig. 7.18(b),

shows how MPC keeps the system mostly close to the constraints, with higher velocities in moving

from one extreme to the other. The proposed controller, on the other hand, imposes a smooth and

harmonic oscillation in the system, so that the position is almost normally distributed around the

zero. Such a behavior can also be observed, though to a much lesser extent, in the force. A sample

time-series simulation, which makes clearer such considerations, is shown in Fig. 7.19, where the

evolution of the position and the required control force are plotted for the two controllers.

The performance of the sub-optimal controller, relative to MPC, with double-peaked waves, is

shown in Fig. 7.20. Quite surprisingly, when the two peaks have a comparable size the sub-optimal

controller outperforms MPC, particularly when ∆ω is small. It seems, therefore, that MPC has a

higher sensitivity to errors in the prediction of the excitation force, which can be quite poor for

multi-peaked sea states [17].

The amount of reverse power required, in presence of constraints, is shown in Fig. 7.21, where

the ratio of reverse power to absorbed power is compared between the proposed controller and

MPC. Much less energy needs to be injected back from the PTO to the WEC, between 10%

and 40% of the absorbed energy, than in the unconstrained case (100% to 500%). Hydraulic or

electrical generators can be designed to accomplish such levels of reversible energy flow, and the

proposed controller can easily be optimised by taking into account inefficiencies in the two modes

of operations (by acting on the constant 1/H). Such a possibility would be of interest for further

studies.

7.7.3 Performance with real waves

The proposed controller is also validated with real wave data, provided by the Irish Marine

Institute and coming from a data buoy in the Belmullet wave energy test site, off the West coast

of Ireland. Three specific wave-elevation records of 30 minutes, sampled at 1.28 Hz, are selected,

such that a variety of conditions are covered. Figure 7.22 shows the spectral distribution and the

summary statistics, in terms of significant wave height and peak period, of the three data sets.

The performance of the proposed controller and of MPC is evaluated in the constrained case,

in the same conditions utilised for the results with simulated waves, in Section 7.7.2. Table 7.2

summarises the results, by showing the average power absorption and the RCW with each of the

records selected. The performance are well in line with what expected based on the general results

of Fig. 7.18(a), obtained with simulated waves.
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(a) Causal non-optimal control
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(b) Model predictive control
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(c) Absorbed power and energy

Figure 7.19: Behavior of the proposed causal and non-optimal controller against MPC, for a given
excitation force, produced by an irregular wave simulated from a single-peaked Ochi spectrum with
Hs = 2 m, ωp = 0.7 rad/s and λ = 1. Overall performance over the sea state is RCW ≈ 0.37 for
the causal controller and RCW ≈ 0.44 for the MPC.
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Figure 7.20: Performance of proposed controller, as a percentage of MPC, with double peak spectra:
Hs,1/Hs,2 is the relative energy between the two sea states; ∆ω is the frequency spacing.
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Figure 7.21: Ration of average negative power to average absorbed power.
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Figure 7.22: Wave spectrum of real wave data used to test the performance of the proposed
controller. The data comes from the Belmullet wave energy test site (54o 13′ N, 10o 8′ W) and it
consists of 30-minutes wave-elevation records sampled at 1.28 Hz.

Set Recorded Hs [m] ωp [rad/s] ωe [rad/s]
S1 1st December 2010, 00.00-00.30 am 1.04 0.97 1.06
S2 6th December 2010, 00.00-00.30 am 1.80 0.61 1.84
S1 10th November 2010, 00.00-00.30 am 2.75 0.52 1.69

Table 7.1: Details of real wave records, whose spectrum is shown in Fig. 7.22, where Hs: significant
wave height; ωp: peak frequency; ωe: energy frequency.
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Set Pw [kW/m]
Causal non-optimal control MPC
Pu [kW] RCW Pu [kW] RCW

S1 3.75 27.2 0.73 31.3 0.81
S2 15.3 53.6 0.35 63.6 0.41
S3 38.2 74.8 0.20 40.3 0.11

Table 7.2: Performance of the proposed non-optimal and causal controller against MPC, with real
wave data, whose spectrum is shown in Fig. 7.22.
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Figure 7.23: Variation of system’s frequency response caused by variation in mass, ∆M , and
stiffness, ∆K.

7.7.4 Robustness to parameter variations

It is interesting to evaluate the sensitivity of the controller with respect to uncertainties in the

model. Particularly in wave energy, the normal operation of a device, involving relatively extreme

motions, may be distant from the typical assumptions of linearity (small deviations around an

equilibrium point), on which the model of Section 7.2 is based.

Since the model is similar to a damped mechanical oscillator, with relatively small damping,

as discussed in Chapter 3 (Sections 3.2 and 3.3 in particular) it makes sense to apply variations

to the main terms that define the system: the mass plus added mass, M +Ma(ω) +M∞, and the

buoyancy coefficient or stiffness, Kb. Such two terms contribute to specify the main parameter of

the oscillating system, that is the natural frequency, based on (3.131).

Relative variations ranging from 10% to 50% of the two terms are applied, resulting in:

V (s)

Fex(s) + Fu(s)
=

s

s2 [(m+m∞)(1 + ∆M)] + sHr(s) +Kb(1 + ∆K)
,

1

Zi(s)
, (7.39)

which impose a change in the dynamics of the model, as shown in Fig. 7.23. Fore the analysis

proposed in this Section, it is assumed that the transfer function 1/Z̃i(s), defined in (7.5), is the

model of the system, while 1/Zi(s), as defined in (7.39), denotes the real plant.

Clearly the model is sensitive to variations in the critical parameters, mass and stiffness. A

large variation in magnitude and phase is verified around the resonance frequency of the system,
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in particular (in fact, mass and stiffness directly affect the position of the resonance frequency).

It would therefore be expected that the performance of the controllers, in the presence of the

proposed parameter variations, would depend on the frequency at which the excitation from the

waves is concentrated.

The resonance frequency of the model of the system, 1/Z̃i(s), is around 1.25 rad/s, as it can

be seen from Fig. 7.23. An initial robustness analysis is therefore carried out with the WEC

being excited by irregular waves centred at a frequency of 1.25 rad/s, assuming an Ochi spectral

distribution with significant wave height Hs = 1 m and a sharpness factor of λ = 0.5. Fig. 7.24

shows how the RCW obtained with the proposed controller and with MPC is affected by parametric

variations in such a wave condition. Both of the controllers are quite robust up to 10% variation of

either mass and stiffness, while the performance drops significantly with larger variations. When

∆K = 20% or ∆M = 20%, in fact, there is already a stark variation in the response of the system

at the expected resonance frequency of 1.25 rad/s, since the real resonance frequency has moved

to 1.4 and 1.1 rad/s, respectively.

It is important to stress that the way in which the two controllers are sensitive to parameter

variations is different. MPC, as discussed in Section 7.4.2, relies on the model of the system in

order to optimise its behavior over the receding horizon. The result of the optimisation is the

optimal velocity and force that should be imposed such that the system can achieve the predicted

and optimal performance. When the model is distant from the real system, the optimisation can

return unexpected behavior. In the case of the causal and non-optimal controller, proposed in

this Chapter, when operating in the constrained region, the velocity to be imposed on the system

does not depend on the model, as from (7.21). The low-level controller, however, designed in

order to impose such velocity on the WEC through the PTO force, is a feedforward action based

on a model inversion, as detailed in Section 7.6. While the generation of the reference velocity

(the high-level control) is not affected by system’s variations, the resulting control action, or PTO

force, calculated by the low-level controller, can be extremely sensitive to such variations, due to

the inversion of the model.

As a consequence, there is scope, in the case of the proposed controller, for adding feedback

to the low-level loop that is able to deal with model uncertainties. A compromise can be found

between performance and robustness in a relatively straightforward manner, once the magnitude

and nature of the uncertainty is quantified. Such a possibility will be investigated in Chapter 8.

Another important point emerges from an assessment of the robustness of the system when

subjected to waves centred at a different frequency, further from resonance, where the model

variation is not significant. Figure 7.25 shows the performance, in terms of RCW, of the proposed

controller and of MPC, when the incident wave is centred around 0.7 rad/s, based on an Ochi

spectral distribution, with Hs = 2 m and λ = 1. As expected, both the controllers seem to

be quite robust, since only a light variation in performance is observed even in the case of 50%

variations. However, while in the case of variation in stiffness there is a reduction in performance,

a variation in the mass of the system, with respect to the modelled value, causes an increase in

performance.

The improved performance should not be a complete surprise, since it is due to a violation

of the motion constraints caused by the magnitude response of the system being under-estimated

at the frequency of 0.7 rad/s. The violation of the constraints is highlighted in Fig. 7.26, where
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Figure 7.24: Performance of the proposed controller and of MPC with parametric variations in
mass, ∆M , and stiffness, ∆K. The incident wave is simulated from an Ochi spectral distribution
with significant wave height Hs = 1 m, peak frequency ωp = 1.25 rad/s (around the resonance
frequency of the device) and spectral sharpness λ = 0.5.
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Figure 7.25: Performance of the proposed controller and of MPC with parametric variations in
mass, ∆M , and stiffness, ∆K. The incident wave is simulated from an Ochi spectral distribution
with significant wave height Hs = 2 m, peak frequency ωp = 0.7 rad/s and spectral sharpness
λ = 0.5.

the probability for the heaving excursion going beyond the constraint of 0.8 m increases while the

variation in mass (under-estimation of the magnitude response at 0.7 rad/s) increases.

7.8 Conclusion

A novel strategy for real-time control of bottom-referenced oscillating WECs is proposed. The

controller has a hierarchical structure. The high-level controller sets the velocity of the oscillator

to be in phase with the excitation force and with an amplitude proportional to the wave force.

The ratio between the velocity and excitation force magnitudes can be tuned in real-time for

performance and constraint handling. The reference velocity is then imposed on the system by a

low-level controller, which applies a feedforward action through the PTO force.

The controller is based on the simplifying assumption of a harmonic sea, which is not always

verified, so that the approach is sub-optimal in general. Stationarity of the waves, however, is

not assumed and the instantaneous frequency, as well as the amplitude information, is tracked

in real-time with the EKF. As a result of the stated assumption, the proposed controller is very

simple to implement, once an estimation of the excitation force is available, and it only relies on
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(c) ∆M = 50%

Figure 7.26: Detail of the distribution of the heaving position of some of the points of Fig. 7.25(b).
The increase in performance is due to a violation of the constraints.
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non-expensive computations (no predictions and no optimisation involved), which make it ideal

for real-time applications.

In Section 7.7.1, it was shown, via simulations over different stochastic sea conditions, that,

when constraints are not taken into account, the proposed controller achieves energy captures

that are very close to the optimum predicted by complex-conjugate control, particulary in narrow-

banded and single-peak sea states, that are close to the harmonic assumption. At the same time

the controller seems to be relatively robust to wide-banded and double-peaked seas, where the

performance is reasonably good. No significant advantage was experienced with a non-causal

implementation of complex-conjugate control, based on predictions of the wave-excitation force,

with reference to the study proposed in Chapters 5 and 6.

The constraint handling ability was also verified, in Section 7.7.2, where the proposed method

was shown to approach the performance obtained with an optimisation-based controller such as

MPC. In contrast to MPC, the proposed controller does not require predictions of the excitation

force and, when operating in the constrained region, does not rely heavily on a model of the system

for the calculation of the optimal motion. In addition, unlike MPC, the resulting motions and forces

are linear with respect to the excitation force, giving velocities and forces which follow the same

harmonic behavior as waves, with benefits in terms of long-term survivability and longevity of the

WEC equipment. At the same time, a significant gain in computational simplicity is achieved,

since the resolution of an optimisation problem at each time step is not required.

Performance with real wave data was also assessed in order to validate the general results,

calculated with simulated stochastic waves in order to have more flexibility in the choice of the

operating conditions (spectral peaks, bandwidth, central frequency,...). The results, shown in

Section 7.7.3, confirmed the hypothesis derived from simulations with synthetic data.

An analysis of the robustness of the proposed controller was also carried out, in Section 7.7.4.

The performance achieved in the presence of variations to the main parameters of the system, mass

and hydrostatic stiffness, is very similar to MPC. In particular, the controllers are able to cope

with variation of up to 10 % of the either of the parameters, while a significant drop in performance

is experienced for larger variations. It was also shown how an increase of performance could also

be experienced at wave frequencies where the model is under-estimated, due to a violation of

the constraints by the controller. However, it was highlighted that the proposed controller can

be modified to increase the robustness, trading off some performance, by adding feedback at the

low-level control. Such a topic will be further investigated in Chapter 8.

While ideal efficiency in the bi-directional energy flow of the PTO mechanism was assumed, it

was highlighted how the nature of the controller allows the possibility of including the efficiency

information. The high-level control strategy could take into account losses in the reverse of energy

flow at the PTO in the adaptive law for tuning the ratio between the velocity and the excitation

force. The absorbed power, in fact, is proportional to the velocity but also to the amount of reactive

power required, so that a straightforward compromise could be achieved. Finally, note that an

additional parameter may be introduced, which is the phase-lag between oscillation velocity and

excitation force. The phase parameter adds an additional degree of freedom resulting in a amplitude

and phase controller, which can be very flexible in achieving a desired balance between high power

absorption and reduced inverse energy flow. Such a possibility has not been studied here and would

be of interest for further investigations.
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Chapter 8

Robust design of the low-level controller

for velocity-tracking

Abstract

A novel strategy for the control of a WEC, consisting of an oscillating body, was

introduced in Chapter 7. The high-level component of the control system produces a

reference velocity for the body’s oscillation such that an effective wave energy transfer

from the waves to the PTO is realised, within given motion constraints. The reference

velocity is then imposed on the system through a low-level controller, by acting on the

PTO force.

Since the focus of Chapter 7 was on the high-level control, a simplistic approach to

the low-level controller was adopted, based on the plant inversion, with filtering for

physical controller realisability. In practice, such a controller would be not acceptable,

because it can be extremely sensitive to model uncertainties, measurement noise and

other unknown disturbances, resulting in performance degradation as well as constraint

violations. This Chapter focuses on the possibility of adding feedback to the low-level

controller, for an improved robustness in the presence of model uncertainties. An

approach based on the concept of Internal model control (IMC), that integrates well

with the feedforward controller discussed earlier allows, with an intuitive design, the

achievement of a significant improvement of the robustness.

The author is well aware that the proposed solution is not the only answer to the

problem, and many other approaches could be adopted. The present Chapter is meant

to make a contribution towards the completeness of the work started in Chapter 7,

rather than an exhaustive study in the field of velocity tracking control for wave energy

devices. At the same time, the separation into a unique Chapter permits a sharper

focus to be maintained, which will hopefully help the clarity of the exposition.
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v(t)fu(t) +
+

vref (t)

fex(t)

P (s)K(s)

Figure 8.1: General structure of a feedback control that imposes a desired velocity of oscillation
on a floating body, under the influence of the wave excitation force.

8.1 Control specifications

The control problem under study is the set-point tracking of a reference signal by a given plant.

An external stochastic disturbance is acting linearly at the input of the system. The reference

signal is possibly generated by a higher-level control logic.

In the specific case of a WEC consisting of a single body constrained to move in one degree

of freedom, as modelled in Section 3.3, the block scheme of Fig. 8.1 applies. A reference velocity,

vref (t), needs to be followed by the system for an effective wave power absorption. The controller,

namely K(s), can manipulate the load force provided by the PTO in order to affect the dynamics

of the WEC and impose the desired velocity. The system is persistently excited by the wave

excitation force, fex(t), which is modelled as a disturbance at the input of the system.

The reference velocity can be generated following the causal or non-causal approaches proposed

in Chapter 7. Alternatively, an optimisation-based solution, such as MPC, could be utilised for

the production of a reference signal. In any case, the desired velocity has a direct impact on the

wave power absorption from the device and it is fundamental that the low-level controller is able

to accurately impose it on the WEC. In Chapter 7, a simplistic solution for the velocity-tracking

controller was proposed, designed as a feedforward action based on an approximation of the system

inverse.

An important issue, however, was not dealt with in Chapter 7, in order to maintain the focus

on the high-level controller. In particular, the feedforward action can be sensitive to model un-

certainties. An analysis of the behavior of the controller in the case of parametric uncertainties,

in Section 7.7.4, has shown that perturbations in the system can cause large deviations in the ex-

pected behavior, resulting in performance drops (wave energy absorption) and/or violation of the

constraints. Stability was not an issue in that specific situation since the system is always stable

and no feedback was introduced. In this Chapter, feedback is added to the controller specifically

to handle the robustness issues.

One possibility is to follow an approach based on IMC. Such a solution would clearly separate

the design of the feedforward component for the achievement of the desired performance, as already

proposed in Section 7.6, from the design of the feedback component for robustness to given uncer-

tainties. IMC was already effectively implemented in wave energy, for dealing with non-linearities

in the model of the WEC [98, 193, 100]. Stability and robustness in the presence of structured or

unstructured uncertainty, however, was not considered in the mentioned references.

A multi-step design procedure for IMC is detailed in [192], for the case that uncertainty infor-

mation is available in the form of frequency-dependent bounds:
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v(t)fu(t) +
+

fex(t)

P (s)

Pn(s)

vref (t)
Q(s)+

−

+
−

d(t)

K(s)

Figure 8.2: Block diagram of the IMC [192].

1. A feedforward controller, based on the plant inversion, is designed to achieve the desired

performance on the nominal model.

2. Robust stability in the presence of uncertainty is ensured by augmenting the controller with

a filter that conveniently shapes the sensitivity function.

3. Based on the IMC structure, the feedback controller is directly obtained from the feedforward

component and the robustifying filter.

The design of the controller is described in Section 8.2. In Section 8.3, simulations show the

improved robustness achieved under the proposed design, when model uncertainties are applied.

Final remarks and conclusions are discussed in Section 8.4.

8.2 Design of the controller

The low-level controller, for imposing the desired velocity on the WEC system, has an IMC

structure, as shown in Fig. 8.2. A model of the system, Pn(s), is utilised to determine the expected

output from a given control input, which is the PTO force, fu(t). The difference between the real

output and the expected output, namely d(t), represents the feedback signal. In the absence of

the disturbance, fex(t) = 0, and with a perfect model, Pn(s) = P (s), the feedback goes to zero.

IMC exploits the idea that if a process and all its inputs are known perfectly, there is no need

for feedback control or, in other words, that, for stable processes, feedback control is only needed

because of uncertainty [192].

The overall controller, K(s), is separated into two different components, one being the nominal

model of the system, Pn(s), and the other being a filter Q(s). The design of the IMC is therefore

reduced to the design of the filter Q(s), which can address performance and robustness issues.

Conditions for the stability and performance of the closed loop system are converted in conditions

on the filter Q(s), which simplifies the design. A convenient multi-step procedure for the choice of

Q(s) was proposed in [192] and it is adopted here.

In the following, Section 8.2.1 discusses the model of the WEC and the uncertainty. The

controller design is then outlined in Section 8.2.2.
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8.2.1 WEC model and uncertainty

The system under study is a WEC consisting of a floating cylinder oscillating in the heave

direction only, schematised in Fig. 7.1 and with a geometry as specified in Section 7.2. As usual,

the model is described by the following linear relation between the output velocity, v(t), and the

input force, which is a superposition of the controllable PTO force, fu(t), with the wave excitation

force, fex(t):

ωmV (ω) + Zr(ω)V (ω) +
Kb

ω
V (ω) = Fex(ω) + Fu(ω). (8.1)

In (8.1), m is the mass of the system, Kb is the constant of buoyancy and Zr(ω) is the radiation

impedance, modelling the relation between velocity and radiation force. For a full derivation of

(8.1), and for a more detailed explanation of the terms, the reader is directed to Section 3.3.

The nominal model of the system, already derived in Section 7.2, is given by the following

transfer function:

Pn(s) =
1.8× 10−6 · s(s2 + 1.1s+ 0.4)(s2 + 1.6s+ 1.8)

(s2 + 1.2s+ 0.4)(s2 + 1.4s+ 1.6)(s2 + 0.1s+ 1.5)
. (8.2)

Note that Pn(s), in (8.2), is stable and proper with a relative degree of 1. Due to the presence of

the zero at s = 0, the plant has a non-minimum phase. The other zeros are always stable. Such

properties are retained in general by rigid floating bodies (at least with a convex geometry), when

only the heaving mode of motion is considered: the zero at s = 0 is due to the spring term arising

from the equilibrium between buoyancy and gravity (refer to Section 3.3 for more details about

the derivation of the model); the other zeros are always stable, since they represent the poles of

the radiation of the system, which can be clearly verified from (7.4).

It is supposed, here, that the nominal model, Pn(s), is only an approximation of the real

system, P (s), and that the source of uncertainty lies in the coefficient of the spring term, Kb. The

definition of the constant of buoyancy, given in (3.122), is based on quite a rough approximation

that considers small oscillations of the floating body around the mean water level and, at the same

time, calm sea. Under such conditions, the wet surface of the body does not change significantly.

In practice, however, the wet surface changes instantaneously with the motion of the body and

with the variation in the water level due to the incident wave. As a result, the hydrostatic forces

are highly non-linear and, particularly for relatively large oscillations, such as in wave energy, the

linear model in (8.1) may be inaccurate. Another reason for our specific choice of the source of

uncertainty is that the considered system has a resonant behavior with relatively low damping,

which is quite sensitive to variations in the spring term.

The non-linearity of the hydrostatic force has been studied by a number of researchers, who

implemented time-domain simulations with a time-varying wet surface, through Computational

fluid dynamics (CFD) [194, 195, 196] or Boundary element methods (BEMs) [197, 198]. A non-

linear parametric model for a more accurate representation for the hydrostatic force, however, is

not available and, for the purposes of the present study, it is simply assumed that the coefficient

of buoyancy undergoes unknown variations, Kb + ∆K, in the range ∆K ∈ [−10%, +10%].

Figure 8.3(a) shows the magnitude and phase response of the nominal plant against a model
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Figure 8.3: Uncertainty in the model. Largest parametric variation is ∆K = ±10%.
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v(t)fu(t) +
+

fex(t)

P (s)

Pn(s)

vref (t)
Q(s)+

−

K(s)

+
+

Figure 8.4: Equivalent block diagram of the IMC [192].

in which extreme variations ∆K = ±10% are applied. In order to have an useful information for

implementing a controller that is robust to such parametric variation, the uncertainty is modelled

as a frequency domain bound, ∆P (ω), defined as:

|P (ω)− Pn(ω)|
|Pn(ω)| ≤ ∆P (ω) (8.3)

The uncertainty bound, ∆P (ω), is shown in Fig. 8.3(b) and it is important to notice that it can

be quite conservative, depending on where the real parameter, Kb, lies within the specified range

of uncertainty. Clearly, from Fig. 8.3, the uncertainty is quite significant around the resonance

frequency of the device.

8.2.2 Controller design

The general structure of IMC, shown in the illustrative block scheme of Fig. 8.2, highlights the

fact the actual controller is made of two components, which are the nominal model of the system,

Pn(s), and a filter, Q(s). The equivalent block scheme of Fig. 8.4 clarifies the relation between the

components of the IMC and the actual controller of a classical feedback scheme. In particular, the

feedback controller, namely K(s), which is what will have to be implemented in practice, is given

by the following expression:

K(s) =
Q(s)

1− Pn(s)Q(s)
. (8.4)

The following relation exists between the output, v(t), and the inputs, vref (t) and fex(t):

v =
PQ

1 +Q(P − Pn)
vref +

1− PnQ
1 +Q(P − Pn)

Pfex, (8.5)

where the dependence on the complex variable, s, has been dropped for brevity.

The sensitivity function, S(s), and the complementary sensitivity function, T (s), are defined
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[192] as:

S ,
1− PnQ

1 +Q(P − Pn)
=

v

Pfex
(8.6)

T ,
PQ

1 +Q(P − Pn)
=

v

vref
. (8.7)

The sensitivity function expresses the response of the feedback system to the input disturbance

filtered by the plant, namely P (s)fex(t). The complementary sensitivity indicates the tracking

ability of the closed-loop system, as well as the sensitivity to measurement disturbances [192].

Ideally one would set S = 0 and T = 1 (perfect control), but this is not possible, in general, due to

the presence of measurements noise, model disturbances and other issues related to the practical

realisability of the controller, K(s), so that the conditions are only approximated in a range of

frequencies.

It is interesting to note that, in the case of a perfect WEC model, P = Pn, the relations in

(8.5) simplify to:

v = Tvref + Sfex = PQvref + (1− PnQ)Pfex, (8.8)

where the filter, Q(s), has a direct meaning in terms of sensitivity (robustness to plant varia-

tions, disturbance rejection) and complementary sensitivity (tracking performance and measure-

ment noise rejection). Through the IMC parametrisation, the controller component Q(s) is related

to T (s) and S(s) in a very simple manner which makes the design of Q(s) relatively straightforward

[192], as it will emerge throughout the present Section.

An important property of IMC, that is immediately verified from (8.8), is that, in the case of a

perfect model, P (s) = Pn(s), the closed-loop system is internally stable if and only if the process,

P (s), is stable and the function Q(s) is stable. Such a consideration simplifies the design of the

controller, K(s), since it is sufficient to choose a stable filter Q(s) in order to ensure the stability of

the feedback system, provided that K(s) is calculated from (8.4). Unfortunately such a statement

is not usable in practice, since the model of the system is not known with complete accuracy.

However, a very convenient necessary and sufficient condition, for the internal stability of the

closed-loop system, can be utilised in the case of model mismatch.

Theorem 8.1. [192] Assume that all the plants, P (s), in the family Π

Π =

{
P (s) :

|P (ω)− Pn(ω)

|Pn(ω)| ≤ lm(ω)

}
, (8.9)

have the same number of stable poles and that a particular controller, K(s), stabilises the nomi-

nal plant, Pn(s). Then, the closed-loop system is robustly stable with the controller K(s) if and

only if the complementary sensitivity function for the nominal plant, Tn(s), satisfies the following

condition:

||Tn(ω)∆P (ω)||∞ , sup
ω
|Tn(ω)∆P (ω)| < 1. (8.10)
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In the case of a controller, K(s), based on the IMC structure, condition (8.10) provides a very

convenient condition on the filter Q(s). Based on the equivalence in (8.8), the complementary

sensitivity function for the nominal plant is Tn(s) = Q(s)Pn(s) and the robust stability is ensured

if and only if:

sup
ω
|Q(ω)Pn(ω)∆P (ω)| < 1. (8.11)

The IMC parametrisation reduces the design of a feedback controller, K(s), to the design of a

filer, Q(s), that is directly related to the performance and disturbance rejection properties, through

(8.8), and to the robust stability of the system, through (8.11). Based on such considerations, a

step-by-step procedure was proposed in [192], where Q(s) is firstly designed for performance on

the nominal plant and then adjusted to ensure robust stability. Although being suboptimal, the

procedure has the advantage of simplicity, where each design choice has a straightforward impact

on some fundamental characteristics of the closed-loop system. The two important steps in the

procedure are described next.

Step 1 - Nominal performance

The ideal choice for the filter Q(s), when the plant coincides with the nominal model, is:

Q(s) = P−1n (s). (8.12)

Under condition (8.12), perfect control is achieved, that is S = 0 (perfect disturbance rejection)

and T = 0 (perfect reference tracking). However, it is not always possible to invert the plant,

because Pn(s) may be strictly proper (the inverse being non-realisable) or it may be non-minimum

phase (the inverse being unstable).

The model of the WEC, given in (8.2), is strictly proper, with relative degree of 1, and it is

non-minimum phase, with a zero in s = 0. The filter Q(s) needs to be augmented as:

Q(s) = F (s)P−1n (s), (8.13)

where F (s) should be proper with relative degree of at least 1, for physical realisability. In addition,

F (s) should have a zero at s = 0, in order to remove the unstable pole at s = 0 appearing from

the inversion of the plant.

Observing such constraints, F (s) can be shaped such that the desired performance is achieved

within the range of frequencies of interest. In particular, the complementary sensitivity function

for the nominal plant, Tn(s) = Q(s)Pn(s), should approach unity for good tracking and distur-

bance rejection properties. In our specific case, the filter F (s) can be chosen as already proposed

and discussed in Section 7.6, based on the consideration that the reference signal, as well as the

disturbance, are only significant in a well known frequency range [0.3, 2] rad/s. The lower limit

of the range is set by the lowest frequency of typical ocean waves, that exceeds 0.3 rad/s (period

nearly 20 seconds), except in the case of extreme events (when typically the WEC would operate

in safety mode rather than in production mode). The upper limit is determined, through the filter

Hex(ω), defined in (3.114), by the geometry of the floating body, that filters out high-frequency
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Figure 8.5: Sensitivity, Sn(s), and complementary sensitivity, T + n(s), in the case of nominal
plant.

waves.

The filter, F (s), is therefore designed as in (7.36):

F (s) =
s

(s+ 0.2)
· 5

s+ 5
, (8.14)

that is a band-pass filter with a magnitude of approximately one over the frequency range [0.3, 2]

rad/s. At the same time, a zero at s = 0 cancels the unstable pole due to the plant inversion (not

a problem since F (s) is not implemented directly, but K(s) is, as already explained in Section

7.6). The resulting complementary sensitivity function and sensitivity function, assuming nominal

plant, are shown in Fig. 8.5.

As already discussed in Section 7.6, the choice in (8.14) is not optimal and a numerical procedure

could be implemented for fine tuning the filter F (s), as proposed in [192]. Such optimisation goes

beyond the scope of the present Chapter, which is more focused on the structure of the controller

and on the possibility of dealing with robustness to model uncertainties.

Step 2 - Robust stability and performance

The information of the plant uncertainty is available in the form of a frequency-dependent

maximum variation, ∆P (ω), as defined in (8.3). Based on theorem 8.1, robust stability for any

plant within the uncertain region is guaranteed, if and only if condition (8.11) is satisfied. The

condition is easily verifiable since it only depends on the nominal plant, Pn(s), the filter Q(s),

designed for performance in (8.13), and the uncertainty, ∆P (ω).

Figure 8.6 shows that the condition for robust stability is not satisfied within a certain range

of frequencies where the uncertainty of the system is quite large. Such a band of frequencies is

right in the centre of the region of interest, [0.3, 2] rad/s, where maximum sensitivity is desired.

Due to the nature of the parametric uncertainty (refer to Section 8.2.1), in fact, a relatively large

inaccuracy is expected around the resonance frequency of the device.

The usual approach, as proposed in [192], is to augment the filter Q(s) with an additional

low-pass filter that rolls off the complementary sensitivity above a certain frequency. Typically, in

fact, the uncertainty of a plant increases at high frequencies, while it may be reasonably assumed

that the model is accurate at low frequencies. In the specific case under study, the uncertainty
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Figure 8.6: The condition for robust stability is not verified by Q(s) chosen at step 1, from (8.13).

is maximum around the centre of the region where high sensitivity would be desired and, at the

same time, it decreases at higher frequencies.

In order to achieve a better compromise between the drop in sensitivity and improved robust-

ness, the filter Q(s) is augmented with a notch filter, as proposed in [199]:

Q(s) = F (s)P−1n (s)N(s), (8.15)

where

N(s) =
s2 + 2Mχω0 + ω2

0

s2 + 2χω0 + ω2
0

. (8.16)

In (8.16), ω0 specifies the frequency of maximum attenuation (centre of the notch), χ determines

the bandwidth of the attenuation (wideness of the notch) and M is directly related to the maximum

attenuation.

Based on such a parametrisation, the notch filter required in order to push down the comple-

mentary sensitivity, such as to ensure robust stability, can be easily designed. As it can be seen

from Fig. 8.6, the peak of the complementary sensitivity is centred at ω ≈ 1.28 rad/s and its

value is approximately 1.15. As a consequence, the notch filter is specified by ω0 = 1.28 rad/s and

M = 1/1.15 ≈ 0.85. The bandwidth parameter is chosen as χ = 0.9, since the uncertainty peak is

relatively broad.

Figure 8.7 shows the magnitude response of the chosen notch filter and the effect that it has

on the complementary sensitivity function. Condition (8.11), for robust stability, is now verified.

As a consequence, based on (8.4), the final feedback controller, K(s), is designed as:

K(s) =
Q(s)

1− Pn(s)Q(s)
=

P−1n (s)F (s)N(s)

1− Pn(s)P−1n (s)F (s)N(s)
, (8.17)

with F (s) given as in (8.14) and N(s) chosen as in (8.16), which ensures that the closed-loop

system is robust to model variations in the range specified in (8.3).
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Figure 8.8: Complete control architecture. The high-level controller, designed in Chapter 7, pro-
duces a reference velocity, that is imposed on the system by a robust feedback controller, K(s),
designed in the present Chapter.

8.3 Results

The proposed low-level controller for tracking a desired velocity imposed on the WEC is imple-

mented together with the high-level control logic proposed in Chapter 7. The improved robustness

is verified against the case where the simplistic feedforward control, designed in Section 7.6, is

utilised to impose the desired velocity. Fig 8.8 shows the block scheme of the overall control

system, including high-level and low-level controllers.

The controller, K(s), is designed based on an IMC structure, according to the methodology

outlined in Section 8.2. As discussed in Section 8.2.1, a parametric uncertainty in the range

∆K ∈ [−10%, +10%], for the buoyancy coefficient, is assumed for the real model of the WEC,

with respect to the nominal model, Pn(s). Details about the nominal model and the geometry of

the system can be found in Sections 7.2 and 8.2.

Simulations are run with the system being excited by irregular waves following a single-peak

Ochi spectral distribution, generated according to the methodology outlined in Section 7.7. The

spectral distribution, an expression for which was given in (7.37), is parameterised with different

peak frequencies, ωp ∈ [0.3, 1.2] rad/s (wave period about 5 to 22 seconds), a constant narrowness

factor, λ = 2, and a constant significant wave height, Hs = 1m.

The high-level controller optimises the operation of the WEC (for maximum wave energy ab-

sorption) by producing a reference velocity that is in phase with the wave excitation force and such

that the vertical motion is constrained within ±Xlim = ±0.8 m. A sensitivity analysis, carried out

in Section 7.7.4, highlighted the effects that model uncertainties can have on the performance, when

not properly handled (which is the case with a feedforward controller). In particular, depending

whether the model was under- or over-estimated, a drop in performance (caused by the imposed

velocity being lower than the desired one) or a significant violation of the motion constraints

(resulting, in the simulation, in a higher energy capture) was experienced.

Figure 8.9 compares the results obtained with the robust controller proposed in this Chapter

against the results calculated with the simple feedforward control, when the largest possible model
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Figure 8.9: Performance of proposed robust controller against feedforward controller when the
largest parametric variation, ∆K = ±10%, is applied: (a)-(b) Relative capture width; (c)-(d)
Percentage of occurrence of motion constraints violation, due to the model inaccuracy.

variations, ∆K = ±10% are applied. In particular, Fig. 8.9(a) (variation ∆K = +10%) and

Fig. 8.9(b) (variation ∆K = −10%) show the RCW achieved through the two controllers when

the incident waves are centred at different peak frequencies. Clearly, the robust controller seems

not to suffer from the model uncertainty and offers similar performance for both the extreme

variations. On the other hand, the feedforward controller is quite sensitive to the parametric

variations and the performance increases or decreases according to whether the model is over- or

under-estimated (which depends on the parametric variation and on the frequency, refer to Fig.

8.3). The higher performance of the feedforward control at certain frequencies is only due to a

more frequent violation of the constraints, that is particularly evident in the case ∆K = −10%,

shown in Fig. 8.9(d) (already discussed in Section 7.7.4).

Note that the robust control seems to violate the motion constraints almost 10% of the time

for very long waves (peak period more than 15 seconds, peak frequency below 0.41 rad/s). Such

violation, however, is not due to the behavior of the low-level controller, since the model uncertainty

is not significant at such frequency. The problem, in this case, lies in the reference-generation

strategy, that needs to include some safety margin for long waves, as also discussed in Chapter 7.

Additional evidence of the robustness of the proposed controller is given in Fig. 8.10, which

shows the capture width achieved with the robust controller and with the feedforward controller,

for different values of the parametric uncertainty in the range ∆K ∈ [−50%, +50%]. An irregular

wave train centred at a peak frequency ωp = 1.22 rad/s was utilised, since the largest uncertainty

always appears at such frequency (it is approximately the resonance frequency of the system).

Again, the RCW achieved with the robust control system is quite insensitive to the proposed

variations (which are relatively large). The feedforward control, as already verified in Section 7.7.4,

is otherwise strongly and negatively affected by parametric variations in the buoyancy coefficient.

Another interesting fact can be noticed, in Fig. 8.10, with reference to the performance in the
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Figure 8.10: Sensitivity of robust control and feedforward control to variations in the buoyancy
coefficient, ∆K. The incident wave is centred at a frequency ωp = 1.22 rad/s, that is the resonance
frequency of the device, where the uncertainty is the largest.

case of a perfect model, that is ∆K = 0%. As discussed in Section 8.2, the design of the robust

controller trades performance against robustness: an increase in robustness to model uncertainties

requires a more conservative control and therefore a drop in performance in nominal conditions. In

this specific case, however, the robust controller performs as well as the feedforward controller and

the price paid for the robustness is quite small. The reason behind such behavior can be explained

by the range of uncertainties utilised in the design, but also in the notch-type of shape chosen for

the robustifying filter, which offers a good compromise for the given uncertainty model.

8.4 Conclusion

An important property which is required of control systems is robustness to uncertainties, such

as unknown disturbances, unknown (or un-modelled) system dynamics or time-varying character-

istics of the system (e.g. due to ageing or change of operating conditions). Particularly in wave

energy, it is widely acknowledged that the typical linear models utilised for control design are

unable to capture the correct behavior. Unlike most classical control problems, the motion of a

WEC is controlled to be as extreme as possible (within given constraints) in order to maximise

the wave energy capture. As a consequence, non-linearities can be significant.

This Chapter proposed a possible approach to the design of a robust low-level controller that

manipulates the PTO force in order to effectively impose a desired velocity on a WEC. The refer-

ence velocity may be generated by a higher-level control logic, such as the one proposed in Chapter

7 or the more popular MPC methodology. By employing a structure based on IMC, it is shown

how the design of the low-level controller can be separated into steps that intuitively address the

performance and the robustness to model variation issues. While being a sub-optimal procedure,

simulation results showed that the resulting system has a significantly reduced sensitivity to para-

metric uncertainties, even when they cause a significant variation in the expected response of the

system, within the range of frequencies of interest (where most wave energy is).

The design of the low-level controller completes the work proposed in Chapter 7, focused on

the high-level control. It is not meant to offer a complete coverage of the different possibilities
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available in the field of robust control. The work presented through this Chapter, however, high-

lights the potential and the importance of considering model uncertainties, in the field of wave

energy. Particular attention, in the author opinion, should be focused, in the immediate future,

on understanding the main inaccuracies in the current models of wave-energy conversion systems.

Experimental testing and computational fluid dynamics could be particularly helpful in producing

appropriate models for the uncertainty. Many techniques from the field of control theory, such as

the one proposed here (but not only), can then be called upon for appropriately addressing the

robust control issue.
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Conclusion

This Chapter reports the main conclusions that are derived from the research work presented in

this thesis, in Section 9.1. Some notes regarding possible directions for future research are also

documented, in Section 9.2.

9.1 Overall conclusions

Wave energy represents a significant resource of renewable energy and can make an important

contribution to the development of a more sustainable solution in support of the contemporary

society, which is becoming more and more energy intensive.

As explained in Chapter 2, high levels of penetrations of intermittent energy sources strongly

increase the requirement of surplus capacity from conventional and controllable thermal plants,

that, as a cause, are operated at much lower efficiencies to ensure the stability of power systems.

Therefore, it is fundamental that the mix of renewable energy sources is as diverse as possible

in order to exploit the non-correlation between different (could be geographic diversity) variable

sources such that variability of the generated power is reduced. At a time when offshore wind

systems are receiving much attention, wave energy offers the opportunity to introduce the right

mix of renewable generation, with important benefits in terms of reduced variability and improved

predictability of the power supply. The analysis proposed in Chapter 2, in fact, demonstrated that

in certain situations ocean waves and wind present very small correlation. This is particularly true

at sea locations which are exposed to large swell waves that have travelled a long distance after

being generated by remote storms. A numerical analysis based on wind and wave measurements

collected at different locations around the coast of Ireland, showed that significant potential exists,

off the West and Shout-West coasts, to reduce the variability of the power generation by deploying

mixed farms with wind and wave energy devices.

Given the potential of wave energy, however, the technology for the generation of electricity

from ocean waves is not mature yet. In order to raise the economic performance of Wave energy

converters (WECs), still far from being competitive, a large scope exists for the improvement

of their capacity factor through more intelligent control systems. In particular, the efficiency of

WECs, of the oscillating type, can be significantly increased through an automatic control that

238



Chapter 9

WEC control system

Prediction requirements forecasting

Forecasting model
WEC model

horizon

High-level controller

Low-level controller

prediction
wave excitation force

radiation

excitation

radiation

finite-order
approximation

reference
velocity

(Chapter 7)

(Chapter 8)

(Chapter 6)

(Chapter 5)

Figure 9.1: Logic structure of the thesis.

tunes their oscillation to the incident wave elevation, in such a way to improve the power transfer

from the ocean to the system.

The review proposed in Chapter 4 highlighted the fact that most control solutions proposed in

the literature, for the enhancement of the power absorption of WECs, require future knowledge

of the wave elevation or wave excitation force. With this thesis, the author has attempted to

analyse the non-causality of the existing control solutions and to investigate the possibility of

solving such non-causality by integrating the control system with predictions of the excitation

force. Figure 9.1 summarises the logical structure of this thesis, by highlighting the main lines

of research that have been followed and how they are inter-connected. In particular, Chapter 5

analysed the non-causality of complex-conjugate control and put it in relation with the radiation

properties of the floating body. Based on this quantification of the prediction requirements, Chapter

6 studied the possibility of producing the predictions of the wave excitation force by following a

stochastic approach, where future values are estimated only from current and past measurements

by exploiting the correlation within the ocean waves. A relation between the excitation properties

of the floating body and the achievable prediction horizon was found. Then, in Chapter 7, the

integration of the predictions within a WEC control system was studied. A hierarchical structure

was investigated, where a high-level controller (Chapter 7) produces a reference velocity and a

low-level controller (Chapter 8) imposes such velocity on the oscillating system, while ensuring

robustness to uncertainties in the WEC model.

The starting point of the research work in this thesis is the analysis of the prediction require-

ments: how long into the future is it necessary to predict for? The focus, in Chapter 5, was put on

the non-causality of the unconstrained optimal conditions for maximum wave energy absorption,

that are named complex-conjugate control. This allowed an analytical treatment of the problem

and the identification of the link between fundamental properties of the radiation of the float-

ing body and the non-causality of complex-conjugate control. Numerical results, calculated for

WECs with a simple geometry (cylinder and sphere), confirmed the link between system radiation
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and prediction requirements. It was found that a prediction horizon ranging between as low as

10 seconds up to more than 1 minute would be necessary with the considered geometries. By

introducing some knowledge about the waves, particularly their typical frequency distribution, a

manipulation of the solution of complex-conjugate control was also proposed, in order to reduce

the non-causality, with a minor penalty on the achievable energy capture. In absolute terms, the

manipulation of complex-control allowed the reduction of the prediction requirements to 10-20

seconds (1 to 2 typical wave periods) for all the considered geometry.

Based on the identified requirements, Chapter 6 demonstrated, with real wave data, that the

problem of short-term forecasting of the wave excitation force can be effectively solved by following

a purely stochastic approach. The correlation within ocean waves, in fact, allows the achievement

of accurate predictions for 1 or 2 wave periods into the future, only from past measurements.

Prediction algorithms based on remote sensing of the wave elevation around the device, which

require complex models taking into account multi-directionality, radiated waves and non-linearities

in the wave propagation, can therefore be avoided, at least for the purposes of real-time control. In

particular, linear Autoregressive (AR) models are able to implicitly capture the harmonic nature

of the waves and, given the relative simplicity of their estimation, can be easily adapted in real-

time to variations in the sea state. Besides, a numerical analysis of real wave data, in Section 6.3,

confirmed that the typical waves of interest for wave energy conversion (low-frequency swell or

fully developed wind waves) present weak non-linearities and follow a nearly-Gaussian distribution

around the mean free-surface water level. Another interesting outcome of Chapter 6 was the

identification of a link between the excitation properties of the floating body and the predictability

of the wave excitation force. Useful indications in terms of controllability of a WEC can therefore

be derived, at design stage, by looking at its radiation (prediction requirements) and excitation

(achievable prediction) properties.

The implementation of non-causal complex-conjugate control, by using predictions of the wave

excitation force, was then studied in Chapter 7. The controller was structured as a high-level

component, producing the desired oscillation velocity for the WEC, based on predictions of the wave

excitation force, followed by a low-level velocity-tracking controller. The achieved performance, in

terms of power capture, is very close (above 90% in most cases) to the theoretical optimum. Some

difficulties are encountered with mixed seas, characterised by a multi-peaked spectral distribution,

for which the prediction model is not adequate. The occurrence of such sea states, though, is not

frequent at highly-energetic sea locations.

While the issue of the non-causality of complex-conjugate control is solved, its implementation

in practice is still prohibitive due to the extremely large oscillations and forces required to the WEC

and its Power take-off (PTO) equipment (it is indeed an unconstrained optimum). Based on the

assumption that the wave excitation force is a non-stationary and narrow-banded harmonic process,

a simple and effective extension of the proposed controller, for the treatment of motion constraints,

is proposed. The reference velocity is simply calculated as proportional to the wave excitation force,

the constant of proportionality being effectively tuned for performance and constraint handling.

The non-causality is removed and predictions are not required (the controller implicitly assumes

that the future wave excitation force is sinusoidal). In practice, deviations from the validity of the

assumption (harmonic excitation) make the proposed controller sub-optimal. However, simulations

in (synthetic and real) irregular waves, in Chapter 7, demonstrate that the solution allows the
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achievement of levels of power capture that are very close to non-causal complex-conjugate control,

in the unconstrained case, and Model predictive control (MPC), in the constrained case. At the

same time, the following benefits are achieved:

• No need of predictions. However, a real-time estimate of the frequency and amplitude of the

excitation force is required, for example using the Extended Kalman filter (EKF).

• Motion constraints are handled without the resolution of an optimisation problem at each

time step.

• Produced motions and forces follow the same harmonic behavior as waves, with benefits in

terms of long-term survivability and longevity of the WEC equipment.

• When operating in the constrained region, the high-level controller does not rely on the model

of the system for the calculation of the optimal motion, with possible benefits in terms of

robustness.

With regards to the latter point, the hierarchical structure of the controller makes it possible to

deal with model uncertainties at the low level velocity-tracking loop. Particularly in wave energy,

it is widely acknowledged that the typical linear models utilised for control design are unable to

capture the correct behavior. Unlike most classical control problems, in fact, the motion of a WEC

is controlled to be as extreme as possible in order to maximise the wave energy capture, with the

consequence that non-linearities can be significant. Chapter 8 proposed one possibility for the

design of a robust low-level controller, if a model of the uncertainty, in the form of frequency-

dependent bounds, is available. The solution is based on Internal model control (IMC), which is

not new to wave energy applications. A multi-step procedure is applied, where the controller is

firstly designed for nominal performance and then adjusted for ensuring robust stability. Robust

performance in the presence of model variations, with minor reductions of energy capture and

non-violation of the constraints, is also achieved.

9.2 Notes on possible future research

Several directions for further research emerged throughout this thesis. Future possibilities on

very detailed aspects of the different research topics studied in Chapters 5 to 8 were outlined in the

specific conclusive Sections. In this Section, the author points out some more general perspectives

on the topics that he thinks can make a significant contribution towards the advancement of

research in the field of control of wave energy devices.

A first major comment regards the assumption, throughout the thesis, that the wave excitation

force acting on the floating body is known. As discussed in Section 6.6.1, such an assumption is not

realistic since the excitation force is only a mathematical convenience (it is the force produced by

the incident wave when the body is assumed to be at the equilibrium) and is not measurable. It is

crucial that the problem of estimating of the excitation force, from available sensor measurements,

is addressed.

241



Chapter 9

An important effort needs to be made, in the wave energy community, in order to extend the

knowledge about the hydrodynamic model of the wave energy conversion systems. The extreme

motions required to the system make the conventional linear model, that was adopted in this thesis,

not always adequate. As demonstrated in Chapter 8, at least a non-parametric quantification of

the non-linearities of the floating system (e.g. through wet experiments) can serve the purposes of

the design of a robust control system, though conservative in performance.

A final comment regards the focus of this thesis on WECs in one degree of freedom. It would be

interesting to extend the analysis of the prediction requirements and the proposed control design

to more general multi-body and multi-degree-of-freedom oscillating systems.
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Appendix A

Model-order reduction based on Hankel

singular values

A.1 State-space balanced realisation and Hankel singular

values

Given the state space representation of a linear system:

{
ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t)
, (A.1)

and a real a non-singular transformation matrix P , the system defined by the matrices(
A = PAP−1, B = PB, C = CP−1

)
is equivalent to the system (A, B, C), that is they have the

same set of eigenvalues and the same input-output transfer function.

For any state-space representation as in (A.1), the controllability Gramian matrix, Wc, and the

observability Gramian matrix, Wo, are defined such that [72]:

AWc +WcA
T = −BBT (A.2)

ATWo +WoA = −CTC. (A.3)

The matrices Wc and Wo are important because their product, WcWo, is similar (same de-

terminant and eigenvalues, among other properties) to the product W cW o, corresponding to an

equivalent state-space representation
(
A, B, C

)
. Furthermore, the product WcWo is similar to the

Hankel matrix:

Σ = diag {σ1, σ2, ... σn} , (A.4)

where n is the dimension of the state and the elements σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0 are the Hankel

singular values of the system, which represent a quantification of the energy of each state component

[72].

A state space realisation of a system, (A, B, C), is balanced when Wc = Wo = Σ [72].
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A.2 Model reduction based on Hankel singular values

The properties of a balanced state-space realisation and the Hankel singular values can be

exploited in order to isolate the dominant dynamics of a system. If the state space model in (A.1)

is decomposed as follows:





[
ẋ1(t)

ẋ2(t)

]
=

[
A11 A12

A21 A22

][
x1(t)

x2(t)

]
+

[
B1

B2

]
u(t)

y(t) =
[
C1 C2

] [x1(t)

x2(t)

] , (A.5)

and the Hankel matrix is accordingly decomposed as:

Σ = diag {Σ1, Σ2} , (A.6)

then the subsystem (A11, B1, C1) is a good approximation of the original system (A, B, C) if the

singular values in Σ1 are much bigger than the singular values in Σ2 .
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Appendix B

State estimation with the Kalman filter

B.1 The Kalman filter

The Kalman filter is a recursive algorithm providing the optimal estimation of the state of a

linear dynamical system driven by Gaussian white noise [153].

Consider the following state-space representation of a linear system in discrete time:

{
x[k + 1] = A[k]x[k] +B[k]w[k]

y[k] = C[k]x[k] +D[k]n[k]
, (B.1)

where x,u and y are, respectively, the state, the input and the output of the system. The state

disturbance, w[k], and the output noise n[k] are Gaussian, white and statistically independent from

each other, with known covariance matrices, given by:

E
{
w[i]n[k]T

}
= 0 ∀i, k (B.2)

E
{
w[i]w[k]T

}
=

{
0 ∀i 6= k

M [k] i = k
(B.3)

E
{
n[i]n[k]T

}
=

{
0 ∀i 6= k

N [k] i = k
. (B.4)

Probabilistic information about the initial state x[0] is also assumed to be known:

E {x[0]} = X0 (B.5)

E
{

[x[0]−X0] [x[0]−X0]
T
}

= P0. (B.6)

The Kalman gives the optimal estimate, x̂[k|k], of the state x[k], based on all the available

245



Appendix B

observations Yk = {y[0], . . . y[k]}. The solution assumes the following recursive form:

P [k + 1|k] = A[k]P [k|k]A[k]T +B[k]W [k]B[k]T (B.7)

K(k + 1) = P [k + 1|k]C[k]T
(
C[k]P [k + 1|k]C[k]T +D[k]N [k]D[k]T

)−1
(B.8)

x̂[k + 1|k + 1] = A[k]x̂[k|k] +K[k + 1] (y[k + 1]− C[k]A[k]x̂[k|k]) (B.9)

P [k + 1|k + 1] = (I −K[k + 1]C[k + 1])P [k + 1|k], (B.10)

where it can be noted how x̂[k|k] is calculated as the prediction x̂[k+1|k] = A[k]x̂[k|k] plus a correc-

tion consisting of the innovation from the new available information, (y[k + 1]− C[k]A[k]x̂[k|k]),

weighted by the Kalman gain, K[k]. In (B.7) to (B.10), P [k|k] and P [k + 1|k] are the covariance

matrices of the optimal estimate and of the one-step-ahead prediction, respectively.
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