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A Distributed and Privacy-Aware Speed Advisory
System for Optimising Conventional and Electric

Vehicles Networks
Mingming Liu, Rodrigo H. Ordóñez-Hurtado, Fabian Wirth, Yingqi Gu, Emanuele Crisostomi and Robert Shorten

Abstract—One of the key ideas to make Intelligent Trans-
portation Systems (ITS) work effectively is to deploy advanced
communication and cooperative control technologies among the
vehicles and road infrastructures. In this spirit, we propose a
consensus based distributed speed advisory system that optimally
determines a recommended common speed for a given area in
order that the group emissions, or group battery consumptions,
are minimised. Our algorithms achieve this in a privacy-aware
manner; namely, individual vehicles do not reveal in-vehicle infor-
mation to other vehicles or to infrastructure. Mathematical proofs
are given to prove the convergence of the algorithm, SUMO
simulations are given to illustrate the efficacy of the algorithm,
and hardware-in-the-loop tests involving real vehicles are given
to illustrate user acceptability and ease of the deployment.

Index Terms—SUMO, Distributed algorithms, Optimisation.

I. INTRODUCTION

At present, Intelligent Speed Advisory (ISA) systems, as
a part of Advanced Driver Assistance Systems (ADASs),
have become a fundamental part of Intelligent Transportation
Systems (ITS). Such systems offer many potential benefits,
including improved vehicle and pedestrian safety, better
utilisation of the road network, and reduced emissions.
Recently, many papers have appeared on this topic
reflecting the problem from the viewpoint of road operators,
infrastructure providers, and transportation solution providers
[1]–[8].

In this paper, we consider the design of a speed advisory
system (SAS) making use of Vehicle-to-vehicle/infrastructure
(V2X) technologies. Our starting point is the observation that
different vehicle classes are designed to operate optimally at
different vehicle speeds and at different loading conditions.
Thus, a recommended speed, or speed limit may be optimal
for one vehicle and not for others. Given a stretch of road
network, the group emissions (CO, CO2, NOx, O3, PM10,
PM2.5) may or may not be close to the theoretically minimum
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possible. This of course depends on the composition of traffic
on a given road, and the average speed at which vehicles are
travelling.

This paper is a journal version of the idea presented at
[9]. Our objective in this paper is to develop a SAS which
allows groups of vehicles to collaborate in order to find the
optimal speed at which the group should travel. We shall
assume that vehicles are equipped with V2X technologies,
and can exchange information with their neighbours and can
exchange limited information with the infrastructure. We shall
show that one can design, using very simple ideas, an effective
SAS in a manner that preserves the privacy of individual
vehicles. Extensive simulations, including hardware-in-the-
loop (HIL) testing using real vehicles, are given to demonstrate
the efficacy of our approach. Finally, we explore application
of the approach to fleets of electric vehicles. As we shall see,
the potential gains in this scenario are even more compelling
than for conventional vehicles.

II. RELATED WORK

In this section, we give a brief review of some related
work. First note that a detailed review of this topic is given
in [10]. Conventional systems are described in [5]–[7], [11],
[12]. These papers describe various aspects of the ISA design
process. This includes the design of driver display systems, the
incorporation of external environmental information, and the
algorithmic aspects of speed and distance recommendations.
Recently, there has been a strong trend to also include traffic
density information. References [10], [13]–[17] describe work
in this direction. In these works density information is included
in the procedure via loop detectors or via explicit density
estimation via V2V technology. The differentiating feature
of the approach followed in this paper is that density and
composition of the vehicle fleet is also used, but in an implicit
manner as part of the optimisation algorithm. Finally, we note
that there is a huge body of work on cooperative control
of vehicles and its connection to consensus algorithms [12],
[18]–[20]. It is important to note that we are designing a
SAS and not a cooperative control system. This distinction is
important as it allows us to ignore string stability effects which
are a fundamental limitation of many cooperative control
architectures [21]–[24].
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III. MODEL AND ALGORITHM

A. Problem Statement
We consider a scenario in which a number of vehicles

are driving along a given stretch of a highway with several
lanes in the same direction. We wish to find a common
recommended speed for these vehicles that takes into account
the composition of the vehicles (individual vehicle types)
and the number of vehicles. Note that the assumption on
different lanes of the highway allows vehicles to overtake
whenever it is appropriate. Let N denote the total number
of vehicles on a particular section of the highway where
the ISA broadcast signal can be received. Each vehicle is
equipped with a specific communication device (e.g. a mobile
phone with access to WiFi/3G networks) so that it is able to
receive/transmit messages from/to either nearby vehicles or
available road infrastructure (e.g. a base station). We assume
that each vehicle can communicate a limited amount of
information with the infrastructure, and that the infrastructure
can broadcast information to the entire network of cars, and
each vehicle can send a broadcast signal to its neighbours.

For convenience, we assume that all vehicles have
access to a common clock (for example, a GPS clock).
Let k ∈ {1, 2, 3, ...} be a discrete time instant in which
new information from vehicles is collected and new speed
recommendations are made. Let si (k) be the recommended
speed of the vehicle i ∈ N := {1, 2, ..., N} calculated at
time instant k. Thus, the vector of recommended speeds for
all vehicles is given by s (k)

T
:= [s1 (k) , s2 (k) , ..., sN (k)],

where the superscript T represents the transposition of the
vector. Note that between two consecutive time instants
(k, k + 1), the recommended speeds are constant while the
driving speeds are time-varying real-valued variables. We
denote by N i

k the set of neighbours of vehicle i at time
instant k, i.e. those vehicles which can successfully broadcast
their recommended speeds to vehicle i.

In addition, we assume that each vehicle i can evaluate a
function fi that determines its average emissions, were it to
be travelling at the recommended speed si (k). Such functions
can be found in the literature [25], and are typically convex
functions of the vehicle speed. We further assume that these
functions are continuously differentiable and with a Lipschitz
continuous first derivative f ′i which is assumed with positive
bounded growth rate, i.e.

0 < d
(i)
min ≤

f ′i (a)− f ′i(b)
a− b

≤ d(i)max, (1)

for all a, b ∈ R such that a 6=b, and suitable positive constants
d
(i)
min, d(i)max. A schematic diagram of the above is illustrated

in Fig. 1. In this context, we consider the following problem.

Problem 1: Design an ISA system for a network of vehicles,
following a common speed such as a speed limit, connected
via V2X communication systems, such that the total emission
from all vehicles can be minimised by all of them following
the same reference speed.

    Network of vehicles

Measurement of
  global values

Feedback of
global values

Base station

Vehicles

Fig. 1: Schematic diagram of the framework [26].

The optimisation problem that needs to be solved in order
to address Problem 1 can be formulated as follows:

min
s∈RN

∑
j∈N

fj (sj) ,

s.t. si = sj , ∀i 6= j ∈ N.
(2)

This problem is an optimised consensus problem and can
be solved in a variety of ways (for example using ADMM
[27]–[29]). Our focus in this present work is not to construct
a fully distributed solution to this problem, but rather to
construct a partially distributed solution which allows rapid
convergence to the optimum, without requiring the vehicles
to exchange information that reveals individual cost functions
to other vehicles. This is the privacy preserving component
of our problem statement.

Comment: Note that in addressing Problem 1 we are not
trying to calculate the recommended speed for all the vehicles
in one step. Rather we propose an iterative algorithm that
in each step yields individual recommended speeds that will
eventually converge to the same value on the consensus
constraints. Thus, our objective for the minimisation problem
(2) is to seek the optimal solution of the recommended
speeds under a consensus constraint. Clearly the constraints
for vehicles to travel at roughly the same speed on a section
of highway is a reasonable practical assumption.

To solve (2) we use the iterative feedback scheme

s (k + 1) = P (k) s (k) +G (s (k)) e, (3)

where {P (k)} ∈ RN×N is a sequence of row-stochastic
matrices1, e ∈ RN is a column vector with all entries equal
to 1, and G : RN 7→ R is a continuous function with
some assumptions to satisfy as we shall see in Theorem
1. Algorithms of these type were proposed and studied in
[30]–[32]; the principal theoretical contribution here is to
extend this framework to a new class of optimisation problems
and to give conditions guaranteeing their convergence.

1Square matrices with non-negative real entries, and rows summing to 1.
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We will require that (2) has a unique solution. Note that, it
follows from elementary optimisation theory that if all the fi’s
are strictly convex functions, then the optimisation problem (2)
has a solution if and only if there exists a y∗ ∈ R satisfying

N∑
j=1

f ′j(y
∗) = 0. (4)

In this case by strict convexity y∗ is unique and the unique
optimal point of (2) is given by

s∗ := y∗e ∈ RN . (5)

In order to obtain convergence of (3) we select a feedback
signal

G (s (k)) = −µ
N∑
j=1

f ′j (sj (k)) . (6)

and we obtain the dynamical system

s(k + 1) = P (k)s(k)− µ
N∑
j=1

f ′j(sj(k))e, µ ∈ R. (7)

In [26] it is shown that if {P (k)}k∈N is a uniformly strongly
ergodic sequence2 and µ is chosen according to

0 < µ < 2

 N∑
j=1

d(j)max

−1 , (8)

then (7) is uniformly globally asymptotically stable at the
unique optimal point s∗ = y∗e of (2). Such systems were
studied in [30] and formally analysed in [26]. For complete-
ness, we formally state the relevant results from these works
as a theorem (Theorem 1). An overview of the proof is given
in the appendix and the interested reader may refer to [26] for
details.

y (k + 1) = h (y (k)) ,
h (y) := y +G (ye) .

(9)

Theorem 1 ( [26]) Consider the optimisation problem (2),
the optimisation algorithm (3), and the associated Lure system
(9). If G is defined by (6) and the condition (8) holds, then
the following assertions hold:

(i) There exists a unique, globally asymptotically stable
fixed point y∗ ∈ R of the Lure system (9).

(ii) The fixed point y∗ of (i) satisfies the optimality condi-
tion (4) and thus y∗e ∈ RN is the unique optimal point
for the optimisation problem (2).

(iii) If, in addition, {P (k)}k∈N ⊂ RN×N is a strongly
ergodic sequence of row-stochastic matrices, then y∗e is
a globally asymptotically stable fixed point for system (3).

An outline of the proof can be found in Appendix A. To
apply the above theorem to solve the optimisation problem we

2That is, for every k0 ∈ N the sequence P (k0), P (k0 + 1)P (k0), . . .,
P (k0+`) · · ·P (k0), . . . converges to a rank one matrix. See [26] for further
details.

proceed as follows. For each k we define the P (k) as

Pi,j (k) =


1−

∑
j∈Ni

k
ηj , if j = i,

ηj , if j ∈ N i
k,

0, otherwise.
, (10)

where i, j are the indexes of the entries of the matrix
P (k), and ηj ∈ R is a weighting factor. For example, a
convenient choice ηj is 1

|Ni
k|+1

∈
(

0, 1
N−1

)
, where |•|

denotes cardinality, giving rise to an equal weight factor for
all elements in the reference speed vector s (k).

The assumption of uniform strong ergodicity holds if
the neighborhood graph associated with the problem has
suitable connectedness properties. If sufficiently many cars
travel on a given stretch it is reasonable to expect that this
graph is strongly connected at most time instances. Weaker
assumptions are possible but we do not discuss them here for
reasons of space; see [33] for possible assumptions in this
context.

Now, we propose the Optimal Decentralised Consensus
Algorithm for solving (2) as shown in Algorithm 1. The
underlying assumption here is that at all time instants all cars
communicate their value f ′j (sj (k)) to the base station, which
reports the aggregate sum back to all cars. This is precisely
the privacy preserving aspect of the algorithm, as cars do not
have to reveal their cost functions to anyone. Also implicit
information as derivatives of the cost function at certain speeds
is only revealed to the base station but not to any other agent
involved in the system.

Algorithm 1 Optimal Decentralised Consensus Algorithm

1: for k = 1, 2, 3, .. do
2: for each i ∈ N do
3: Get F̃ (k) =

∑
j∈N

f ′j (sj (k)) from the base station.

4: Get sj (k) from all neighbours j ∈ N i
k.

5: Do qi (k) = ηi ·
∑

j∈Ni
k

(sj (k)− si (k)).

6: Do si (k + 1) = si (k) + qi (k)− µ · F̃ (k).
7: end for
8: end for

For the purpose of evaluation of the algorithm, we shall
adapt the average-speed model proposed in [25] to model each
cost function fi in function of the average speed s as

fi = k
(

a + bsi + cs2 + ds3 + es4 + fs5 + gs6

s

)
, (11)

where a, b, c, d, e, f, g, k ∈ R are used to specify different
levels of emissions by different classes of vehicles.

Comment: We note that in any real implementation on
a given stretch of highway the recommended speed may be
bounded above and below by the road operator.
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IV. EVALUATION FOR CONVENTIONAL VEHICLES USING
SUMO SIMULATIONS

We now evaluate the algorithm described in the previous
section using the SUMO simulator [34], and by implementing
it in a real vehicle. We conduct the following experiments:

1) First, we compare, for a given scenario, the optimal
speed whit a non-optimum speed limit. In this simu-
lation, for the purpose of the illustration, we force all
vehicles to travel at the recommended speeds, subject
to implementation constraints coming from the SUMO
simulation (e.g. acceleration/deceleration profiles).

2) We then make the first scenario more realistic by al-
lowing vehicles to travel in a small range around the
recommended speed.

3) We then give a simulation which is dynamic in nature.
Cars enter/leave the simulation dynamically and over a
long stretch of road we allow vehicles to travel as they
wish with an broad range of level speeds. For example,
this may represent a highway situation where the traffic
flow is moving better one lane than another lane.

4) We then give a hardware-in-the-loop simulation with a
real target vehicle travelling on a road and an emulated
network with a fixed number of simulated vehicles.

5) To conclude, we then consider networks with only
electric vehicles. Due to the importance of this case, we
give a detailed description in its own dedicated section.

The idea in all situations is to show the benefits of Algo-
rithm 1. In the simulations we use the emission profiles from
[25] shown in Table I and Fig. 2, corresponding to petrol
cars/minibuses with up to 2.5 tons of gross vehicle mass.
Besides, we also use the following vehicle types:
• Type 1: accel. 2.15 m/s2, decel. 5.5 m/s2, length 4.54 m.
• Type 2: accel. 1.22 m/s2, decel. 5.0 m/s2, length 4.51 m.
• Type 3: accel. 1.75 m/s2, decel. 6.1 m/s2, length 4.45 m.
• Type 4: accel. 2.45 m/s2, decel. 6.1 m/s2, length 4.48 m.

A. SUMO Simulations with a Fixed Number of Vehicles

In this experiment we consider 40 vehicles travelling along
a highway. The set-up for this set of experiments is as follows.
• Road: A straight 5 km long highway with 4 lanes.
• Duration of the simulation: 1000 s.
• Algorithm sampling interval: ∆T = 1s.
• Switch-on time: the algorithm is activated at time 500 s.

The results of the experiments are given in Fig. 3 and Fig. 4.
As can we see from Fig. 3a, making a small change in the rec-
ommended speed yields a significant (about 3%) improvement
in CO2 emissions. We then repeat the experiment and then
allow vehicles to travel in a range around the recommended
speed, and the results of this is given in Fig. 3b. As can we see
from Fig. 3b, also in this case a significant reduction in CO2
emission can be observed. Finally to conclude, we applied the
algorithm to a situation where the cars have a different range
of emission profiles and with a different range of speeds. The
results are given in Fig. 4. In this case, as can be seen in Fig.

4, a reduction of up to 8.07% can be obtained by following
the recommended speed. To illustrate this means in terms of
grams of carbon, SUMO predicts that these fourty vehicles
emit an average of 9591 g/km compared with 8816 g/km when
travelling at an optimised speed. This represents a saving of
about 765 g/km which integrates over a day into a significant
carbon saving.

TABLE I: Emission factors for some CO2 emission profiles
reported in [25].

Profile a b c d e,f,g k
R007 2.2606E+3 3.1583E+1 2.9263E-1 3.0199E-3 0 1
R016 3.7473E+3 1.9576E+2 -8.5270E-1 1.0318E-2 0 1
R017 3.7473E+3 1.8600E+2 -8.5270E-1 1.0318E-2 0 1
R018 3.7473E+3 1.6774E+2 -8.5270E-1 1.0318E-2 0 1
R019 3.7473E+3 1.5599E+2 -8.5270E-1 1.0318E-2 0 1
R021 3.7473E+3 1.0571E+2 -8.5270E-1 1.0318E-2 0 1

Fig. 2: Curves for the CO2 emission profiles in Table I.

B. SUMO Simulations with a Dynamic Number of Vehicles

We now consider a dynamic scenario. To do this we
partitioned the highway into three consecutive sections L1,
L2 and L3. We then proceed as follows. First, vehicles enter
the uncontrolled section L1, with constant speed (randomly
chosen in a given range); after completing L1, vehicles enter
the section L2. On section L2 vehicles calculate and follow a
recommended speed. After completing L2 they enter section
L3 and on this section they travel freely. The experiments are
setup as follows.
• Road: three consecutive straight edges:

– L1: 5 km long highway with 4 lanes, uncontrolled;
– L2: 5 km long highway with 4 lanes, ISA controlled;
– L3: 5 km long highway with 4 lanes, uncontrolled.

• Total number of cars: 650, with uniform distribution of
both emission profiles among R016, R017, R018 and
R019, and uniform distribution of types of vehicles.

• Vehicular flow entering L1: one new car every 2 seconds
until simulation time 1300 s.

• Length of simulation: 3010 s.
• Window size for the calculation of the moving average

(MA) of CO2 emissions for visualisation purposes: 500
time steps.

• Travelling speeds for cars on L1 are randomly chosen
with uniform distribution in 3 scenarios:
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(a) All vehicles with constant speed 80 km/h until time 500 s, and following
the recommended speed precisely after time 500 s.

(b) All vehicles with constant speed in the range (81, 99) km/h until time 500
s, and following the recommended speed with a maximum variation tolerance
of 10% after time 500 s.

Fig. 3: Results of the SUMO simulation for the static case,
before and after the activation of the algorithm at time step 500
s. Setup: 40 vehicles, of which 32 are of emission type R007
and 8 are of emission profile R021, and uniform distribution
of types of vehicles.

Fig. 4: Results of the SUMO simulation for the static case,
before and after the activation of the algorithm at time step 500
s. Setup: 40 vehicles, with uniform distribution of emission
profile among R016, R017, R018 and R019, and uniform
distribution of types of vehicles.

– Case 1, constant speeds in (80, 100) km/h.
– Case 2, constant speeds in (60, 80) km/h.
– Case 3, constant speeds in (40, 60) km/h.

Note that even though this is a dynamic situation, the
vehicle density on each part of the road becomes constant
after certain time. A sample of simulation results is given in
Fig. 5, which reveals what might be expected from the initial
experiments. Namely, the further vehicles are away from the
optimal speed, the more is to be gained by deploying the
ISA.

Fig. 5: Example for case 3: 500 time-step MA of CO2 emis-
sions for a set of initial speeds in the range (40, 60) [km/h].

To complete the section, we conducted one hundred random
experiments for each of the four cases described above. In
each experiment, we collected the simulation data of the total
CO2 emission generation on each section of the highway
from SUMO. Table II summarises the aggregated results of
this exercise, and clearly demonstrate the benefits of the ISA.

TABLE II: General results: total emissions per lane.

Total Emissions∗ [grams]
L1 (Uncontrolled) L2 (Controlled) Improvement

Case Mean σ Mean σ Mean σ
1 2639012.7 1498.38 2587629.4 268.2 1.95% 0.05
2 2600710.6 606.87 2583472.8 178.3 0.66% 0.02
3 2787810.6 4200.36 2586943.9 169.9 7.20% 0.14

∗ Sum of emissions at every time step (i.e. time integration).
Mean: average of 100 different measurements.
σ: standard deviation.

Comment: Note that it is clearly the case that parameters
of the algorithm have the potential to affect emission savings.
For example, the speed of convergence of the algorithm affects
the rate of which the emissions are saved.

Comment: Note that the solution that we have obtained
is optimal for the environment and for the collective, e.g.,
in terms of overall reduced emissions. However, the solu-
tion might be unfair for some single users who would be
recommended to drive at a different speed than originally
desired. One way to improve fairness could be to decrease
road taxes for virtuous vehicles, to compensate them from
the inconvenience caused by the dirty vehicles in terms of
recommended average speeds.

C. Hardware-in-the-loop (HIL) emulation

Finally, to give a feeling to a driver of how this system
might function we now describe a hardware-in-the-loop im-
plementation of the algorithm. Specifically, we use a SUMO-
based hardware-in-the-loop (HIL) emulation platform that was
developed at the Hamilton Institute [35], [36]. This emulation
platform uses the open source road traffic simulator to emulate
a real environment and generate virtual cars, along with a
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dedicated communication architecture supported by TraCI (a
Python script implementing a TPC-based client/server archi-
tecture) to provide on-line access to SUMO, a smartphone con-
nected to the 3G network and running the plug-in SumoEmbed
(designed for use with Torque Pro [37], and a OBD-II adaptor
[38] to embed a real car into the simulation, as shown in Fig.
6. The idea then is to allow the driver, driving a real vehicle
on real streets, to experience being connected to a network
of emulated vehicles driving along the same road network.
Specifically, we performed this experiment by driving a Toyota
Prius on a single-lane street circuit in the North Campus of
the Maynooth University, while the Prius is embedded into a
HIL emulation and represented by an avatar which interacts
with the avatars of 29 other virtual (simulated) vehicles driving
along the same stretch of (emulated) road.

Fig. 6: Schematic of the HIL emulation platform.

The experiment begins when the simulation is started on
the workstation and the server component of the Python
script waits for a call from the OBD-II connected smartphone
in the real vehicle. Since the selected street circuit only has
one lane, the vehicles are released sequentially from the same
starting point. The avatar representing the Prius departs in
the sixth position. Once the connection between the Prius
and the workstation is established, the position and speed
of the Prius’ avatar are updated using real-time information
from the Prius via the OBD-II adaptor. From the point of
view of the ISA algorithm, the Prius is regarded as a normal
agent in the SUMO simulation, i.e. treated just like any other
simulated vehicle.

The consensus algorithm for the proposed ISA system is
embedded in the main component Python script. Thus, once
the respective recommended speeds are calculated, they are
sent to the vehicles via the server component and the cellular
network to the smartphone in the case of the Prius, and via
TraCI commands in the case of the other vehicles in the
simulation. Note here that the driver behaviour is different
for a simulated car compared to the case of the Prius: while
we force each simulated vehicle to follow the recommended
speed as far as possible3, the Prius’ driver is allowed to either
follow or ignore the speed recommendation (displayed on the
smartphone’s screen) as desired.

3Concerning mainly the interaction between vehicles and the design param-
eters for the simulated cars such as acceleration, deceleration, car following
model or driver information.

The HIL experiment is setup as follows.
• Length of the experiment: 600 s, of which the ISA

algorithm is only engaged at around time 300 s;
• Total number of cars: 30, with uniform distribution of

emission profiles among R016, R017, R018 and R019,
and uniform distribution of types of vehicles, with a
maximum speed of 100 km/h.

• The sampling time interval ∆T for collecting new
information and updating the recommendations is 1 s.

Results of the experiment are depicted in Fig.7 and Fig.8.
Fig. 7 shows that in the turned-off stage of the ISA system
(i.e. the first 300 seconds), the overall CO2 emissions increase
almost linearly until all 30 vehicles are added to the emulation
(at around 130 s). From this point, it can be observed that the
total emissions oscillate around an average peak value of 713
g/km. Again from Fig. 7, we can observe that the overall CO2

emissions reduce significantly once the the ISA algorithm is
switched on, to an average of 475 g/km. In Fig. 8 (top), a
comparison between the evolution of the Prius’ driving and
recommended speeds is presented. As can be observed, the
recommended speed can be easily followed by the driver.

Fig. 7: Evolution of the overall CO2 emissions. The algorithm
was turned on around time 300 s.

V. THE CASE OF ELECTRICAL VEHICLES

In this section, we extend our previous discussion to
the special case of a fleet of Electric Vehicles (EVs). The
motivation for doing so is the recent interest in EVs as a
cleaner alternative to conventional more polluting conventional
vehicles. In recent years, some cities have decided to close
the city centers to normal traffic, only allowing the transit to
specific categories of low (or zero) polluting vehicles; see for
instance [39]. Similarly, in many cities all around the world,
the urban public transportation fleet has been restricted to
electrically driven vehicles, as for the case of fleets of urban
electric buses; see for instance the recent cases of São Paulo
[40], Louisville in the US [41], or Wien in Europe [42].

Clearly, the previously designed Algorithm I needs to be
adapted when applied to a fleet of EVs concerning different
aspects. First, in terms of field of application, EVs are typically
used for short distances due to their reduced driving ranges,
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Fig. 8: Evolution of some variables along the whole HIL
simulation. Top: related speeds for the Prius (the 6th car),
and Bottom: the related speeds for the 7h car (just behind the
Prius). The algorithm was turned on around time 300 s.

and thus are most likely deployed in city centers; second, the
cost functions should not consider instantaneous emissions
that, in the case of EVs, can be considered equal to zero.
Accordingly, in the following we show how the previous
framework can be adapted to the case of a fleet of EVs, and
now the objective is to maximise the energy efficiency of the
fleet of cars or, in other words, to extend their driving range.

A. Cost functions to represent energy consumption in EVs

Most of the discussion here follows the reference [43],
where the ranges of EVs are reported for different brands and
under different driving cycles. Power consumption in an EV
driving at a steady-state speed (along a flat road) is caused
mainly by four sources:

• Aerodynamics power losses: they are proportional to
the cube of the speed of the EV, and depend on other
parameters typical of a single vehicle such as its frontal
area and the drag coefficient (which in turn, depends on
the shape of the vehicle).

• Drivetrain losses: they result from the process of con-
verting energy in the battery into torque at the wheels
of the car. Their computation is not simple, as losses
might occur at different levels (in the inverter, in the
induction motor, gears, etc); in some cases, these power
losses have been modelled as a third-order polynomial,
whose parameters have been obtained by fitting some
experimental data (see [43]).

• Tires: the power required to overcome the rolling distance
depends on the weight of the vehicle (and thus, on the

number of passengers as well), and is proportional to the
speed of the vehicle.

• Ancillary systems: this category includes all other
electrical loads in the vehicle, such as HVAC systems,
external lights, audio system, battery cooling systems,
etc. Here, the power consumption does not depend on
the speed of the vehicle and can be represented by a
constant term that depends on external factors (e.g.,
weather conditions) and personal choices (desired indoor
temperature, volume of the radio, etc). According to
experimental evaluations [43], the power losses due
to ancillary services usually vary between 0.2 and 2.2 kW.

Thus, by summing up all the previous terms, then the power
consumption Pcons can be represented as a function of the
speed v as

Pcons

v
=
α0

v
+ α1 + α2v + α3v

2, (12)

where the left hand side is divided by the speed in order to
obtain an indication of energy consumption per km, expressed
in kWh/km. Such a unit of measurement is usually employed
in energy-efficiency evaluations, and we shall assume that
every single EV will use (12) as its personal cost function fi.
Accordingly, Fig. 9a shows a possible relationship between
speed and power consumption, obtained using data from
Tesla Roadster and assuming a low power consumption for
ancillary services of 0.56 kW (i.e., assuming air conditioning
switched off). As can be noted from Fig. 9a, there is a large
energy consumption at large speeds due to the fact that power
increases with the cube of the speed for aerodynamic reasons;
however, it is also large for low speeds, due to the fact that
travel times increase and, accordingly, constant power required
by ancillary services demands more energy than the same
services delivered with high speeds.

B. Experimental results

According to the previous discussion, we now assume that
the objective is to infer the optimal speed that the ISA system
should broadcast to a fleet of EVs travelling in a given area
of a city (e.g., in the city centre). For this purpose, we assume
that a fleet of 100 vehicles travels in the city centre for an
hour, and following the next steps:
• In the first 20 minutes, the vehicles travel at the optimal

speed calculated from Algorithm I.
• In the second 20 minutes, they travel at a speed below

the optimal speed.
• In the last 20 minutes, they travel at a speed above the

optimal speed.

In the first stage we assume that the communication graph
among the EVs changes in a random way, i.e., at each time
step an EV receives information from a subset of vehicles
belonging to the fleet. This is a simplifying assumption that
can be justified by assuming that in principle all vehicles
might communicate to all the other vehicles (i.e., they are
relatively close), but some communications might fail due
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to obstacles, shadowing effects, external noise, or other.
Besides, in the two last stages we assume that the change of
speed occurs instantaneously, since there is no requirement to
iteratively compute an optimal speed.

We tuned our parameters in Algorithm 1 as η = µ = 0.001,
and we simulate different cost functions for each EVs by
assuming a random number of people inside each car (between
1 and 5 people) with an average weight of 80 kg, and
by assuming a different consumption from ancillary services
within the typical range of [0.2, 2.2] kW. The curves of the
cost functions used in our experiment are shown in Fig. 9b.
The evolution of the speeds of the EVs are shown in Fig. 10a,
while the average energy consumption is shown in Fig. 10b.

(a) An individual cost function.

(b) All the cost functions overlapped.

Fig. 9: Curves for the cost functions used in the experiment.
All of them were chosen convex.

As is shown in Fig. 10b, a simple ISA can be used for the
case of a fleet of EVs just as in the case of conventional cars
(for what regards the mathematical background) by simply
adapting the cost functions to the new application of interest.

VI. CONCLUSION

In this paper we present a new ISA system. The system is
based on a solution to an optimised consensus problem. We
show that the ISA can be implemented in a privacy preserving
manner, in a manner that accounts for vehicle density and
composition, and in a manner that is provably convergent.
Simulations and HIL emulations are given to illustrate the
efficacy and the acceptability of the algorithm. Finally, the
algorithm has been implemented in a real production vehicle

(a) Evolution of the vehicles’ speeds.

(b) Evolution of the overall energy loss.

Fig. 10: Simulation results for the network of EVs: Algorithm
1 is applied until time 0.33 h, and then two different speeds
(below and above the optimal one) are suggested in [0.33, 0.66]
h and [0.66, 1] h, respectively.

using nothing more than a smartphone and a commercially
available OBD-II plug-in.

APPENDIX
OUTLINE OF PROOF OF THEOREM 1

In this section, we give an outline of the proof for the
claims in Subsection III-A in which we largely rely on the
results obtained in [26].

The statement of Theorem 1 (i) is a consequence of the
Banach contraction theorem. It is a straightforward calculation
to show that the bound (8) ensures that the function h defining
the Lure system (9) is in fact a global strict contraction on R.
Statement (ii) then follows directly from the definition of h:
if h(y∗) = y∗ then G(y∗e) = 0 and by (6) this is equivalent
to the optimality condition (4). The global optimality of
y∗e for the optimisation problem (2) of this optimal point
then follows as (4) is the standard first order necessary
condition for optimality and because strict convexity of the
cost functions implies that this condition is also sufficient.
Uniqueness is a further consequence of strict optimality.

It therefore remains to show that Theorem 1 (iii) holds. To
this end we recall the following two lemmas from [26].

Lemma 2 ( [26]) Let {P (k)}k∈N be a sequence of row-
stochastic matrices. If {y (k)}k∈N is a solution of the Lure
system (9) then {y (k) e}k∈N is a solution of (3).
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Lemma 3 ( [26]) Let {P (k)}k∈N be a strongly ergodic se-
quence of row-stochastic matrices, and suppose that G : Rn →
R is continuous and satisfies the following conditions:

(i) there exists an ε > 0 such that G satisfies a Lipschitz
condition with constant L > 0 on the set

Bε (E) := {x ∈ Rn : dist (x,E) ≤ ε} ,

where dist (x,E) := inf {‖x− z‖ : z ∈ E} is the dis-
tance of a vector x ∈ Rn to the consensus set E :=
span {e}; and

(ii) there exists constants β, γ > 0 such that

|h (y)| ≤ |y| − γ when |y| ≥ β,

where h (y) = y +G (ye).
Then, every trajectory of (3) is bounded.

It is easy to see that G as defined in (6) satisifies the
conditions of Lemma 3. Indeed, G is even globally Lipschitz
continuous because of the Lipschitz continuity assumption (1).
Furthermore, as h is a strict contraction on R with fixed point
y∗ we may denote the contraction constant of h by 0 < c < 1
and obtain for any y ∈ R that

|h (y)| ≤ |h (y)−y∗|+ |y∗| ≤ c |y−y∗|+ |y∗|
≤ c |y|+ (1+c) |y∗| = |y| − (1−c) |y|+ (1+c) |y∗| ,

from which it is easy to derive constants β and γ.

Finally, if every trajectory of (3) is bounded, then every
trajectory has a nonempty bounded ω-limit set. Because of the
averaging property of stochastic matrices and the assumption
of uniform strong ergodicity, this ω-limit set is a subset of
the span of e. By part (i) of the theorem, the Lure system
has a globally asymptotically stable fixed point. Lemma 2 on
the other hand ensures that on span {e} the trajectories of (3)
and (9) (multiplied by e) coincide. It follows that restricted to
span {e}, the optimisation algorithm (3) has only one ω-limit
set, namely y∗e. It then follows from a continuity argument
that y∗e is a globally asymptotically stable fixed point of (3).
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