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A Temperature-Dependent Development Model for Willow Beetle Species
(Coleoptera: Chrysomelidae): Simulation of Phenology/Voltinism in Response to

Climate Change
Ciaran P. Pollard
Abstract

Rising fossil fuel prices, energy security and adherence to existing European Union (EU)
climate/energy policies means that Ireland must look towards alternative energy sources
to meet future demand. Woody biomass in the form of short rotation coppice willow
(SRCW) is considered a viable option. SRCW is vulnerable to damage by a range of diseases
and pests however. The blue (Phratora vulgatissima) and brown (Galerucella lineola)
willow beetles (Coleoptera: Chrysomelidae) are identified economically as two of the most
damaging insect pests of SRCW in Ireland. Policies which mandate levels of renewable
energy use, to mitigate future climate change, fail to consider adaptation in the energy

sector under increased levels of pestilence due to projected changes in the climate system.

The effects of abiotic and biotic factors, mainly temperature and photoperiod, but also host
plant, on beetle development were investigated. Constant temperature experiments
showed that development time for all assessed life-cycle stages decreased as temperature
increased. P. vulgatissima oviposition period and total fecundity were influenced by
temperature also. Development was not found to vary considerably when P. vulgatissima
larvae were reared on different host plant varieties (Tora, Resolution, Tordis and Inger)
across a similar range of constant temperatures. A critical daylength (CDL) for P.

vulgatissima facultative reproduction was calculated.

The relationship between temperature and P. vulgatissima and G. lineola life-cycle stage
development was represented by applying criteria satisfying non-linear deterministic and
stochastic functions to development rates and development time distributions respectively.
A combined phenology/voltinism model was constructed incorporating a Salix. viminalis
degree-day budburst model, the temperature-dependent development rate and
temperature-independent time distribution functions, and information regarding the
reproductive diapause inducing CDL. Using observed temperature and statistically
downscaled climate scenarios derived from different global climate models (GCMs) forced
with different emission scenarios, model results suggested important spatio-temporal
changes in the life cycle and voltinism of P. vulgatissima, including two annual generations
for 5% and 50% beetle emergence proportions (E.P) at all observed locations nationally by

the 2050s and three annual generations for 5% E.P for a percentage of years at certain



inland and south-westerly observed locations by the 2080s. The findings from this research
may have implications for regional SRCW production, integrated pest and crop

management and climate and energy policy in the future.
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AIC Akaike information criterion
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1 INTRODUCTION

Climate change can be described as the greatest natural experiment in modern history. The
consequential impacts of changes that have already occurred are widespread and
substantial, affecting the major domains of sustainability in human society such as cultures
(particularly in polar regions and low-laying nations), ecologies (food and energy security),
economics (business and architecture) and politics (Ford, 2008; Lobell et al., 2011; de Vries
etal, 2007; Dell et al,, 2008; Kwok & Rajkovich, 2010; von Stein, 2008). Climate change
impacts are however not restricted to humans, as an extensive range of flora and fauna
species have exhibited alterations in their differing physiological and ecological patterns,
and geographical distributions under unstable climate conditions (McCarty, 2001;
Parmesan & Yohe, 2003; Root et al., 2003; Walther et al.,, 2002; Edwards & Richardson,
2004; Hickling et al., 2006; Post et al., 2009; Thomas, 2010). In truth, the numerous impacts
of climate change have been documented on every continent, in every ocean, and almost

every major taxonomic group (Parmesan, 2006).

The publication of the Fifth Assessment Report (AR5), by the Intergovernmental
Panel on Climate Change (IPCC), provides a clear and unambiguous picture of a global
climate that is becoming increasingly unstable. This report builds upon the findings of the
preceding editions concluding that “warming of the climate system is unequivocal” and
since the 1950s, many of the observed changes are unprecedented over decades to
millennia: warming of the atmosphere and ocean, diminishing snow and ice, rising sea
levels and increasing concentrations of greenhouse gases (GHGs) (IPCC, 2013). The report
also states that radiative forcing, relative to preindustrial levels (1750), has increased (IPCC,
2013: 696). These changes are attributed with “very high confidence” to the emittance of
GHGs through human activity (IPCC, 2013). The atmospheric concentrations of long-wave

energy absorbing GHGs such as carbon dioxide (CO:), methane, and nitrous oxide have



increased to levels unprecedented in the last 800,000 years with atmospheric CO;
concentrations increasing by 40% since pre-industrial times, primarily from fossil fuel (coal,
oil and gas) emissions and also from net land use change emissions (IPCC, 2013: 467). This
has predominantly contributed to the globally averaged combined land and ocean surface
temperature data warming by 0.85°C (0.65°C to 1.06°C, 90% confidence intervals) over the
period of 1880 to 2012 (IPCC, 2013: 194).

Fossil fuels such as oil, natural gas and coal not only remain our major energy
sources but they are also the primary material for a great variety of man-made materials
and processes (Olah, 2005). The current world energy system, dominated by these fuels, is
estimated to be at least a 1.5 trillion dollar market (Goldemberg, 2006). However, a global
energy future based on fossil fuels usage is not sustainable. Reasons for this include (1)
environmental degradation at local, national and international levels, (2) the external
dependency and security of supply and (3) the continuously increasing purchase costs. This
cost increase is due to the finiteness of the fuel supply, political unrest in producing
countries and an increase in demand due to an exponentially increasing world population
with emerging economies such as China, India and Middle Eastern countries (Dincer, 2000;
Goldemberg, 2006; Tsoskounoglou et al., 2008; IEA, 2013: 1; CFR, 2014). Shifting society’s
dependence away from fossil fuel to alternative, renewable energy resources is viewed as
an important contributor to the development of a sustainable industrial society and the
effective management of important environmental issues such as GHG emissions
(Ragauskas et al.,, 2006). Much attention has been focused on biomass - organic matter that
may be converted into other forms of energy - as a substitute for conventional fossil fuels
(McKendry 2002; Hoogwijk et al., 2003; 2008; Saxena et al., 2009). Types of dedicated
energy crops grown exclusively for the purpose of energy production include eucalyptus,
poplar, willow and non-woody perennial grasses such as miscanthus (Antizar-Ladislao &

Turrion-Gomez, 2008; Karp & Shield, 2008; Evans et al., 2010).

As part of Ireland’s compliance with the European Renewable Energy Directive
2009/28/EC and national targets set in the Government’s Energy Policy Framework 2007-
2020 White Paper, 16% of total final energy consumption must be delivered from
renewables by 2020. Biomass production through the cultivation of short rotation coppice
willow (SRCW) has been proposed as one option to help meet these environmental targets
(Komor & Bazilian, 2005; Rourke et al., 2009; Connolly et al., 2011). Insect herbivores can
consume significant amounts of plant biomass, particularly in agricultural systems and
managed forest due to the loss of ecosystem services such as the natural control of insect
pest populations (Haynes & Gage, 1981; Hare, 1990; Strauss et al., 2002; Gray et al., 2009).

Changes in phenology (earlier and extended windows of presence in the field), life-cycle



duration (accelerated development time), mortality (increased survival), voltinism
(additional generations) and population density (greater abundance) may occur under
warmer climate scenarios (Cannon, 1998; Bale et al, 2002; Robinet & Roques, 2010;
Cornelissen, 2011). These targets fail to account for a potential increase in insect herbivory
as a consequence of climate change. With insect populations capable of causing a
considerable amount of damage through defoliation under current conditions, extra
generations and larger populations over longer development periods may limit or negate

progress to achieve these future targets.

This study seeks to contribute to the existing discourse concerning the potential
impacts of climate change on herbivorous insects in crop cultivation systems. The study
focuses on Phratora vulgatissima (blue willow beetle) and to a lesser extent Galerucella
lineola (brown willow beetle) - leaf-feeding chrysomelids identified as two of the most
damaging insects of SRCW. With much research accounting for the effect of temperature
and photoperiod on the life-cycle of insects, willow beetle are subject to these same effects
in a changing climate. While photoperiod varies on a predictable cycle, significant spatial

and temporal variations are evident in temperature across Ireland.

Laboratory-based experiments were conducted with different life stages to
determine the effect these compounding elements have upon willow beetle development
and their life-cycles. Temperature-driven life-cycle models were developed based on these
results, with beetle emergence typically synchronised with the timing of budburst similar
to field conditions and photoperiod being the key limiting factor of the reproductive season.
With a better understanding of the relationship between beetle development and
important abiotic environmental stimuli such as temperature and photoperiod, an
evaluation of their effects on beetle phenology and voltinism under future climate scenarios

throughout Ireland is presented.

1.1 Climate Change Overview

Climate change is recognised as one of the greatest challenges currently facing the
international community. The recently published comprehensive IPCC AR5 detailing the
world-wide impact of climate change reveals significant findings. Changes include: (1)
global increases in temperature for land-surface, multiple upper ocean layers and the
troposphere, (2) increases in precipitation in mid-latitudinal land areas of the Northern

Hemisphere, (3) increases in extreme events such as heat wave frequency and heavy



precipitation events across North America and Europe, (4) increases in global mean sea
levels, (5) increases in the rate of ice loss from the Antarctic and Greenland ice sheets, (6)
decreases in Arctic sea ice extent and thickness, (7) decreases in glacier area, length, mass
and volume and (8) the loss of snow cover and permafrost degradation in the Northern

Hemisphere (IPCC, 2013).

These changes have been attributed to the enhanced atmospheric concentrations
of long-wave energy absorbing GHGs, particularly CO, through the burning of fossil fuels
since the Industrial Revolution during the late 18t century and early 19t century and the
loss in land carbon storage through deforestation (Houghton et al., 2012; Boden et al.,
2013). Concentrations of atmospheric CO; have been continuously monitored at Mauna Loa
Observatory in Hawaii, United States of America (USA) since 1956. Collected air samples
from intakes illustrate a greater than 25% increase in CO; levels from ~316 ppmv (parts

per million volume) in 1956 to ~402 ppmv for present day (SI0, 2014) (Figure 1.1).

400 &
Scripps Institution of Oceanography

| NOAA Earth System Research Laboratory ]

Z 380 2
o

v i J
=
=

c 360 4
L
o

i i ]
&

< 340 .
o

0 =5 7

1 . 1 ) 1 ) | L 1 i a

1960 1970 1980 1990 2000 2010
YEAR

Figure 1.1 Atmospheric concentrations of carbon dioxide (CO2) sampled at Mauna Loa Observatory,
Hawaii, USA, indicating a two parts per million per year increase (when corrected for seasonal
variation) since record commencement in 1956 (Source: National Oceanic and Atmospheric

Administration (NOAA), (2014): http://www.esrl.noaa.gov/gmd/ccgg/trends/, accessed 16/09/2014).

Ice cores have been used as a climate proxy indictor for paleoclimate

reconstruction. Ice cores from the Vostok and European Project for Ice Coring in Antarctica


http://www.esrl.noaa.gov/gmd/ccgg/trends/

(EPICA) have provided a combined record of atmospheric CO> levels accounting for nine
interglacial periods (including the current cycle) over the past 800,000 years (Petit et al,
1999; Liithi et al., 2008) (Figure 1.2). Measuring the composition of air enclosed within the
cores provides a direct record of past atmospheric CO; concentrations. Data from both
cores suggest that current atmospheric CO, levels exceed normal concentration levels
recorded during previous interglacial periods which varied between 180ppmv-300ppmv
(Petit et al., 1999; Liithi et al, 2008). The ice cores also provide details on global
temperature through isotopic analysis. A corresponding pattern between CO;
concentrations and temperature is evident - lower CO2 concentrations and temperatures
during glacial periods and higher CO; concentrations and temperatures during interglacial

periods (Petit et al., 1999; Liithi et al., 2008).
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Figure 1.2 Compilation of COz measurements from Antarctic ice coring projects (Dome C, Taylor Dome
and Vostok) and EPICA (Dome C site) temperature anomaly over the past 800,000 years, appearing to

show a strong covariance during the span of the ice core record (Source: Liithi et al., 2008).

Besides the direct shortwave radiation in the form of ultraviolet rays and visible
light from the sun, there is also indirect longwave radiation in the form of infrared (IR) rays
resulting from the thermal radiation that is emitted from the earth’s surface heating the
earth’s surface. IR radiation is absorbed by gases within the atmosphere and re-emitted,
both upwards and downwards, heating the ground beneath and maintaining a hospitable
planetary temperature gradient. The presence of these gases gives rise to the natural

greenhouse effect. Without the natural radiative forcing supplied by non-condensing CO,



which accounts for 20% of the total greenhouse effect, the global climate of earth would be
~33°C lower (Lacis et al, 2010). Due to increasing anthropogenic emissions of GHGs
however, a resulting increase in anthropogenic forcing (2.29 W m-2 with 1.13 W m-2 to 3.33
W m-2, 90% confidence intervals) relative to 1750 has substantially enhanced this
greenhouse effect, with CO; identified as the largest contributor (1.68 W m-2 with 1.13 W
m-2to 3.33 Wm-2, 90% confidence intervals) (IPCC, 2013: 696) (Figure 1.3). This warming
is projected to persist on multi-century timescales even with an idealized complete
suspension of GHG emissions, due to their long-lived atmospheric lifespan, along with
enhanced alterations to the physical environment defined by an increasingly unstable

global atmospheric state (Solomon et al., 2009; Gillett et al., 2011; Frélicher et al., 2013).
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Figure 1.3 Radiative forcing estimates in 2011 relative to 1750 with positive (i.e. CO2z) and negative (i.e.

cloud adjustments due to aerosols) components of radiative forcing presented (Source: IPCC, 2013).

1.1.1 Global Climate Observations and Projections: Temperature

The three prominent reconstructions of global surface temperature from instrumental data
(Hadley Centre/University of East Anglia's Climatic Research Unit, National Aeronautics
and Space Administration Goddard Institute for Space Studies and National Oceanic and

Atmospheric Administration National Climatic Data Centre) all suggest that the Earth has



experienced significant warming since the latter decades of the 19th century (Hansen et al,
2010; Morice et al, 2012; Vose et al., 2012). The globally averaged combined land and
ocean surface temperature has increased by 0.85°C (0.65°C to 1.06°C, 90% confidence
intervals (C.I)) over the period 1880 to 2012, using these independently produced data-sets
(IPCC, 2013: 194). Almost the entire globe has experienced surface warming over the
longest period when calculation of regional trends is possible (1901-2012) (IPCC, 2013:
194) (Figure 1.4).
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Figure 1.4 Trends in surface temperature from the three data-sets (Hadley Centre/University of East
Anglia’s Climatic Research Unit (top), National Aeronautics and Space Administration Goddard Institute
for Space Studies (middle) and National Oceanic and Atmospheric Administration National Climatic

Data Centre (bottom)) for 1901-2012 (Source: IPCC, 2013).

Although this warming has been calculated by a linear trend, it has been

observed to occur over two periods since instrumental records began in 1850: beginning



around the 1900s to the 1940s and from around the 1970s onwards (Figure 1.5). The
warming period in the early 1900s was largely a northern hemisphere mid to high latitude
occurrence and the more recent warming period is a more global phenomenon (IPCC, 2013:
193). Each of the last three decades has been warmer than the one preceding it during this
recent warming phase, with 2001-2010 registering as the warmest, and the ten warmest
individual years occurring since 1997 (IPCC, 2013: 193). 2010 is ranked as the warmest
year on record, together with 2005 and 1998, with no statistically significant difference

between global temperatures for all years (WMO, 2013).
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Figure 1.5 Global annual average near surface temperature anomalies for the period 1850-2013 (with
the 95% confidence intervals on the annual averages) relative to the 1961-1990 average (Source: Met
Office Hadley Centre (2014): http://www.metoffice.gov.uk/hadobs/hadcrut4/diagnostics.html,
accessed 16/09/2014).

It is “virtually certain” that maximum and minimum temperatures over land
increased on a global scale since 1950 with further definite changes in line with observed
trends projected by the end of the current century (IPCC, 2013: 188). Multiple regional
studies have reported on observed changes in a range of climate indices since the middle of
the 20t century (Kunkel et al., 2008; Choi et al., 2009; Efthymiadis et al., 2011; Donat et al,,
2013; Kruger & Sekele, 2013; Skansi et al., 2013). With varying degrees of confidence
attached to these results due to lack of instrumental data for some regions (such as Africa
and the Middle East), the number of cold days and nights generally decreased and the
number of warm days and nights mostly increased on the global scale (IPCC, 2013: 209-

210). These warming trends were generally stronger for minimum temperatures and


http://www.metoffice.gov.uk/hadobs/hadcrut4/diagnostics.html

colder seasons globally as the frequency of cold nights decreased by about 50% (18 days),
the frequency of warm nights increased by about 55% (20 days) and the frequency of
warmer days was greater during winter and transition seasons for both hemispheres since
1950 (Donet et al.,, 2013b). It is also “likely” that the frequency of heat waves has increased
in large parts of Asia, Australia and Europe with further change “very likely” by the end of
the current century (IPCC, 2013: 212-213).

Global climate models (GCMs) are the principal tools utilised for understanding
shifts in the Earth’s climatic processes in the past and identifying possible responses of the
global climate system to changing conditions for the future. Atmosphere-Ocean GCMs
(focusing on understanding the physical components of the climate system such as the
atmosphere, oceans, land-masses and sea ice) were the main model types employed in the
[PCC Fourth Assessment Report (AR4). Model experiments were used to project future
climate conditions with differing atmospheric GHG concentrations as described in the
Special Report on Emission Scenarios (SRES) (Nakicenovi¢ et al., 2000). Projected increases
in global temperatures ranged from 1.8°C (1.1°C to 2.9°C range from a hierarchy of
different models) for a B1 (low emission) scenario to 4°C (2.4°C to 6.4°C range from a
hierarchy of different models) for an A1FI (high emission) scenario were suggested by the

end of the 21st century (2090-2099) relative to 1980-1999 (IPCC, 2007:810) (Figure 1.6).
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Figure 1.6 Projected global average surface temperature changes based on various scenarios of future
GHG emissions relative to 1980-1999 with solid lines representing the best estimate while the bars
show the likely range in temperature change (left) and projected surface temperature changes for the
early and late 21st century relative to the period 1980-1999 with the panels showing the average
projections for 3 scenarios (A2, A1B, B1) averaged over decades 2020-2029 and 2090-2099 (right)
(Source: IPCC, 2007).



Earth System Models were the principle model type selected for use in AR5 and
include representation of important biogeochemical cycles such as those involved in the
carbon cycle, the sulphur cycle, and ozone. New model experiments were carried out as
part of the worldwide collaborative Coupled Model Intercomparison Projects (CMIPs)
(Taylor et al., 2012). Ensemble experiments were used to project future climate conditions
for Representative Concentration Pathways (RCPs), four GHG concentration trajectories
named after a possible range of radiative forcing values by the end of the 21st century
relative to pre-industrial values (Moss et al, 2010). Projected increases in global
temperatures ranged from 1°C (0.3°C to 1.7°C range based on CMIP ensemble) for RCP2.6
to 3.7°C (2.6°C to 4.8°C range based on CMIP ensemble) for RCP8.5 were suggested by the
end of the 21st century (2081-2100) relative to 1986-2005 (IPCC, 2013) (Figure 1.7).
Overall model consensus suggests a future global climate of more hot and fewer colder
extremes (Sillmann et al., 2013). The degree of change however is unclear due to model and

scenario uncertainty.
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Figure 1.7 Coupled Model Intercomparison Projects (CMIPs) multi-model simulated time series from
1950 to 2100 for change in global annual average near surface temperature anomalies relative to 1986-
2005 (with a measure of uncertainty defined by shading) (top) and maps of CMIPs results for
Representative Concentration Pathways (RCPs) 2.6 and 8.5 in 2081-2100 for change in global annual

average near surface temperature anomalies relative to 1986-2005 (bottom) (Source: IPCC, 2013).
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1.1.2 Irish Climate Observations and Projections: Temperature

The temperate maritime climate of Ireland is predominantly defined by three
interconnecting factors: (1) the country’s positioning on the westernmost edge of the
European continent; 2) the dominant influence of the North Atlantic Oscillation and (3) the
prevailing south-westerly winds (Kiely, 1999). Ireland consequently does not experience
extreme temperatures associated with other regions at similar latitudes such as

Newfoundland and Labrador.

An average surface air temperature series for Ireland has been derived using data
from five long-term weather stations: Malin Head, Co. Donegal; Valentia Observatory, Co.
Kerry; Armagh Observatory, Co. Armagh; Phoenix Park, Co. Dublin and Birr, Co. Offaly (with
weighted data from the nearby station at Gurteen used from 2009 after Birr station was
officially closed) (McElwain & Sweeney, 2007; Dwyer, 2012). The annual national mean
surface air temperature has increased by approximately 0.8°C during the period 1900-2011
(Dwyer, 2012) (Figure 1.8). Temperature variation has occurred over this time-series,
consistent with the global record, with a notable cooling period from the 1940s through to

the 1970s.

& Annual Mean e 11 year moving average

§ =
ol 106 ®
Fll =
>
(=]
N 10.2 2
- =
£ S
2 98 =
C 3
= E
= 9.4 E
= g
w -y
5 g0 P
= )
o —
-0.9 S R e N - 1
190019101920193019401950 196019701980 1990 2000 2010
Year

Figure 1.8 Mean annual surface air temperature for Ireland, derived using data from five long-term
weather stations, during the period 1900 - 2011. The blue curve shows an 11 year moving average and
the red line has been fitted to the annual anomalies (the difference between the mean annual

temperature and the 1961 - 1990 normal or reference mean value) (Source: Dwyer, 2012).
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The number of warm days has increased and the numbers of cold days has
decreased, in line with observations across Western Europe (Dwyer, 2012). When
additional synoptic stations were considered during the period 1961-2005, the majority of
stations recorded a greater increase in mean temperatures at most stations in winter, with
a greater increase in mean minimum temperatures in summer and a greater increase in
mean maximum temperatures in winter (McElwain & Sweeney, 2007). The national trends

are in agreement with the global patterns of temperature change.

Future projections in temperature have been derived for Ireland by Fealy &
Sweeney (2007; 2008) and the Community Climate Change Consortium for Ireland (Dunne
et al., 2008). Simulated results from both studies show warming everywhere relative to
present conditions, particularly in the summer and autumn. Dunne et al. (2008) projected
seasonal mean temperature increases of 1.2°C-1.4°C by the mid-century (2021-2060)
increasing to 3.0°C-3.4°C by the end of the century (2060-2099) with different emission
scenarios A1B, A2, B1 and B2. This warming is greatest in the east and southeast of the

country.

Fealy & Sweeney (2008) projected an increase of 0.7°C-1.0°C for the early
century (2020s), 1.4°C-1.8°C for the mid-century (2050s) and 2.0°C-2.7°C for the late
century (2080s) with different emission scenarios A2 and B2. Spatial differences become
more apparent during the 2050s, with an enhanced continental effect becoming visible by
the 2080s (Figure 1.9). Projected changes in the frequency and magnitude of extreme
events such as increases in hot day thresholds, heat wave duration, cold night temperatures
and decreases in frost day occurrence are increasingly likely to have an impact on Irish

society throughout the current century also (Fealy & Sweeney, 2008).
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Figure 1.9: Projected seasonal temperature changes for Ireland for 2010-2039 (2020s), 2040-2069
(2050s) and 2070-2099 (2080s) relative to period 1961-1990 (Source: Fealy & Sweeney, 2007; 2008 &
Sweeney et al., 2008).



1.2 Insect Responses to Climate Change: Temperature

Insects are ectothermic organisms. They are among the groups of organisms most likely to
be affected by changes in climate because climate has a direct influence on their
development, reproduction and survival (Bale et al., 2002). Insects generally have short
generation times and high reproductive rates when compared to other animal phyla, so
they are more likely to respond quicker to climate change on a measureable scale
(Menéndez, 2007). Potential responses to changes in climate include phenological shifts
due to physiological adaptation, distribution pattern expansion or contraction, and
alterations in species interaction (species competition, herbivore host plant, predation and

parasitism) (Figure 1.10).
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Figure 1.10 Potential effect of climate change on insect species leading to changes in biodiversity and

community composition (Source: Menéndez, 2007, modified from Hughes, 2000).

Positive direct responses to increases in temperature have been documented
globally for many insect groups. Advancements in flight activity for Lepidoptera species in
the United Kingdom (UK) (Roy & Sparks, 2000), Europe (Pefiuelas et al.,, 2002; Stefanescu
et al, 2003) the USA (Forister & Shapiro, 2003) and Australia (Kearney et al., 2010) were
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all found to be correlated with warming experienced over an assessed time frame. Earlier
adult emergence has been recorded throughout the UK for Odonata species (Hassell et al.,
2007), across Europe for Hemiptera species (Harrington et al., 2007) and throughout the
Iberian Peninsula for Coleoptera species (Gordo & Sanz, 2005). Increases in temperature
have reduced the time required for the completion of different life-cycle development
stages. Berg et al. (2006) reported a doubling in the maturation rate for Dendroctonus
rufipennis (spruce beetle) in the USA. Adjustments in CDL for delayed reproductive
diapause induction due to thermal instability have been noted for Lepidoptera species in
Japan (Gomi et al., 2007). Changes in voltinism have resulted from the combination of
lengthened development seasons, prolonged periods for ovipositioning processes and the
postponed onset of reproductive diapause inducing signals (Figure 1.11). Martin-Vertedor
et al. (2010) corroborated a significant advance of Lobesia botrana (European grapevine
moth) phenology and the occurrence of a fourth and partial fifth generation over three
decades under a noteworthy trend towards local warming due to climate change. Further
increases in generation numbers have been confirmed in multi-species studies confirming
the general flexibility and high adaptability of insects to environmental change (Altermatt,

2009; Poyry et al.,, 2011).
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Figure 1.11 Observed and predicted changes in insect seasonal activity and voltinism due to climate

change (Source: Mitton & Ferrenberg 2012).

Climate can also limit the geographic distributions of a species (Krebs, 2004).
Projected increases in temperature are expected to promote shifts in species distributions,
with range expansion at cool altitudinal and latitudinal limits as environments become

suitable for occupation and range contraction at warm lower altitudinal and latitudinal
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limits as previously suitable environments become uninhabitable (Cannon, 1998; Hughes
2000, Menéndez, 2007). Hickling et al. (2006) showed that the majority of insect groups
(including Carabidae and Cerambycidae) were expanding their ranges polewards and to
higher elevations in the UK over a thirty year period. A meta-analysis of Europe involving
multiple species of non-migratory Lepidoptera showed there was a general polewards shift
in response to temperature, with two-thirds of the species assessed retaining their lower
latitudinal bounding limits (Parmesan et al., 1999). Contraction of southern and lower
altitudinal ranges in the northern hemisphere have also been shown to drive local
population and species extinction particularly species being gradually pushed towards
geographical barriers (expansive water bodies or mountain peaks) (Wilson et al., 2005;

Franco et al., 2006).

1.3 Short Rotation Coppice and Leaf-Feeding Beetle

Ireland is dependent on fossil fuel imports to meet current energy demands with the
country’s indigenous fossil fuel source limited to peat. Ireland’s import dependence in 2012
was 85% which was a decrease from a peak of 90% in 2006 (Rourke et al., 2009; Howley &
Holland, 2013). Numerous drivers such as fluctuations of fossil fuel prices, security of
energy supply and the negative effects on different environmental dimensions highlight the
necessity for Ireland to exploit indigenous renewable energy resources (Rourke et al,

2009).

As with other European Union Member States, Ireland’s progression towards a
renewable energy future has been primarily driven by EU legislation that pursues an
overall reduction in GHG emissions and the promotion of energy from renewable sources.
Building on the commitments made under the Kyoto Protocol, the EU’s climate and energy
Directive 2009/28/EC (so-called “20-20-20 targets") has set ambitious objectives for
member states that have been designed to elicit change. The directive essentially aims to
meet three targets by 2020: (1) a 20% reduction of GHG emissions compared to 1990 levels;
(2) a 20% reduction in primary energy use - based on projected levels - through improved
energy efficiency; and (3) a 20% share of energy consumption originating from renewable

energy sources.

As part of Ireland’s commitment to meet the targets set by the EU on energy
efficiency, climate change and renewable energy, a mandatory national target of 16% for

renewable energy shares of final energy consumption in 2020, which is calculated on the
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basis of the 2005 share of each country (3.1% for Ireland), must be delivered (EREC, 2008).
The share in 2012 stood at 7.1% (Howley & Holland, 2013). With many different
indigenous renewable energy sources available to exploit in Ireland such as wind, wave and
solar, biomass production through the cultivation of bioenergy crop such as short rotation

coppice willow has been proposed as one option to help meet these environmental targets.

SRCW has several characteristics that make it suitable as a perennial biomass
crop. It is recognised as a carbon neutral energy source (Grogan & Matthews, 2002; Rowe et
al.,, 2009; Evans et al., 2010), has the ability to resprout after harvests that take place every
3 - 4 years (Volk et al, 2004; Keoleian & Volk, 2005; Kuzovkina & Quigley, 2005) - and
offers multiple social, rural and environmental benefits through planting and harvesting

(Haughton et al., 2009; Rosenqvist & Dawson, 2005: Wickham et al., 2010).

Willow (Salix) has a rich genetic base, with breeding programs established in
Sweden during the 1980s and the UK during the 1990s, to produce more varieties with
greater yields over shorter time frames and increased resistance to pests and disease and
extreme climatic conditions (Larsson, 1998; Wickham et al., 2010; Karp et al.,, 2011). SRCW
yields vary depending on climatic, land quality and plot size (Searle & Malins, 2014). S.
burjatiea and Salix x Aquatica gigantean grown on marginal agricultural land has achieved
high annual yields of 13.5 and 17 oven dry tonnes per hectare in Ireland respectively
(McElroy & Dawson, 1986; McCracken & Dawson, 1998). Salix is native to northern
temperate zones with a preference for cooler, wetter conditions and largely heavy soils
with a neutral pH at low altitude associated with most of Ireland (Dawson, 2007; Wickham
et al., 2010). Figure 1.12 shows the location of SRCW sites in Ireland in 2009 and the
suitability of land to support SRCW based on aspect, height, slope, rainfall and soil type
(SEAIL 2014).

Insects commonly gain pest status in managed agricultural and forestry systems,
particularly in monocultures such as SRCW when compared to less disturbed ecosystems
(Dalin et al., 2009). These outbreaks are attributed to the changing of natural habitats into
monocultures. Studies suggest that these changes result in the loss of ecosystem services,
including the control of insect pest populations (Wilby & Thomas, 2002; Cumming &
Spiesman, 2006). Dense monocultures lead to a reduction in competition for resources and
a reduction in the time insects require to find their host plants and therefore increase their
rate of dispersal from plant to plant aiding in the growth of the population (Root, 1973;
Dalin et al., 2009). The planting of monocultures can also reduce biodiversity, and change
the food web interactions at sites (Tylianakis et al.,, 2007). This can lead to an alteration in

the interaction between herbivorous insects and their natural enemies.
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Figure 1.12 Location of SRCW sites in Ireland in 2009 (left) and the suitability of land to support SRCW
based on aspect, height, slope, rainfall and soil type (right) (Source: Sustainable Energy Authority of
Ireland (SEAI) (2009): http://maps.seai.ie/bioenergy/, accessed 16/09/2014).

The leaf-feeding blue willow beetle (Phratora vulgatissima) and the brown
willow beetle (Galerucella lineola) are identified economically as two of the most damaging
insect pests of SRCW in Ireland (Kelly & Curry, 1991a; 1991b; Sage & Tucker, 1998), the UK
(Kendall et al., 1996; Kendall & Wiltshire, 1998; Peacock et al., 1999) and other European
countries (Larsson et al, 1997; Dalin & Bjorkman, 2003; Bjorkman et al., 2003) (Figure
1.13).

Figure 1.13 The leaf-feeding blue willow beetle (P. vulgatissima) (left) and the brown willow beetle (G.
lineola) (right).
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Both leaf-feeding beetles have similar life-cycles (Figure 1.14) (Kendall & Whitshire, 1998).
During the winter, some adults remain within the plantation on willow shoots and stools or
in dead vegetation, leaf litter on the plantation floor. Most beetles aggregate and hibernate
in an array of sheltered places outside the crop such as loose bark and crevices on tree
trunks and branches, hedgerows, weathered fence posts and gates, moss, leaf litter, weed
vegetation and other ground debris (Kendall & Whitshire, 1998; Peacock et al, 1999; Sage
et al, 1999; Karp & Peacock, 2004). The beetles tend to concentrate around the SRCW
edges, within close proximity of the plantation (Kelly & Curry, 1991a; Sage & Tucker, 1998;
Bjorkman & Eklund, 2006).

Adults emerge from overwintering around the middle of spring (April) and
immediately colonise newly emerged Salix foliage (Caslin et al., 2010). Adults require a
period of feeding to reach reproductive maturity (Karp & Peacock, 2004). Mating
commences when sexual maturation is reached and this is followed by an oviposition
period in May and June (Torp et al, 2013). P. vulgatissima typically oviposit on the
underside of the leaves in small clusters near the base of the willow shoots (Kendall et al,
1996). Egg clusters range in size from 2 to 50 eggs (Kendall & Whitshire, 1998; Sipura et al.,
2002; Dalin, 2006). G. lineola position their brood on leaves at all levels on the shoots

(Bjorkman et al., 2004).

Autumn

Exit Enter
SRCW OverwinteringSites

Spring Winter

Figure 1.14 Life-cycle for P. vulgatissima and G. lineola.
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P. vulgatissima larvae hatch in synchrony and aggregate to feed together, becoming more
solitary predators in latter larval stages (Bjorkman et al., 2004; Karp & Peacock, 2004). In
contrast, newly hatched G. lineola larvae do not feed together (Bjorkman et al.,, 2004). In
total, there are three larval developmental phases instars (Peacock et al., 2000, Kendall &
Whitshire, 1998). Late third instars leave the foliage of host trees and make their way to the
base of the willow rods to pupate in the soil near the base of the tree (Kendall et al, 1996;
Sage et al, 1998, Karp & Peacock, 2004; Sadeghi et al., 2004). Upon completion of the
pupation stage in mid to late summer (late July to early August), the new generation of
beetles return to the willow stems to start feeding before leaving the plantations in autumn

(late August to early September) to seek suitable overwintering sites.

Reports of insect outbreaks in willow plantations are common (Sage & Tucker
1998). Feeding damage is consistent throughout the late spring, summer and early autumn
with multiple phases of feeding attacks, beginning with overwintering adults returning to
the willow plantations, followed by larvae and finally newly developed adults. Damage
caused by these beetles can be substantial, particularly by the larvae due to their greater
density and their restricted movement (SLU, 2014). Evidence of initial beetle damage can
be observed when foliage becomes brown and skeletonised, reducing crop photosynthesis,
leading to the stunted growth of SRCW, longer crop establishment rates and reduced yields
(Figure 1.15). Reports in literature regarding damage extremes vary from 40% reduction in
stem growth recorded by Bjorkman et al. (2000), to complete new shoot death throughout
crop recorded by Mitchell (1995) and Kendall et al. (1996). Natural predators of the willow
beetle are believed to overwinter at different life stages within willow plantations
(Bjorkman et al.,, 2003; 2004). This important natural biological control process may be
affected transitionally by disturbances such as winter harvesting every couple of years after
initial cut-back, creating a short-term refuge for the leaf beetles before predator
populations can recover. This is a problem as the application of insecticides to willow
coppice is not optional due to economic, environmental and technical disadvantages

although biological control is a plausible alternative.

Figure 1.15 Brown and skeletonised Salix foliage associated with willow beetle feeding damage.
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1.4 General Aims and Objectives

The motivation for this thesis is driven by the challenges faced by countries to comply with
binding targets of international directives such as 2009/28/EC under future climate
conditions. Ireland’s target under the Renewable Energy Directive is for 16% of the
country’s total energy consumption to be derived from renewable energy sources by 2020.
Biomass production through the cultivation of SRCW has been proposed as option to help
meet these energy/environmental targets. SRCW is susceptible to a number of diseases and
pests, primarily leaf-feeding chrysomelids. Policies which mandate levels of renewable
energy use to mitigate future climate change, such as Directive 2009/28/EC, fail to consider
adaptation in the energy sector under increased levels of pestilence due to projected
changes in the climate system. In light of this, the primary research objective was to
account for the impact of abiotic and biotic factors, on the phenology and voltinism of
native leaf-feeding willow beetles, specifically P. vulgatissima and G. lineola. The secondary
research objective was to link these findings to climate model projections for Ireland in

order to inform future policy in this area.
This thesis aimed to address these objectives by:

o Undertaking laboratory experiments to assess the effects of abiotic and biotic
factors such as temperature and photoperiod, but also host plant, on the activity

and development of P. vulgatissima and G. lineola

o Identify temperature-dependent deterministic and temperature-independent

stochastic models to describe development data

o Constructing a process-based model for the estimation of beetle life-cycle stage

emergence and voltinism

o Developing spatio-temporal maps of Ireland to illustrate estimated emergence

and voltinism for future time periods by incorporating climate model projections
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1.5 Thesis Structure

In addressing the research aims and objectives outlined in Section 1.4, this thesis is

comprised of eight chapters, the content of which is described below.

Chapter 1: Introduction gives a brief overview of the science of climate change
with an emphasis on changes in temperature at a local and global scale; the influence of
temperature on insect phenology, life-cycles and distribution; biomass in the form of SRCW
as a renewable energy resource and the leaf-feeding beetle pests P. vulgatissima and G.

lineola that affect SRCW establishment and yield.

Chapter 2: General Materials and Methods describes the common practices
carried out prior to and during the experimentation phase of this research. This included
sourcing, maintaining and rearing of willow beetle for laboratory populations; establishing
a greenhouse grown crop of Salix varieties and calibration of incubators. Details regarding

statistical tests and software used during the research are described also.

Chapter 3: Experimentation provides background information on the
experiments that were carried out to investigate the effects of temperature and
photoperiod, and also host plant, on willow beetle life-histories. The materials and methods
unique to each experiment set-up are described and the results from each experiment are

presented with discussions regarding the findings.

Chapter 4: Insect Development Models reviews important empirical and
biophysical models that have been formulated to describe insect development rate and
development time distributions. A selection of these were fitted to development data
obtained during the experimentation phase and final models were chosen based on

predefined criteria with results discussed.

Chapter 5: Modelling Host Plant Phenology reviews important models
(primarily mechanistic) that have been formulated to describe plant phenology. A selection
of these were assessed to account for Salix budburst in the field using phenology records. A
budburst model was chosen to be used as a biofix for willow beetle development and

results are discussed.

Chapter 6: Phenology/Voltinism Model Construction reviews a selection of
different phenology/voltinism models developed specifically for coleopteran species. This

chapter describes the individual components of the constructed willow beetle
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phenology/voltinism model. The model is subjected to validation and sensitivity analysis

and the results from this are discussed.

Chapter 7: Phenology/Voltinism Model Results presents the results from the
phenology/voltinism model using climate model projections as input. The results
associated with five synoptic stations selected due to their locations at a national level
(north, south, west, east, midlands) are compared before an overall national assessment of

willow beetle life-cycle stage emergence and voltinism for future time periods is presented.

Chapter 8: Final Discussion summaries and discusses the findings and
contributions of this bipartite study as well as highlighting limitations encountered during

the research and possible avenues that could benefit from future investigation.
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2 GENERAL MATERIALS AND
METHODS

This chapter provides details of the preliminary work performed prior to the
experimentation component of this research. In order to quantify the impact of
environmental factors on willow beetle species, actions such as the collection of beetles and
maintenance of laboratory cultures; the establishment of a greenhouse grown Salix crop,
and climate room and incubator precision testing were required. Greater detail regarding

these tasks is provided in the following sections.

2.1 Sourcing Beetle Populations

Semi-state and private organisations associated with SRCW production were contacted to
seek information on outbreaks of P. vulgatissima and G. lineola populations within their
crop. Site suitability for collections was based on beetle abundance, geographical
distribution, site accessibility and distance from the research facility. The locations of these
sites were 1) Lough Boora Parklands, Kilcormac, Co. Offaly (53°12’N, 7°43'W); 2)
Pollardstown Fen, Newbridge, Co. Kildare (53°11'N, 6°51'W); 3) Rathcon Farm, Grangecon
Co. Wicklow (53°00’N, 6°44'W); 4) Donard, Co. Wicklow c/o Rathcon Farm, Grangecon Co.
Wicklow (53°01’N, 6°37'W); 5) Teagasc, Crops Research Centre, Oak Park, Carlow, Co.
Carlow (52°52’N, 6°55’'W); 6) Acorn Recycling Limited, Ballybeg, Littleton, Co. Tipperary
(52°38'N, 7°14'W) and 7) Teagasc, Kildalton College, Piltown, Co Kilkenny (52°21'N,
7°19°'W) (Figure 2.1).
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Figure 2.1 Beetle collection site locations.

Beetle collections were carried out at these SRCW plantations prior to and during
the insect active season to set up laboratory cultures (Figure 2.2). Some sites had a single
dominant species annually with P. vulgatissima found in greater numbers at Kilcormac from
2009 - 2011 and G. lineola expressing greater numbers at the Donard plantation from 2010
- 2013. Similar species distribution and dominance of P. vulgatissima or G. lineola has been
observed in SRCW in Ireland and UK by Kendall & Wiltshire (1998), Sage & Tucker (1998),
Batley et al. (2004) and Karp & Peacock (2004). Seasonal variation in species occurrence
and abundance was evident at sites such as Littleton, Co. Tipperary, with P. vulgatissima

more abundant in 2010 while G. lineola was more abundant in 2011.
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Figure 2.2 Example of a collection site at Teagasc, Crops Research Centre, Oak Park, Co. Carlow (left) and

active collecting at Donard, Co. Wicklow c/o Rathcon Farm, Grangecon Co. Wicklow (right).

All life-cycle stages, expect for pupae, were collected during frequent visits to the
pre-selected sites. Field observations recorded by Kendall & Whitshire (1998) in the UK
and Kelly & Curry (1991b; 1991c) in Ireland were used as a preliminary collecting guide
regarding the seasonal presence of eggs, larvae and adults of P. vulgatissima. Eggs were
collected during the months of May and June when female adult P. vulgatissima were
ovipositing; larvae were collected from May to July and adults were collected regularly
throughout the active season to replenish laboratory populations. Following the egg-laying
in spring and early summer, adult numbers decreased until the new generation emerged in
late summer and/or early autumn in accordance with life-cycle descriptions provided by
Kendall & Whitshire (1998) and Sage & Tucker (1998). Life-cycle stage occurrence for G.
lineola is similar to P. vulgatissima (Kendall & Wiltshire, 1998). P. vulgatissima and G. lineola
eggs were usually found on the underside of leaves in small clusters as noted by Kelly &
Curry (1991b) and Kendall & Wiltshire (1998). These were easily obtainable on the lower
part of willow trees using the search and find by hand method. The eggs stick to trichomes
on the underside of the leaf surface with an adhesive secretion coating the eggs (Hilker &
Meiners, 2006). Numbers of eggs varied per cluster. These were collected by removing the
whole leaf with attached eggs from the plant and placing them in sterilised 50 ml universal
tubes (Sarstedt) with moistened cotton lining their conical bottoms (to maintain leaf
condition and prevent damage from bending or breaking the midrib). P. vulgatissima and G.
lineola hatching from egg batches normally aggregate together and feed on the same plant
during their early stages of larval development. Therefore, neonate larvae were collected as

per egg collection technique.

Field-collected adult beetles were obtained using different methods depending

on various factors such as their abundance, their location on the plants and site
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accessibility. The search and find by hand method previously used for egg and larvae
collections was utilised. The beating technique was employed also. This collection
technique was previously used by Sage & Tucker (1998). Adults were collected from within
the canopy of SRCW plantations by shaking the tree stems and allowing the insects to fall
into a white cotton sheet positioned on the ground between the Salix trees. The stems were
knocked or shaken to displace insects in the crop canopy. Insect species were placed in 3.5
L food containers or 50 ml universal tubes. The number of stems disturbed depended upon
crop height, crop spacing and the number of willow beetle required. This technique was
useful around the perimeter of the plot and during the early period of the active season
when ground vegetation within the SRCW plots was sparse. When vegetation was dense
and canopy populations of willow beetle were low, a hand-held beating sheet was used.
Using this collection equipment and method allowed for better accessibility within the Salix

plots and rapid collections.

Another variation of the beating method was used for collecting adults,
particularly at the beginning of the active season, when adults were emerging from
overwintering sites surrounding the plot and relocating to the perimeter of Salix plots.
Using a wide mouth plastic funnel and a 3.5 L food container, Salix stems were lowered and
shaken over the funnel allowing insects to fall into the container. Predatory insects were
removed from the container on site. These containers were provided with a Salix cutting for
feeding. Applying the beating method in combination with the funnel and container or
hand-held beating sheet techniques was effective as it also dislodged P. vulgatissima and G.
lineola larvae. These collections took place on days with no precipitation to avoid water

build-up within collection chambers.

2.2 Laboratory Beetle Cultures

Adult beetles collected in the field were maintained in different culture chambers:
36 cm (height) x 16 cm (width) x 16 cm (length) Bugdorms™, 55 cm (height) x 29 cm
(width) x 30 cm (length) customized plastic storage boxes with mesh frontage and 9 cm
(diameter) x 4 cm (height) plastic food tubs (Figure 2.3). The Bugdorms™ were used for
larger populations of collected beetles while the plastic storage boxes and food tubs were
used as mating and ovipositioning chambers. Adult populations maintained in all storage
chambers were supplied with fresh Salix foliage every second day. To prevent excessive

disturbance, old foliage was removed the day after new foliage was supplied to allow the
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beetles to make their own transition between old and new material. At the same time, frass
accumulations at the bottom and on the sides of the chambers were removed with a dry
cloth or tissue while dead adults and leaf debris were removed. Eggs laid on leaves were
removed and placed in 9 cm (diameter) x 1.5 cm (height) Petri dishes (Figure 2.3).
Emerging larvae were reared in the Petri dishes also. Leaves were changed every 2-3 days.
Dead larvae and frass accumulations were removed through the replacing of filter paper
(Fisherbrand) at the bottom of the dishes. Prepupae larvae (larvae beginning to curl on
base of containers) were transferred to food tubs with sterilised sand - washed and sieved
to remove micro-material before being heated at >120°C for 24 hrs - moss peat substrate at

a ratio of 1:1 by volume for pupation to occur.

Figure 2.3 Selection of containers used for maintaining insect cultures in the laboratory - Bugdorms™
(top-left), customized plastic storage boxes (top-right), plastic food tubs (bottom-left) and Petri dishes
(bottom-right).

Field collected P. vulgatissima and G. lineola adults were maintained at room
temperature (20°C + 2°C). Chambers were kept in a quiet naturally lit area in the laboratory.
Adult P. vulgatissima and G. lineola did not lay eggs in the rearing chambers but egg-laying
did occur in the food tubs and these were used for life-stage experiments. Adult populations

maintained in food tubs were supplied with fresh Salix foliage every second day. The end of
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the feeding rods in the rearing chambers were placed in water-filled 100 ml Parafilm-
sealed conical flasks and the leaf petioles in the Petri dishes were placed through holes in
the lids of 1.5 ml safe-lock micro-centrifuge tubes with water. Relative humidity values
were regularly recorded (>90% relative humidity using a Testo 635-2 thermohygrometer).
Any excessive moisture accumulating on the inside of the Petri dishes was removed with a
cloth or tissue when foliage was replaced. Similarly, during larval experimentation and
rearing, a build-up of moisture needed to be avoided in smaller environments such as Petri
dishes and food tubs as preliminary work with various life-stages of P. vulgatissima and G.
lineola showed that drowning or the possible onset of pathogenic infections (i.e. fungi) was
a potential threat. These were lined with moist filter paper as done in feeding preference
experiments by Kendall et al. (1996) and Peacock et al. (2001) to allow foliage to remain
fresh for the duration of each experiment and reduce moisture build-up on Petri dishes

interiors.

P. vulgatissima and G. lineola have been found to express feeding preferences
among willow varieties due to differing leaf morphology and levels of phenolic glycosides,
condensed tannins, water content and nitrogen present in the leaves (Kelly & Curry, 1991c;
Kendall et al.,, 1996; Rank et al., 1998; Torp et al., 2013). Research on host variety effects
has shown that variety choice significantly impacts upon adult fecundity, survival and
weight gain as well as larval development, mortality and weight gain under laboratory
conditions (Peacock et al.,, 2004). During this research, Salix foliage cuttings were taken
from sites where beetles were collected and found to predate heavily on host plants. In a
study by Dalin & Bjorkman (2003), P. vulgatissima larvae on plants previously exposed to
adult grazing consumed less total leaf area and showed more dispersed feeding than larvae
on plants protected from grazing. Therefore, when possible, foliage with less feeding
damage was obtained from the sites to feed to all stages of both beetle species so that host
plant defences and plant condition had a minimal or no negative impact. Kelly & Curry
(1991a) found adult P. vulgatissima expressed a preference for young leaves, with a higher
level of feeding damage on upper than on mid shoot leaves also. Therefore, newly sprouted
willow stems and shoots with sufficient foliage were collected for feeding purposes. Fresh
foliage for feeding and oviposition medium was always available during experimental
phases - either as collected and stored at 4°, directly from the sites where collections
originally took place or from on-site greenhouse planted varieties (see Section 2.3). The
same varieties and source of foliage provided to all beetle life cycle stages was consistent
with the varieties found at the sites of collection except in experiments when effects of host
plant varieties on beetle development and performance were been examined (see Section

3.3).
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2.3 Salix Variety Collection and Planting

Salix foliage was acquired from the same plots during beetle collections, to be used for
feeding and ovipositioning by laboratory cultures. Efforts were made to secure cuttings
with young foliage that had not yet been predated upon by herbivorous insect species
within the SRCW crop. This was to provide the maximum amount of feeding material with
minimum induced plant defences (Dalin & Bjorkman, 2003) as explained in Section 2.2.
Cuttings were taken from stems using secateurs. These were placed in black plastic bags
with one litre of water added to the base of the bags to prevent foliage from drying out.

They were stored at 4°C and usable for up to 4 weeks.

Different Salix varieties were obtained from the beetle collection sites. These
were used for variety/temperature-dependent experimentation (see Section 3.3). 50 cm
(Iength) rods were cut from different established varieties in late winter. These were
transported back to research facilities, placed in 10 L buckets with 2-3 L water base and
stored at 4°C. This was performed to replicate winter conditions and promote budding.
Buckets with rods were removed from cold storage after 3-4 weeks and placed in a 20°C
temperature controlled greenhouse. 15-20 rods per variety were planted in 10 L pots when
rooting commenced. Pots contained a composition of moss peat, agricultural sand and
vermiculite at a ratio of 2:1:1 by volume. The pots were placed in random order in black
soil trays and placed on metal tables in the greenhouse under photoperiod conditions
16L:8D. The planted rods were watered regularly and allowed to establish over 3-4 months,

developing through distinguishable phenological stages such as vegetative budburst, leaf

expansion and stem elongation defined by Saska & Kuzovkina, (2010) (Figure 2.4).

™

Figure 2.4 Salix varieties planted and grown in greenhouse as feeding/oviposition medium for beetles.
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2.4 Incubator Calibration

Numerous studies have been conducted measuring the effects of temperature on the
development of insect species using controlled temperature environments such as growth
chambers, climatic rooms and incubators to maintain different constant temperatures
(Lapointe, 2000; Nava & Parra, 2003; Diaz et al., 2008). Although many studies refer to
temperature conditions within these cultivation enclosures as being maintained within
+0.5°C of the set constant temperature, most studies provide minimum information
regarding how constant temperatures are monitored. Some climatic chambers provide
temperature monitoring details through inbuilt digital temperature display panels.
However, these instantaneous readouts do not take into account micro-environments that
may exist within the incubators with temperature measurements captured at a single or
limited number of points within the chamber (Wagner, 1991). The occurrence of
temperature fluctuations within these units and the importance of accounting and
controlling for these conditions during temperature-dependent experimentation have been

identified (Howe, 1967).

Figure 2.5 LMS Series Three Cooled Incubators (200W models) (left) with shelving lay-out used during

experimentation (right).

During preliminary experimentation, external digital temperature readings for
LMS Series Three Cooled Incubators (200W models) were accepted as the definite
temperature at which different life-cycle stage development rate data for P. vulgatissima
and G. lineola was being captured (Figure 2.5). Specifications for the cabinets allowed for
temperature variation of +0.5°C. However temperature data-loggers (Testo 175-T3 with

external thermocouples) showed that incubator digital temperature readings were
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inaccurate and these were used to validate temperatures within incubators for final
experiments. Temperature probes in sealed containers such as Petri dishes and food tubs
were placed at predetermined points, towards the front (closest to the door) and back of
the four shelves in the cabinets, to identify any location-specific differences in temperatures
experienced. The positioning of containers under Osram Lumilux L10W /827 Cool Daylight
fitted fluorescent lights, directly above the shelves, was assessed as a possible factor
promoting temperature fluctuation at points within the incubators also. Temperature
validation was carried out at 2 minute intervals over a 96 hour period with photoperiods of

16:8 light:dark (L:D) at different constant temperatures - 15°C, 20°C, 25°C and 27°C.

Container positioning on the shelves from the front to the back of the cabinets did
not result in differences in temperature. Additionally, temperature remained consistent
across all four shelves. Temperature fluctuation was discovered to be higher than expected
in the containers placed in the incubators. However, temperature variation was evident
between the sequential light and dark phases (Figure 2.6). During the light phase,
temperatures within containers increased by approximately 1.5°C-3°C above set
temperatures. This was observed at all constant temperatures examined. During the dark
phase, temperatures remained within +0.5°C of the set constant temperatures. To correct
for this increase in temperature during the light phase, the set incubator temperature was
adjusted to a lower temperature during this phase. When the set temperatures were offset
by -1.4°C (i.e. 13.6°C, 18.6°C, 23.6°C and 25.6°C) during the light phase, temperatures
remained within +0.5°C of the required constant temperatures. It was established that
temperature variation could be controlled for during the dark phase, by offsetting the
required constant temperatures by +0.2 °C (i.e. 15.2°C, 20.2°C, 25.2°C and 27.2°C) also.
Further measures to reduce minor temperature fluctuation and visible moisture build-up
on the underside of the container lids within the cabinets involved removing two of the
shelves with two attached fluorescent lights and doubling the distance between the light

sources and the two remaining shelves.
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Figure 2.6 Temperature recorded in uncalibrated (top) and calibrated (bottom) incubators using

temperature data-loggers.

2.5 Statistics and Software

All statistical tests were carried out (unless otherwise stated) using software
packages Minitab v. 16 (Minitab Ltd.; Coventry, UK), IBM SPSS Statistics v. 20.0 (SPSS Ltd.;
Hong Kong) and Statgraphics Centurion XVI (Statpoint Technologies, Inc.; Virginia, USA).
Discrete data-sets for development and oviposition times were tested for normality using
the Anderson-Darling method. These data-sets were significantly different from a normal
distribution (o = 0.05 - for all experimentation a p-value of +0.05 was deemed statistically

significant) and normality could not be achieved by transformation. The Mann-Whitney U-
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test was used when comparing two data-sets and the Kruskal-Wallis test was used when
comparing three data-sets or more. When multiple pairwise comparisons were made
between data-sets using the Mann-Whitney U-Test, the level of significance was adjusted
according to Bonferroni (p-value / number of comparisons). Discrete data-sets for total
fecundity were tested for normality using the same method. This data-set conformed to a
normal distribution and it was tested for equality of variances using Levene’s test. No
significant difference among the variances was found and data-sets were compared using a
one-way ANOVA for multiple samples with Tukey’s post-hoc test. Binomial data-sets
(reproductive diapause - 1 for diapause, 0 for reproductive) were analysed using logistic
repression using Statistical Analysis System v. 9.3 (PROC GENMOD, binominal, logit) (SAS

Institute Inc., North Carolina, USA).

Insect and plant linear regression models were developed using Microsoft Office
Excel 2010 (Microsoft, Washington, USA). The differences between the intercepts and
differences between the slopes were assessed when the comparison of regression lines was
required. Coefficients for empirical non-linear regression insect models were estimated
through identified statistical packages using the Levenberg-Marquardt algorithm, with
convergence criterion set to 0.00001 and the confidence level for all intervals set at 95.0.
The algorithm is an ordinary least squares method based on successive iterations for
parameter optimization (Marquardt, 1963). The method requires the provision of initial
starting values for final parameter estimation. These values were based on coefficients
estimations delivered in similar published studies. Parameters for biophysical non-linear
regression model (Sharpe-Schoolfield-Ikemoto model (Ikemoto, 2005, 2008)) (see Section
4.1.2.5) were estimated using a function OptimSSI-P v. 2.7 (Shi et al, 2011a; 2011b;
Ikemoto et al., 2013). This function runs on R statistical software v. 2.15.1(R Foundation for
Statistical Computing, Vienna, Austria) and incorporates the optimization algorithm of
Nelder & Mead (1965). This program was used to estimate coefficients for complex non-
linear regression models such as the Unified model (Chuine, 2000) also (see Section 5.3.3),
with selected initial starting values based on parameter estimations obtained from similar

published studies aswell.

Model performance evaluation of linear and non-linear regressions models were
made based on goodness-of-fit statistics: coefficient of determination (R?), residual sum of
squares (RSS), root mean square error (RMSE), Akaike information criterion (AIC) and
Bayesian information criterion (BIC). These values were provided by the statistical
software packages or calculated step-by-step using Microsoft Office Excel 2010 (Microsoft,
Washington, USA).
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All graphs were constructed using Microsoft Office Excel 2010 v.12.0 (Microsoft,
Washington, USA) and Matlab version R2012a (Mathworks, Massachusetts, USA). Plant
phenology models were constructed using Microsoft Office Excel 2010 v.12.0 (Microsoft,
Washington, USA) and R statistical software version 2.15.1 (R Foundation for Statistical
Computing, Vienna, Austria). The insect phenology/voltinism model was constructed using
Matlab version R2012a (Mathworks, Massachusetts, USA). Phenology/voltinism maps were
constructed using an inverse distance weighted technique in ArcGIS v.10.2 (ERS],

California, USA).
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3 EXPERIMENTATION

This chapter presents and discusses the results of experiments that were carried out during
this research, to investigate the effects of environmental factors such as temperature,

photoperiod, but also host plant on willow beetle life-histories.

3.1 Experiment One: Temperature-Dependent
Development and Survival of Phratora vulgatissima
and Galerucella lineola - Eggs, Larval and Pupal Stages

Insects are poikilothermic; that is they do not regulate their body temperature which varies
with ambient. Since body temperature of poikilotherms is usually very close to that of their
surrounding environment, temperature is the driving force behind insect behaviour,
ecology and physiology (Porter et al, 1991; Bale et al., 2002; Kontodimas et al., 2004).
Many studies have investigated how temperature influences insect development and
survival (Régniere, 1987; Bentz et al., 1991; Kim et al., 2001). In general, developmental
time decreases as temperature increases within a range, between a lower and upper
temperature threshold, with survival peaking at a point within the developmental window
(usually around an optimum temperature for development) and dipping around the

thermal thresholds (see Section 4.1.2).

Limited work has been conducted on the effects of temperature on P.
vulgatissima and G. lineola with different studies commenting on the development time of
various immature life-cycle stages at single constant temperatures. Focussing on the life-

cycle and ecology of willow beetle on Salix viminalis in England, Kendall & Wiltshire (1998)
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noted that the mean development time, from laying to hatching, for Phratora vulgatissima
eggs in laboratory conditions at 15°C was 15 days while the mean development time of
larvae and pupae instars at 15°C was 49 days; almost double the time at 25°C of 27 days.
Similarly, Kelly & Curry (1991a) investigating the biology of P. vulgatissima on S. viminalis
in Ireland, noted an egg hatch period at 20°C of 5-7 days; less than half the time at 15°C as
recorded by Kendall & Wiltshire (1998).

The objectives of this experiment were to determine the effects of temperature
on the developmental periods and survivorship of P. vulgatissima and G. lineola life-cycle
stages - eggs, larvae and pupae - under controlled environmental conditions. Such
information on the thermal requirements and limitations for development of willow beetles

were to be used for constructing a phenology/voltinism model (see Chapter 6 ).

3.1.1 Materials and Methods

Egg clutches were obtained daily from P. vulgatissima and G. lineola adults that were
collected in the field and stored as laboratory colonies (see Sections 2.1 and 2.2). Stock
cultures were supplied daily with fresh field or greenhouse grown foliage removed from
Salix clones with S. viminalis parentage. Egg clutches used were therefore always laid

within a 24 hour period prior to set-up.

Leaves and attached egg clutches were placed in 9 cm (diameter) x 1.5 cm (height)
Petri dishes (Figure 3.1). The petiole of the leaf was placed through the lid of a 1.5 ml
micro-centrifuge tube containing water. One clutch containing a variable number of eggs
was placed in each Petri dish. Petri dishes were base-lined with tap water moistened 90
mm filter paper. Relative humidity was monitored throughout the experiment using a Testo
635-2 thermohygrometer. Relative humidity was greater than 75% within the Petri dishes
which was representative of conditions in the field. The Petri dishes were closed and sealed
using Parafilm® (Pechiney Plastic Packaging; Menasha, USA) and placed in incubators set
at different constant temperatures of 10°C, 12°C, 15°C, 20°C, 25°C, 27°C, 28°C, 29°C, 30°C,
31°C and 32°C £ 0.5°C depending on the species been analysed. Temperature in the Petri
dishes was monitored using data-loggers. A photoperiod of 16:8 light:dark (L:D) was used.
There was a minimum of ten dishes placed in each temperature treatment but the number
of dishes per treatment varied due to differing numbers of eggs per clutch in each dish.
Eggs were observed daily under a Leica EZ4 dissection microscope and the total number of

larvae. Egg clutches that did not hatch were removed from the study as egg clutch viability
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was not assessed. However single eggs that did not hatch from clutches that successfully
produced larvae were classified as dead with the total survival percentage noted. Filter
paper was replaced when necessary, excessive condensation was removed from the inside

of the Petri dishes using tissue and water in the tubes was replenished.

Figure 3.1 Petri dishes used for P. vulgatissima and G. lineola eggs development and survival

experiments in incubators with surrounding buffers to reduce disturbance.

Leaf degradation occurred at the lower temperatures (10°C and 12°C) due to
longer time requirements for development. Leaf-surface area surrounding the egg clutch
was therefore trimmed before or during the experimental process using a laboratory
scissors to remove decomposing leaf material. In preliminary experiments, the bacteria and
fungi that colonise the leaves was suspected to inhibit hatching, particularly at the lower
temperature treatments. The egg clutch and the surface of the leaf in each replicate at the
lower temperature treatments were surface sterilised with 1% sodium hypochlorite
(NaClO) and 16.5% sodium chloride (NaCl). Using a fine artist paint-brush, the sterilising
fluid was applied and allowed to sit for a 2-3 minutes. The solution was washed off using

tap water subsequently, before being delicately dried using laboratory paper towel.

After eggs hatched, neonate larvae were transferred to new foliage, from field or
greenhouse grown stock, using a fine artist paint-brush. Stems with 3-4 attached leaves
were used as feeding substrates. Similar to methods used for investigating eggs
development, stems with attached leaves were placed through the lid of a 1.5 ml micro-
centrifuge tube containing water. The foliage was placed in food tubs (Figure 3.2).

Moistened filter paper was added to the base of the units. Larvae hatching from one batch

37


http://en.wikipedia.org/wiki/Sodium_hypochlorite
http://en.wikipedia.org/wiki/Sodium_chloride

of eggs tend to aggregate together and feed in rows (Karp and Peacock, 2004). Therefore,
larvae were placed in a group of 10-15 on the underside of a leaf in each tub. Emerging
larvae were kept at the same temperature as the eggs from which they emerged. If numbers
at a temperature treatment were low due to poor egg survival, additional eggs were reared
at room temperature and emerging larvae were placed at the experimental temperature on
day of emergence. A minimum of ten dishes were placed in each treatment but the number
of dishes per treatment varied due to differing numbers of larvae in each dish. Larvae were
observed daily. During observations, foliage and stem water were replenished. Filter paper
was replaced when necessary and frass was removed. Excess moisture was also removed

from the inside of the food tubs.

Figure 3.2 Tubs used for P. vulgatissima and G. lineola larval and pupal development and survival

experiments in incubators with surrounding buffers to reduce disturbance.

When larvae reached late third instar phase, they began to withdraw from their
feeding positions on the leaves to seek sheltered sites for pupation as they do in their
natural environment (Sage & Tucker, 1998). When this behaviour was observed, filter
paper was removed and a ratio of 1:1 by volume mixture of moss peat and sterilised sand
was added to the food tubs. Depth of the mixture was <1 cm to facilitate observations. The
total number of larvae completing stage development and the duration of development for
each larva was recorded. Larvae that did not pupate were classed as dead with the total
survival percentage noted. Pupae were observed daily until adult eclosion. The total
number of pupae developing at each temperature treatment and the duration of

development for each pupa was recorded.
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3.1.2 Results

The mean development times and mean percentage survival rates for P. vulgatissima and G.
lineola life-cycle stages are presented in Table 3.1 and Table 3.2. Graphs for mean
development times with associated statistics regarding pairwise comparison amongst
temperatures, relative frequency distributions for development times and percentage
survival rate are provided in Appendix I. The duration and survival of different stages of P.
vulgatissima and G. lineola development varied as a function of temperature with

considerable differences between different constant temperature treatments.

P. vulgatissima development of eggs, larvae and pupae occurred over the range
10°C - 28°C. No development occurred at 29°C, 29°C or 28°C for eggs, larvae or pupae
respectively. The mean number of days for the completion of life-cycle stages generally
decreased as the temperature increased (eggs: Kruskal-Wallis test, H = 1739.887, d.f. = 6, P
< 0.001; larvae: Kruskal-Wallis test, H = 1733.558, d.f. = 6, P < 0.001; pupae: Kruskal-Wallis
test, H = 537.223, d.f. =5, P < 0.001 (Table 3.1). The mean number of days for eggs to hatch
decreased by approximately fivefold from 28.2 days at 10°C to 5.6 days at 27°C. The mean
time required for larvae to develop decreased by more than fourfold from 61.0 days at 10°C
to 14.2 at 27°C. The mean number of days for pupae to develop decreased threefold from
20.6 days at 10°C to 5.7 days at 25°C. Decreases in development times were much greater

for all stages between 10°C and 20°C than for temperatures greater than 20°C.

Due to high mortality levels (likely in cases as a result of fungus establishing on
degrading leaf material despite sterilisation, particularly during the eggs stage),
development time at temperatures lower than 10°C are not presented for any life-cycle
stage (Table 3.2). There was a slight increase in mean number of days required for
development from 27°C to 28°C of 5.6 days to 5.8 days for eggs and 14.2 days to 14.5 days
for larvae, and from 25°C to 27°C of 5.6 days to 5.8 days for pupae. Increases in
development times at the higher temperatures indicated stressful conditions for the insects
as percentage survival rates decreased and no complete development occurred at

temperatures higher than these.
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Table 3.1 Mean (* standard error (SE)) development times (in days) for P. vulgatissima and G. lineola
life-cycle stages at different constant temperatures for number of samples (N) (no development denoted
by ----- ). Different letters indicated a significant difference between temperatures (Kruskal-Wallis,

P<0.001 and post hoc pairwise comparison, P=0.05).

Temperature (°C) Eggs N Diff Larvae N  Diff Pupae N Diff
P. vulgatissima

10 28.20£0.14 131 A 61.03£0.35 38 A 20.64+£0.22 24 A
12 18.00+0.14 471 B 48.42+0.22 237 A 17.82+0.08 49 A
15 13.18+0.09 293 C 30.52£0.21 430 B 11.36+0.08 225 B
20 7.40+0.03 337 D 21.34£0.18 420 C 7.38+0.06 136 C
25 6.06+0.03 375 E 17.02+0.14 376 D 5.69+0.05 127 D
27 556+0.04 226 F 14.19+0.17 383 E 5.83+0.12 29 D
28 5.81+x0.06 75 EF 14.47+0.19 15 EF -

G. lineola

0 e 76.76+1.16 17 A -

12 2890£0.09 62 A 5677073 26 A  1856x021 34 A
15 15.66+0.09 243 A 2852+021 137 A  13.49:£0.07 84 AB
20 7.90+0.03 309 B 16.25¢0.17 60 B  7.66:008 59 B
25 6.08+0.03 606 C 14.29+0.09 298 C 5.48+0.04 240 C
27 573005 351 D  13.05¢0.11 165 D  4.67:007 87 D
29 622011 49 (D 1514025 50 BC 4.63:010 24 D

K 5.00+0.00 3 BCDE

Percentage survival was greater than 65% for all P. vulgatissima life-cycle stages between
and including 15°C and 25°C (Table 3.2). Percentage survival for eggs was greater than 70%
at lower temperatures 10°C and 12°C, dropping to approximately 63% at the maximum
temperature of 28°C. Percentage survival was approximately 60% and 79% for pupae at
the lower temperatures of 10°C and 12°C respectively, decreasing to approximately 57% at
the upper temperature 27°C. Due to longer developmental times experienced at the lower
temperatures for the larvae stage, low survival percentages, when compared to other
immature life-cycle stage survival percentages at similar temperatures, of approximately
42% and 45%, were observed at 10°C and 12°C respectively. At the other end of the
constant temperature test range, similarly low survival percentages of approximately 46%

and 13% were recorded at 27°C and 28°C, respectively.
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Table 3.2 Mean percentage survival rates for P. vulgatissima and G. lineola life-cycle stages at different

constant temperatures (no survival denoted by ----- ).

Temperature (°C) Eggs Larvae Pupae

P. vulgatissima

10 71.58 41.76 60.00
12 70.40 44.72 79.03
15 82.54 71.43 90.73
20 85.97 74.47 88.31
25 73.10 65.73 89.44
27 74.10 46.31 56.86
28 62.50 1250 e

G. lineola

50— 4146 e

12 70.45 31.33 54.84
15 87.41 69.19 96.55
20 71.86 72.29 98.33
25 75.94 64.92 94.49
27 65.00 48.39 84.16
29 39.20 41.67 58.54
31 e e 30.00

Preliminary work suggested G. lineola developed at slightly higher temperatures
than P. vulgatissima. Therefore, the effects of constant temperature on G. lineola eggs, larvae
and pupae life-cycle stages were assessed at higher temperatures than for P. vulgatissima. G.
lineola development of eggs, larvae and pupae occurred between and including 12°C and
29°C, 10 and 29°C and 12°C and 31°C respectively. No development occurred at 31°C, 31°C
or 32°C for eggs, larvae or pupae respectively. The mean number of days for the completion
of life-cycle stages generally decreased as the temperature increased (eggs: Kruskal-Wallis
test, H = 1215.203, d.f. = 5, P < 0.001; larvae: Kruskal-Wallis test, H = 511.356, d.f. = 6, P <
0.001; pupae: Kruskal-Wallis test, H = 428.188, d.f. = 6, P < 0.001) (Table 3.1). The mean
number of days for eggs to hatch decreased approximately fivefold from 28.9 days at 12°C
to 5.7 days at 27°C. The mean time for larvae to develop decreased approximately sixfold
from 76.8 days at 10°C to 13.1 days at 27°C. The mean number of days for pupae to develop
decreased approximately fourfold from 18.6 days at 12°C to 4.6 days at 29°C. Decreases in
development times were much greater for eggs and pupae between 12°C and 20°C and

10°C and 20°C for larvae than for temperatures greater than 20°C.

Similar to P. vulgatissima, high mortality levels (likely in cases as a result of

fungus establishing on degrading leaf surfaces, particularly during the egg stage),
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prevented development at temperatures less than 12°C for eggs and pupae(Table 3.2).
Larvae obtained from eggs laid and reared at 20°C were placed at 10°C prior to hatch.
Development time at temperatures lower than 10°C was not assessed at any life-cycle stage.
No development occurred at 31°C, 31°C or 32°C for eggs, larvae or pupae respectively.
Comparable with previous P. vulgatissima results at the higher temperatures, G. lineola eggs
stage development period experienced an increase in days required for development at
29°C of 6.2 days. The mean number of days required for larval development days increased
from 13.1 days at 27°C to 15.1 days at 29°C. Likewise, for pupae stage completion, the mean
number of required development days increased from 4.6 days at 29°C to 5.0 days at 31°C.
The higher temperatures indicated stressful non-optimal conditions as there was a
decrease in the number of insects surviving, an increase in physical deformities for beetles
that did complete development and no development at constant temperatures beyond

these treatments.

For G. lineola, survival for the egg stage development period was greater than 70%
from 12 to 25°C, dropping to 65% at 27°C and approximately 39% at 29°C (Table 3.2).
Similar to P. vulgatissima, G. lineola larvae survival rates were lower when compared to
other immature development stages due to longer required development times with lowest
values of approximately 31% at 12°C and approximately 41% at 10°C and 42% at 29°C.
However, from 15°C to 25°C, survival rates were greater than approximately 65%. For the
pupae developmental stage, percentage survival was greater than 84% from 15°C to 27°C

dropping to approximately 59% at 29°C, 30% at 31°C and 55% at 12°C.

3.1.3 Discussion

Temperature exerts a profound influence on the development of insects. The effects of
temperature on the insect development may vary among species, but lower temperatures
typically result in an increase in the duration of the time spent in each developmental stage.
Results from this experiment showed that the developmental time for different stages of P.
vulgatissima and G. lineola life-cycles declined with increasing temperature as expected.
However, P. vulgatissima eggs and larvae did not complete development when the
temperature treatment was greater than 28°C and P. vulgatissima pupae did not mature at
temperatures higher than 27°C. G. lineola eggs and larvae completed stage development at
slightly higher temperatures of 29°C while a limited number of pupae reached adulthood at

31°C. Comparing this data with the very limited published data on temperature-dependent
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stage development of P. vulgatissima, there were slight differences in results. Kendall and
Wiltshire (1998) recorded a mean development time for P. vulgatissima eggs at 15°C of 15
days compared to 13.2 days for this study. With large sample sizes for both data-sets, a
difference of almost 2 days could have been due to a number of reasons ranging from
unmanaged temperature variation in incubators used in experiments to genetic differences
between different geographical populations (Grassberger & Reiter, 2002; Nabity et al,
2006). Kelly & Curry (1991a) noted an egg developmental period at 20°C of 5-7 days. A
slightly greater mean development time of 7.4 days was recorded at the same temperature
in this study. No temperature-dependent development data has been published for G.

lineola.

Developmental times for these two beetle species can be compared as they
frequently appear to operate within the same ecological niche. G. lineola egg stage
development occurred over longer time periods, especially at 12°C and 15°C, with
differences between the mean development times for the two species of 10.9 days and 2.5
days respectively. G. lineola larval stage development took longer at 10°C and 12°C, with
differences of 15.7 days and 8.4 days respectively. However, for 15°C and higher, P.
vulgatissima developmental times were larger, especially at 20°C and 25°C, with differences
of 5.1 days and 2.7 days respectively. G. lineola pupae developed over longer time periods
at the lower constant temperatures, with the greatest difference between developmental
times occurring at 15°C of 2.1 days. Such differences in life-cycle stage completion for
species operating within the same ecological niche have been recorded in other
temperature-dependent development time studies despite the potential for interference

competition (Blossey, 1995; Kontodimas et al., 2004).

Complications arise with insect development at unfavourable low and high
temperatures. In a similar investigation on the developmental effects of various constant
temperatures on another chrysomelid beetle’s development, Lamb & Gerber (1985)
acknowledged the tendency for Entomoscelis americana (red turnip beetle) to develop with
visible abnormalities at temperature extremes, outside of the considered optimal range. In
this experiment, it was demonstrated that constant exposure to high temperatures reduced
the survival of P. vulgatissima and G. lineola eggs, larvae and pupae, with the incidence of
malformed adults higher at temperatures greater than or equal to 28°C for both species. A
small sample of G. lineola pupae were observed to complete development at 31°C with
earlier immature life-cycle stages failing to do so, suggesting that suitable temperature
ranges for development might differ between life-cycle stages. However, due to the

fluctuation of temperatures under normal field conditions, a detailed study is needed to
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determine the effects of exposure duration of the temperatures shown to be close to critical

temperatures in this study.

The pattern of exposure to critical temperatures influences survival in many
insect species. Although development times under constant temperatures are frequently
similar to times under fluctuating temperatures (Campbell et al, 1974) some studies
suggest that daily temperature cycles may play a role in insect development (Rock, 1985,
Roltsch et al., 1990 Fornasari, 1995). Short-term exposure to low and high temperatures in
daily temperature cycles may change mortality or development rates beyond those found
with constant temperature studies, particularly when some constant temperatures go
beyond the lower or upper temperature thresholds where complete stage development is
rarely achieved (Beck, 1983). For example, Plutella xylostella (diamondback moth)
development from egg to adult was recorded for constant temperatures within the range
8°C - 32°C only but for alternating temperatures 4°C - 12°C and 28°C - 38°C at 12L:12D,
immature life-cycle development was completed also (Liu et al, 2002). Similarly no
offspring of Metopolophium dirhodum (cereal aphid) survived as third instars when reared
at 27°C but at a temperature of 31°C, survival was not reduced to zero if the exposure

period was less than 8 hrs per day for up to 6 days (Ma et al., 2004).

Fungal infection of eggs at the lower temperatures of 10°C and 12°C was a study
limitation, especially for G. lineola. In preliminary tests and experimental runs, it was found
that fungal infection substantially reduced egg survival at temperatures less than or equal
to 12°C for P. vulgatissima. However, when eggs were surface sterilised, results obtained
enabled comparison of the temperature effects over a wider temperature range without
confounding variables. This finding was similar to results in studies by Leppla et al. (1973),
Connell (1981) and Byres (1995). Egg survival at the lowest temperatures tested in this
experiment was 71.6% for P. vulgatissima at 10°C and 70.5% for G. lineola at 12°C which
indicates that these temperatures were not unfavourable for egg survival and further
development may be achieved for colder temperatures (< 10°C and 12°C respectively)

under more natural conditions.

In conclusion, temperature was found to have pronounced effects on the
development of P. vulgatissima and G. lineola. Results from this experiment showed that P.
vulgatissima and G. lineola were sensitive to high constant temperatures greater than 28°C
and 31° respectively. These temperatures are infrequent in their occurrence under current
Irish climate conditions and would not be encountered constantly over a 24hr
developmental period. Therefore under fluctuating summer temperature regimes, stage

development is unlikely to be impeded.
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3.2 Experiment Two: Temperature-Dependent Pre-
Ovipositing Development of Phratora vulgatissima

Insects in temperate regions face seasonal challenges such as an absence of food, severe
winter conditions and the necessity to synchronise reproduction with suitable
environmental conditions (Goehring & Oberhauser, 2004). Various adaptations to these
challenges include dormancy, migration and seasonal polyphenism, with combinations of
these traits constituting a genetically programmed diapause syndrome (Tauber et al., 1986).
Highlighting the dynamic aspects of the syndrome, Tauber et al. (1986) broadly defines

diapause as

“a neurohormonally mediated, dynamic state of low metabolic activity.
Associated with this are reduced morphogenesis, increased resistance to
environmental extremes, and altered or reduced behavioural activity. Diapause
occurs during a genetically determined stage(s) of metamorphosis, and its full
expression develops in a species-specific manner, usually in response to a
number of environmental stimuli that precede unfavourable conditions. Once
diapause has begun, metabolic activity is suppressed even if conditions

favourable for development prevail.”

Typical diapause among insects consists of several phases including induction,
maintenance and termination (see Section 3.4). For many temperate insects, diapause
termination is known to occur in mid-winter, before favourable conditions return in spring
(Tauber et al., 1986; Hodek, 2002). Following this, most insects remain in a species-specific
transitional state of post-diapause quiescence, with positive changes in limiting factors
such as temperature, moisture and food availability allowing the organism to continue to a
post-diapause direct development resumption phase (Tauber et al., 1986; Kostal, 2006).
Where the diapausing life-cycle stage is the adults, the post-diapause transitional period
that follows usually includes ovarian development leading to the initiation of oviposition by
females while criteria for males include the resumption of mating behaviour and the

capability to transfer sperm to females (Tauber et al., 1986).

Many studies have focused on insect diapause induction, maintenance and
termination as well as their regulation mechanisms (Tauber et al., 1986; Hodek & Hodkova
1988; Danks, 1992; Denlinger, 2002; Kostal, 2006). However, limited work has been

devoted to post-diapause development and reproduction. Complexities arise in evaluating
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the impact of individual environmental factors on post-diapause insects because many of
these factors interact in a complex manner with each other, along with other biological
factors, to determine behaviour, development and growth (Tauber et al., 1986). But similar
to seasonal periods characteristic for normal development and growth, temperature is
usually the primary governing environmental factor (Tauber et al., 1986). Because of this,
many of the studies on post-diapause development and reproduction have focussed on the
impact of temperature (Barker & Charlet, 1993; Kontodimas et al., 2004; Iranipour et al.,
2010).

Studies have referred to P. vulgatissima emerging from overwintering sites and
feeding for a period, before mating and ovipositing on the leaves (Kendall & Wiltshire, 1998;
Karp & Peacock; 2004; Dalin, 2011). Additionally, the proportions of field-based P.
vulgatissima, with immature, intermediate and mature ovaries at different stages during
their post-diapause preoviposition stage were identified by dissection (Kelly & Curry,
1991a). These studies suggest that, like certain Coccinellidae species, P. vulgatissima
require post-diapause feeding to initiate reproductive development leading to oviposition.
However, the impact of environmental factors on P. vulgatissima post-diapause
development has received limited attention in literature (Dalin, 2011). In this experiment,
the effects of constant temperature on the post-diapause developmental period of adult P.
vulgatissima (and to a lesser extent post eclosion developmental period) were explored to
assess the time of first oviposition by females which is imperative for forecasting

phenology and voltinism in response to climate conditions.

3.2.1 Materials and Methods

Stem cuttings collected in late winter from a plantation growing Salix clones with S.
viminalis parentage were placed in individual pots containing a composition of soil, sand
and vermiculate in a greenhouse with a 16L:8D photoperiod at a constant 20°C
temperature (see Section 2.3). Foliage produced by the plants was used for adult insect
feeding during experimentation. Overwintering adult P. vulgatissima were collected from
resting sites in the field in late winter (February). Insects were transferred to the
laboratory where they were distinguished by sex. This was achieved by examining the
tarsus segments - in males, the second/third segments are wider and more round (leaf-
shaped) than in females (P. Dalin, personal communication). Insects were placed in food

tubs in groups of three - one female and two males - to allow for occasional male mortality.

46



The containers were base-lined with water-moistened 90 mm filter paper and replaced
regularly between or during observations with excess moisture and frass within the
container removed. Adults were provided with greenhouse-grown foliage every 2-3 days as

per Section 3.1.1.

Insects were placed in climate chambers at constant temperatures of 10°C, 12°C,
15°C, 20°C, 25°C and 27°C £0.5°C and photoperiod of 16L:8D with at least twenty replicates
in each treatment. The beetles were assumed to have terminated diapause in the field but
not initiated post-diapause development when collected as the mean temperature in the
field had rarely increased above +5°C during the winter season. Some of the beetles were
found to be parasitized by hymenopteran and tachinid species (Figure 3.3). Tubs in which
the female died before oviposition were excluded from the study. In circumstances when a
male died prior to the female ovipositing, the death was recorded and the male was

replaced with another mature male. Tubs were monitored daily until eggs were recorded.

3.2.2 Results

The mean post-diapause development times for P. vulgatissima, but also mean post-
eclosion development times for P. vulgatissima and mean post-diapause development times
for G. lineola are presented in Table 3.3. Graphs for mean development times with
associated statistics regarding pairwise comparison amongst temperatures and relative
frequency distributions for development times are provided in Appendix II. Temperature
had an effect on post-diapause preoviposition for P. vulgatissima (Kruskal-Wallis test, H =
158.817, d.f. = 5, P < 0.001). Female beetles laid eggs at all temperatures between and
including 10 and 27°C. The mean number of days required for females to oviposit declined
from 34.3 days at 10°C to 5.8 days at 25°C. As per P. vulgatissima immature life-stage
developmental times, changes in required times before first oviposition were much greater
between constant temperatures in the lower range of treatments when compared to
constant temperatures in the upper range of treatments. The mean time for first egg-lay
decreased from 34.3 days to 7.8 days between 10°C and 20°C respectively, a reduction of
approximately 75%. The decrease in mean time to egg-lay from 7.8 to 5.8 days from 20°C to

25°C respectively was less pronounced.
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Table 3.3 Mean (* SE) post-diapause development times (in days) and mean (SE not included due to low
numbers) post-eclosion development times (in days) for P. vulgatissima at different constant
temperatures, and mean (SE not included due to low numbers) post-diapause development times for G.
lineola at different constant temperatures for number of samples (N) (no development denoted by ----- ).
Different letters for post-diapause preoviposition development indicated a significant difference