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Abstract 

This paper details a novel procedure for accurately classifYing lower facial expres
sions. A shape model is developed based on an anatomical analysis of facial expression 
called the Facial Action Coding System (FACS). This model analyzes the movement in 
shape due to the formation of a specific expression. We apply Kernel Principal Compo
nent Analysis (K.PCA) to the shapes in the training set and classifY new unseen expressions 
by using Support Vector Machines (SVMs). We further analyse our model by attaching a 
probability measure to the outputs. 

Keywords: Facial expression classification, Kernel Principal Component Analysis (KPCA), 
Support Vector Machines (SVMs). 

1 Introduction 

Of all the human senses, vision is the most informative with the majority of activity in our 
brain being concerned with visual processing. One of the most interesting and difficult visual 
processing tasks is facial image analysis. Of major importance here is the classification of 
facial expressions. 

This paper details a technique that enables a computer to classify specific changes to the 
shape of a mouth. The approach taken employs psychological tools, computer vision tech
niques, and machine learning algorithms. We construct a training set such that every image 
in the training set depicts desired expressions. These expressions are anatomically analysed 
using a system for measuring expression called the Facial Action Coding System (FACS) 
[Ekman et al., 1978]. The expression we classify in this paper are all lower facial expressions 
and therefore only the shape of the mouth is analysed. A model is developed based on the 
shape of each mouth in the training set using KPCA. 



We use the outputs of the shape model to train an SVM to classify an observed expression. 
SVMs are a new generation of learning system based on recent advances in statistical learn
ing theory [Campbell, 2002, ScholKopf and Smola, 2002, Rogers et al., 2004, Rogers, 2004]. 
S V Ms deliver state-of-the-art performance in real-world applications such as text categorisa
tion, hand-written character recognition, image classification and bioinfonnatics [Guyon, 2006]. 
SVMs are based on a combination of techniques. A principal idea behind SVMs is the kernel 
trick, where data is transformed into a high-dimensional space making linear discriminant :ftmc
tions practical. SVMs also use the idea of large margin classifiers. This ensures the hyperplane 
is positioned in an optimal location seperating the two classes. 

Considerable literature on facial expression classification exists. Techniques range from 
template based methods [Lyons et al., 1999], to neural network based methods [Er et al., 2002], 
or a combination of the two [Pantie and Rothkrantz, 2000, Ghent and McDonald, 2005b]. How
ever, perhaps the most substantial work in this area has been done by Bartlett et al. Bartlett 
proposes a technique which combines Gabor wavelets and SVMs to classify Action Units (AUs) 
with 93.3% accuracy [Bartlett et al., 2004, Bartlett et al., 2003]. Again in [Littlewort eta!., 2004], 
Littlewort and Bartlett propose a similar technique which classifies AUs with 97% accuracy. 
In [Littlewort-Ford et al., 2001], Bartlett used SVMs again to successfully distinguish between 
genuine and fake smiles. 

More relevantly, Bartlett employed linear SVMs with PCA to classify facial actions with 
75% accuracy [Littlewort eta!., 2006] and concluded that there existed an incompatibility be
tween PCA and SVMs for facial expression classification [Bartlett et al. , 2005]. This approach 
performed PCA on Gabor wavelets of images from the training set prior to applying the SVM. 
We hypothesised that the non-linear nature of facial expression prohibited higher classification 
accuracy in [Bartlett et al., 2005] using this method. With this in mind we propose a technique 
that uses KPCA in conjunction with SVMs to classifY facial expressions. 

The rest of this paper is structured as follows: Section 2 documents our approach, section 
3 details experiments and results, and we conclude with some final remarks. This paper extends 
our previous work detailed in [Ghent and McDonald, 2005b, Ghent and McDonald, 2005a] and 
[Ghent, 2005]. 

2 Proposed Methodology 

Measuring facial expressions is a non-trivial task as everyone's face is unique. Several meth
ods have been proposed, however, the technique we use must measure expression consistently 
independent of identity. In this paper we use the Facial Action Coding System (FACS), which 
measures expression by the movement of muscles in the face. This system is based on an 
anatomical analysis of facial expressions. A movement of a muscle or in some cases a group 
of muscles is known as an Action Unit (AU). All expressions can be described using the AUs 
defined by the FACS. The FACS allows us to subdivide our training data into subsets where the 
variation in each subset is precisely characterised. This provides the basis for accurate classifi
cation of expression independent of subject. We use FACS coded images to build a statistical 
model of shape based on point distribution. 

2.1 KPCA 

We label every image in the training set with a set of landmark points. These points are lo
cated around key areas such as the eyes, nose, mouth and eyebrows. The mean shape of the 
face is calculated and every image is aligned to the mean shape using Generalised Procrustes 
Alignment (GPA)[Gower, 1975]. This technique aligns two shapes with respect to translation, 
rotation and scale by minimising the weighted sum of the squared distances hetween the cor
responding landmark points. The aligned landmark points are analysed using Kernel Principal 
Component Analysis (KPCA). This technique is similar to standard PCA except the data is pro
jected into a higher dimensional feature space prior to performing eigenvector decomposition. 
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We project the data into feature space through the use of the kernel trick. This kernel trick 
permits the computation of dot products in high dimensional feature spaces, using :fimctions 
defined on pairs of input patterns. 

More specifically, mapping from one space to a higher dimensional space involves a map
ping from Xi ----7 ¢ (xi), however, with an appropriate choice of kernel there exists a mapping¢ 
such that 

(1) 

This means that the inner products of the feature space can be calculated without computing 
¢(x) directly. This allows us to work in an extremely high dimensional feature space. The 
choice of kernel is still a matter of debate, however, in this paper we use a Gaussian kernel. 
The Gaussian kernel is defined as 

(2) 

The difference between KPCA and PCA is illustrated in Figure 1. It can be seen from this 
figure that the first principal component clusters the data using KPCA while standard PCA 
illustrates the most significant mode of variation. 
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Figure 1: An comparison using sample data between KCPA and PCA. KPCA is shown to the 
left of this figure and PCA is shown on the right. 

2.2 Support Vector Machines 

The SVM algorithm can be separated into two distinct procedures, the kernel method, which we 
have already discussed, and the base algorithm. Suppose we have a dataset (x1, y1), ... , (xm, Ym) E 
X x { ± 1} where X is some space from which the Xi have been sampled. We can construct a 
dual Lagrangian of the form 

m 1 m 

W( a ) = L ai - 2 L aiaj YiYj(Xi · Xj ) (3) 
t=l t,J=l 

which are subject to the constraints 
m 

and L:aiYi = 0. (4) 
i = l 

Further details of the construction ofthis equaLiun can be found in [Ghent, 2005]. The solution 
to Equation 3 is a set of o values which are used in the decision function 

(5) 



here z is an input and b is the bias. The resulting o;i values that are non-zero correspond to 
the support vectors. If ai = 0 then these points make no contribution to the decision function. 
The value of each ai also carries information about the importance of particular datapoints 
in the training set. This insight can be utilised to deal with outliers and erroneous datapoints 
[Campbell, 2002]. Imposing a box constraint on the a 's can limit the effect of outlying input 
data. The box constraint is given by 

(6) 

where C is known as the soft margin parameter. The value of C is set using a standard optimi
sation approach, details can be found in [Ghent, 2005]. 

2.3 Measure of Confidence 

It is possible to extract probabilities from SVM outputs which can be used as a post processing 
tool for classification problems. An SVM has a confidence measure which is inherent in the 
technique. The further a test point is from the separating hyperplane the greater the degree 
of confidence should be in the classification of that point. This distance can be mapped to a 
probability using a technique devised by Platt [Platt, 1999]. We use a parametric model to fit 
the posterior probability P(y = ll.f) directly. The parametric function is 

1 
P (y = ljf) = 1 + exp(Af +B) (7) 

A and B can be found from the training set by minimising the negative log likelihood function 

(8) 

where Pi is (7) evaluated at fi (the real value output of input i). This is minimised using 
a Levenberg-Marquardt algorithm. Once the sigmoid is found using the training set we can 
calculate the probability an unseen shape has of belonging to the class in question. 

3 Experiments and Results 

In this paper we classify AU's associated with the mouth. We classify four expressions; 
AU20+AU25, AU12, AU10+20+25 and AU25+AU27. The effect each of these AUs have 
on the mouth is illustrated in Table 1. 

Table 1: This table illustrates the effect of portraying four different expressions. The A Us 
portrayed, from left to right are; AU20+ 25, AU25 + 27, AUJ 0+ 20+ 25, and AUJ 2, 

We calculate our shape space by performing KPCA on the training data, as outlined in 
Section 2.1. The training data consists ofjust one subject performing the four desired AUs we 
wish to classifY. We project new unseen data to he classified into the shape space and use these 
outputs as inputs to the SVM classifier. As there exists four expressions to be separated, the 
one-against all approach yields four separate SVM classifiers. This approach requires, at most, 
four evaluations to acquire a result. The results from the one-against-all approach are detailed 
in Table 2. 

In Table 2 NT a is the number oftest shapes, Cis the soft margin variable, a is the kernel 
parameter, and T s is the percentage of correctly classified test data. 
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AU NTs c (J\ Ts I 
A-v-all 116 0.2 0.1 82.756 
B-v-all 116 0.9 0.5 91.3794 
C-v-all 147 0.1 0.2 93.8776 
D-v-all 147 0.1 0.2 93.1972 ° 

Avrrage 90.01 

Table 2: This table details the results from a one-against-all approach to classifying jour 
multiple AU expressions. In the table above A = AU20+AU25, B = AU25+AU27, C = 

AUJO+AU20+AU25 andD =AU12. 

It can be seen from Table 2 that a one-against-all SVM classifies four primary facial ex
pression with an average accuracy of 90.01%. This is an encouraging result for three main 
reasons. Firstly, there exists a large amount of variance in the training set which would com
plicate the separation task. Secondly, the test data is completely unseen from the expression 
space i.e the test data was not used in calculating the e({pression space. This means that there 
exists enough variance in the expression space to accl(lrately describe tmseen shapes of indi
viduals. And thirdly, there is significant overlap between the expressions we wish to classify, 
for example, it can be seen from Table 1 that two of the expression are extremely similar, this 
makes the separation task significantly more difficult. 

Unfortunately, there exists no human classification baseline data of these AU's to compare 
our systems performance with. However, Bartlett has shown that naive human subjects classify 
single AU's with an accuracy of77.9% while expert FACS coders classify AU's with an accu
racy of 94.1% [Bartlett et al., 2003]. Naive subjects were provided with a guide sheet of the 
AU's which depicted examples of each AU and were also provided with written descriptions 
of each AU. Furthermore, alternative techniques for classifying multiple AUs achieve results 
of 83.34% [Abboud et al., 2004] and 86.0% [Michel and Kaliouby, 2003]. 

We extend our approach by incorporating a confidence measure associated with each new 
unseen shape. This information can be used to provide a measure of how confident we are 
that an unseen input belongs to a particular class. For example, in Figure 2 we input shapes 
into a probability function designed to recognise AU20+AU25. Each subject's expressions 
range from neutral to AU20+ AU25. At neutral, represented by 1 on the x-axis, there is a 
low probability of the shape belonging to class AU20+AU25, however, once the expression 
is formed the likelihood of that shape belonging to class AU20+AU25 increases significantly. 
This probability measure makes no inference as to the intensity of the expression in question. 
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Figure 2: The probability of a sequence of shapes belonging to one class 



This property of our approach is emphasized in Figure 3, here, 18 shapes are passed into 
four probability fimctions, each designed to measure the likelihood of an input belonging to a 
particular class. The input to this experiment was 18 shapes ranging from low intensity AU12 
to high intensity AU12. As the diagram shows, the probability of the inputs belonging to class 
AU12 is greater than the probability of the same inputs belonging to any other class. It should 
also be noted that there is no significant difference between the likelihood of a low intensity 
example of AU12 and the likelihood of a high intensity example of AU12. The reason for this 
is that a high intensity expression is not necessarily at a greater distance from the separating 
hyperplane in an SVM. 

• :!!: AU25+AV'J.7 Probability function, 
<> = AU20+AU25 Probability function. 

+ = AU12 Probability function . 
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Figure 3: The probability 18 inputs ranging from low intensity AU12 to high intensity AU12 
belonging to a specific class. 

As can be seen from Figure 4, the confidence measure can also be used to aid in the classi
fication process. This figure shows the probability of an input belonging to class AU20+AU25. 
The input data in this experiment is a sequence of extreme examples of AU20+AU25 as shown 
by several subjects. It should also be noted some of the inputs are classified as belonging to 
class AU12. This attribute again suggests that the most extreme expression is not necessarily 
going to retum the highest probability of an input belonging to a particular class. 

4 Conclusion 

The accurate classification of facial expressions is a growing problem within several domains. 
The solution described in this paper takes a multidisciplinary approach drawing together psy
chological tools, statistical models and machine leaming techniques. We first built a shape 
model that was based on an anatomical analysis of facial expression (FACS). The FACS pro
vided us with a universal method of analyzing facial expression and allowed for the classifica
tion of facial expressions independent of subject (age, sex, skin, colour, etc.). 

The shape model was calculated by using KPCA to lower the dimensionality of the prob
lem. A one-against-all SVM was used to classify four expressions (AU20+ AU25, AU25+ AU27, 
AUIO+AU20+AU25 and AU12). A one-against-all SVM classified multiple AU 's with an av
erage of90% accuracy. A Gaussian kernel was used in each SVM and the value of the Gaussian 
(a) and the soft margin parameter (C) were calculated using cross validation. Finally the data 
was further analysed by extracting probabilities from the outputs of the SVM's and establishing 
a confidence measure. 
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Figure 4: The probability of 10 inputs belonging to a specific class. The inputs in this experi
ment all represent shapes portraying extreme examples of AU20+AU25. 
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