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ABSTRACT

The last two decades have facilitated considerginteyress in understanding the
impacts of climate change on crop sensitivity amodpction, however very few of
these studies have incorporated the activity obiklerous insect pests into their
assessments of potential yield losses. In Ireldregrain aphidSitobion avenages the
most commonly encountered aphid pest in cerealscrdpis pest confers significant
decreases in crop yields owing to its mechanicalifey damage, as well as its ability to
vector plant viruses. Despite the damage potertiahate-induced changes to aphid
populations have not been considered in the confdxish agricultural production. The
work presented here integrates biological data faarious studies to inform the
development of a simulation model to describe thpupation dynamics 08. avenae
for multiple locations in Ireland in response tamdte change. The simulation model
(SAV4) describes the compartmentalised life cyaktany of S. avenaen response to
temperature, incorporating immigration, reproduttisurvival, development and morph
determination, facilitating the calculation of amhphenological and quantitative aphid
metrics. The model was evaluated using observatitmseribing aphid immigration,
timing and size of populations in order to enshed tt was fit for purpose.

Projected temperature data derived from three GiGhanate Models (GCMs) and two
green house gas projection pathways, were usedvi tie aphid simulation model for
eleven locations in Ireland. Reported findingsuide increases in both aphid abundance
and voltinism, as well as advanced phenology acbfisstes for Ireland. The extent of
modelled change was found to differ spatially, witlrrent areas of spring barley
cultivation experiencing some of the most significalterations toS. avenae’s
dynamics over time. These findings highlight ptEnincreases in pest risk under
climate change in Ireland, emphasising the need ni@nitoring programmes in
conjunction with an Integrated Pest Management jIRlproach in order to ensure
crop resilience in the future. This work constitutiee first explicit incorporation of pest
dynamics into climate change projections for thepuddic of Ireland, as well as
providing a novel pest model for use in pest risklgsis. More broadly, the findings
presented here contribute to a growing body of wamikcerning the mediating effects

of climate-induced pest activities in food security



TABLE OF CONTENTS

TABLE OF CONTENTS ... .ottt e e e e e e e e e e e ee e
LIST OF FIGURES. ... e e e e Vi
LIST OF TABLES ... o e e e e e Xi

GO S S AR Y et e e e XV
CHAPTER 1 RESEARCH INTRODUCTION ......uiiiiieiiiiiecee e 1
1.1 INTRODUGCTION . .cuuututtntnteerteettetteeteeeeseassssas s s et ettt et et aeeeeaaesastassaasee s bbb e e e r e et neeaeeeeeeesessanns 1
1.2 CLIMATE CHANGE ....ctttitiittieeee et et e ettt e et e e e e e e e e e e e s e e s e e et ettt e taaaaee s s e s s anannans 4
1.2.1 The greenhouse effect and the global energy balance............ccccccccccieis 5
1.2.2 Changes in atMOSPNEIIC GO........uuueiiiiiiiiiiiiiaaa e e e e e e e e e eeeeeeeees 6
1.2.3 Changes in the Earth’s energy balance.........cccccvvveviiiiei e, 8
1.2.4 Observed climate Change ...........ccooi e e e e e e e 9
1.3 ECOLOGICAL RESPONSE TO OBSERVED CHANGES ... .eeiuttiitiieritiesiteesieeesteeesieesseesieeesteeansee s 10
1.4 FUTURE TRENDS INGHGS ..ottt ettt sttt ettt neas 11
1.5 PROJECTED FUTURE CLIMATE ....utttttttitettttieeteeaeaaasasissasisisrnsnesereeteeaesassessssssssesennnnnnsnesseeens 13
1.5.1 Implications fOr agrOECOSYSIEMS ............ e steeteeeeeeeeeetaaaaeaaaaaasasaaaaanreseeeeeeeeaaaaaans 13
1.6 RATIONALE FOR THE CURRENT RESEARCH......ccttttiiiiiieaiaeeiiaiiisiitrirrresresaeeaeeeassesesssneennnns 14
G R €1 o] o T= L {0 To To =TT o U1 4| 3 PP PP P RPN 14
1.6.2  Sensitivity in IriSh @griCURUIE ......coooi i e e 15
1.6.3 Pest-mediated Yield I0SSES ....uuuuiiiiiiiiieeeeeer e e e 16
1.7 THE KNOWLEDGE GAP....uuttitetatetasteeateeastteaabeesabeeshee s bt e sh bt e sab e e shbe e sk st e nbbe e sbe e e be e et e e amneenbeean 17
1.8 SINGLE SPECIES APPROACH. ....cutttiutttitteeiteeastte sttt e sibeesaee s bt e sabeesa bt e sabe e sab e e sbbeessbeesaneesbneenneas 18
1.9 RESEARCH AIMS....iiiiiiiii ittt ettt et e et e e e e e e s et e ettt e e et e e e eeeeeeesa s a e neeeeeees 18
1.10  RESEARCH OUTLINE .. .uuuiiitttriinieiettettetteeeesessesssssssssnss s e e et e e teeeaeeeesessassae e rreeeaeeeeens 19
111 THESIS STRUCTURE.....ctttttiitties sttt ettt e ta e e e e e s s s st e ettt e et e e e eeeeeeesesaaannnnnnns 20
L1.12  CONCLUSIONS .cuutteittte sttt sttt ettt ettt ekttt ettt et ekt e ekt e abe e ekt et e e eb e e et et et e e emneenbe e e nbeeennees 22

CHAPTER 2  CLIMATE CHANGE AND PEST-MEDIATED CRO P

[ O ] 010 L 1 23
P2 R 1 N = {0116 T 1T N TR 23
2.2 OBSERVED CHANGES IN CLIMATE it uttuiitiitettiettestsatestesssssnesssstssssestsstssteeasstieseessssnrees 24
P T U 0] = =Y N 1 2 =1 1 27
2.4 EFFECTS OF CLIMATE ON PLANTS .otuutittuteittetetneeeeteseaneseteeeanaresasneessasesaneesasestasereneeranaeeennns 28



N R I 0 T o T = (= S 28

WA N O @ N oo | 4 o1 =] 01 (= L1 0] [N 30
2.5 EFFECTS OF CLIMATE CHANGE ON INSECT PEST.S.. . ctttittttttttuttiinaaaaaeaeaeeeeeessessnnssnnnnaaaaaaaaas 32
2.5.2  DHBPAUSE. .. ettt e e e e e e e e oo a et e ettt e e et e aaaaa e e e e aa e nnnnbaerannneees 34
2.5.3  RANQGE EXPANSION ....coiiiiiiiiii i ettt a e 35
2.5.4  PhenologiCal ChaNQES. ... ... u e ittt e e e e e e 36
2.5.5 Effects of climate change on trophic interactionS............ccccoeeveeevciiiiiiiieiieeee e, 38
2.6 FUTURE CLIMATE PROJECTIONS. ...cetttiutttttteesitttteteessantsseeesesassseesessnnssseesessansssseesessnsnneeeessd 40
2.6.1 Global and EUropean ProjeCtioNS ...........uieeeeeeiiiiiieiieeee e e ree e e e e e 40
2.6.2  FUture projeCted IMPACES. ........uuururieerieeeeeeiiiiieirereerrrreeteeeeaeeseesssssssanraerrrerreraaaaaeaeaes 44
2.7 IMPLICATIONS OF INTERNATIONAL RESEARCH FOHRRELAND .....cccuututuiiaiaaeaaaaeeeeeinininiaaaaeeeeeens 46
2.8 CONCLUSION ... ..ttt teiittettet e e e e e e e ettt ettt be oo 4 o222 e e e et e e e et baba e e e e e e e e eeeaaeeeeeennbabann e e e eeaeas 47
CHAPTER 3 MODELLING AND ISSUES OF SCALE......ccoieiiiiiieeee, 49
3.1 INTRODUGCTION . .ttttttu e e eaeaeeteeeeatata e e e e e e aaaaaaeeeeeeessbaba s s e e e aeeaaeeeeasbasban e aaaaseeeaaaeeeaesnnnes 49
3.2 WHAT IS AMODEL? ...ttt eieetitt e e e e e e et et ettt mmmmma oo £ 42222 et e ettt be bbb e e e e e e e e e eeeeeeeennnsebannn e es 50
3.3 BASIC MODEL-BUILDING ....utteeeaettttttttttutuia s e e e aaaaeteeeseataassstssaaaaaaaeaaaateeeassssbanaaaaaeaaaaaaaaans 52
3.4 THE IMPORTANCE OF SCALE ....cctttttttutuuuaaaaaaaaatatetetatuusaaaaaaaaaaeaaaaaaeeeessbntsnnaaasaaaaaaaeeeessannnes 53
3.5 ISSUES OF SCALE ..ciiiiutttiiieesitttetee e et ettt e e e e s sbtteee e s abbte e e e e e s aabbaeeeeesaasbbeeeeeesanbaeeeeesanbbneeeeeeanns 54
3.6 ECOLOGY AND SCALE...ciiiiiiutttiteeeeittteteeeeasttbeeeeessabateaessanbbaeeeeeeaasbbeeeeeeaanbbaeeaeeesanbenaeesanneneas 55
3.7 MODELLING FRAMEWORK: A THEORETICAL APPROACH........uuttieiiiitiieieeeaniiieeeessansreeasssnnnneeas 56
3.8  APPLICATION OF SIMULATION MODELS ....ttttetiutteeeeeesittteeeeesssntteeeesesanseeeeeessnssseeesessansnseeesesannes 62
3.0 CONCLUSIONS. ...ttt e e et ettt oo e e e e e et e et ettt eeae e b o e oo oo e e e e et et aeebaba s e e e e e aeaaaaeeeeeessnnbnnnn e es 66
CHAPTER 4 SPECIES SELECTION, BIOLOGY AND MODEL DATA........ 68
4.1 INTRODUGCTION. ...t teeaeeettetttttata e e e e e aaaaateeeaeaaeetssbaa o e e e e e aeeeeeeeetebaaa s e e e e e aeaaaaaeaeeeessnbnnnnnnnses 68
4.2 SELECTION OFS.AVENAE. ... .ttt eiiiititettttttta e e e e e e et e et eeeteeaetbabaa s e e e e e aaataeeeeesebabaa s e e e aaaaaaaaas 68
4.3 DATA AVAILABILITY  ooeettttutuuaaa e e e e e ae et eeeettataia e e s e e e aaaaae e e et eeets bbbt e e e e e eeaeeeeeeeebnbann i aa e e e e eeeaas 71
o Tt R O [0 = (=3 o = - L PP 71
B =T o 1= | - OO UUPPPPPPPRPPN 72
4.4  S.AVENAEAS AN AGRICULTURAL PEST INIRELAND .......cutiiiieeiiiitiiieeeessiieeeeeesssntieeeessnnssneeeessnnes 75
A5 BIOLOGY OF S.AVENAE .. .utttttte et iitttttteesaattteeeee et atteetaasaasseeeeeesaanbbseeeeesasbaseeaessansttseeesannseeeens
451 Lifecycletype........coooooiiiiinnnnnnns
4.5.2  POIYMOIPRISM ... ettt e e e e e e e e e e e
4.5.3 Generalised life cycle
4.5.4 Host plant influence and Crowding...........cccecaaiaaaiiii e 80
455  NAIUFAI NEMIES....uutiiiiiiiiiiii ittt e e e e e e e e e e e e e e aaaaaaeaaeas 81
S ST Y o] o 1o 3 T Yo 11 1T 82
4.6 CONCLUSIONS. . .utettteetiuttteteeessattteeeeaesatbteeeessaase e et e e e s asbbeeeeaesanbbbeeeeeesanbbeeeeeesannaeeeeesanbreeaaeenas 83



CHAPTER 5 NONLINEAR RESPONSE OF INSECTS TO TEMPERATURE:

MODEL SELECTION ...t et e e e e teeennaa e 84
5.1 INTRODUGCTION . ..ctttttu e e e eeaeeteettttata e e e e e e aaaaaaeeeeeeessbabaaa s e e e eeeaaeeeessbssban e aaaasaeeaeaeaeaesnnnes 84
5.2 INSECT DEVELOPMENTAL RESPONSE TO TEMPERATURE. .....uuuiiieeaaaaieieeeintiiiiaa e e e aeaaeaaaaaaeeeees 85
5.3 CRITICAL THRESHOLDS AND DEGREE DAYS......uutttieeiittteteeesiittnneeeeesatrseneessnssseeeesssnssseessesannes 87
5.4 DEGREE DAY METHODS. ... .t iutttttteettitttetteeesattteteaesaastaeeasssastseeaeessastseeeesssastbeeaeesssnsseeesessnnnns 90

5.4.1 Hourly versus daily temperature data........cccccceieieieeeeeeiii e 91
5.5 NON LINEARITY IN RESPONSE TO TEMPERATURE ......utttiieeiiittiieeesannitieeeeesssnnieeeesssnnsneeeesssnnnens 92
5.5 1 SHNNEI MOAEI ... .. ettt et e e e e e e e e e e et e e e e e e e aaaaeaaeeas 94
5.5.2  LOGAN MOEIS .....eeeiiiiiiiiiieee ettt 95
5.5.3  Logan Type I MOEI ...ttt 95
LN - Tox 1] 1Y/ [ To [ TP PPPRRRPRR 96
5.5.5  BHEIE MOUEI ..cooeiieiiiie ettt 97
5.5.6 The Sharpe and DeMichele MOEl ...........ccceeeeeiiiiiiiiiiiieee e 98
5.6 EVALUATION OF NONLINEAR MODELS ......uuuttttieiiuttteeeeesattteeeeessanteseeessasssseeesssasssseeeessnnsnseeeeess 99
5.7 NONLINEAR MODELS AND THE INSTANTANEOUS FRACTION OF BVELOPMENT.......ccvviireeeeeiene 101
5.8 UNCERTAINTY REGARDING NONLINEAR MODELS.......cceiiiiiiiiiiitttiiaaaaaaeaeaeeeeesseassnnennnnaaaeeaens 102
5.9 IMODEL EVALUATION ....iiitttitttttutaaaaeeeaeaaaeeessstssssaaaa s s e e e aeaaeeeeasassbasaaasaeeaeaaaeeeesennnnssnnnnnn 103
5.9.1 Selection of MOAEIS t0 tESL .......oeiiiiiiieiieeie e 104
5.10  IMODEL FITTING ..t eeetieteetuttttti e e e e e e aeeeeeesttstasa s e e e e e e e e e eeeeebsbabaa s e e e eaaaeeeeeeeennnnsnnnnnnnns 105
5.11  LACTIN AND BRIEREMODEL FIT....utttiiiiiitiittesiiiiieeee e s sttt e s ssssaeeeesssnnnbseaeessansseeeeessnnnenes 106
5.12  ANALYSING THE A POSTERIOREVALUATION ...ccceiiitiriteeesiitreeeeeessttneeeeessssnneeeessnsnneeeeessans 108
B5.13  CONCLUSIONS ... uttttttee et aittteee e e e skttt e e e e e s tbeeaeessatbb e e e e e e s asbbeeeeaesanbbbeeeeeesanbbeeeeesaabbneeeeesannes 110

CHAPTER 6 DESCRIPTION OF THE SIMULATION MODEL ................... 112
6.1 INTRODUCTION. .. .utttttteeiiuttttettessauttteeaeesaasttteaassansteeeaeesanssbaeeeesaassbbeeeaesaansbbeeassansbbeeeeesannsnees 112
B.2  SAVA . e e e e bt e e e e e b e e e e e e anrres 112

6.2.1 Model Initiation: Determination of the ‘Start date!................cccooiiiiiiiiie, 114
6.2.2 Model Initiation: Determination of the ‘End date!...............ccccoiiiiiiiiiii, 117
6.2.3 Formulation of the temperature regimes..... e e e eea e 119
6.2.4  Stochastic simulation of the daily catches ..., 121
B.2.5  IMMUQIAtiON ....cooi ittt emmmm et e e e e e e e e e e e e e e et e s s s s s r e e e e e e aaaaaaaaaaaas 124
L ST I 0 o L= = (= S 125
07 AR = U1 o] o To 11 o3 1T o IS PSPPSR 126
6.2.8  Morph determiNation..........cccoeeeiiiii i e e e e e e e e s e s eee e 129
6.2.9  Nymph and adult SUIVIVAL...........cciii e 130
6.2.10 D=1V =] (o] o] 1 91= o | TSP PPPPUPPTT 132
6.2.11 Pre reproduCtiVE PEIIOM. . .......uuieiiiiiiis sttt e e e e e e e 134
6.2.12 CrOP QIOWLEN ...ttt e e e e e e e e e e e e e e e ennnes 136
6.2.13 THIEr NUMDETS et e e e e e 140



5.3 CONCLUSIONS . ...cetitttitte e et eittet e e e e e sttt e e e e s asbee e e e s s st b e e e e e e aatbbeeeeeesanbbeeeeeeeanbbbeaeeeansbaeeeeeeannnnes 143
CHAPTER 7 VALIDATION L. 144
7.1 INTRODUCTION .. .utttttteeiautttteetessaettteeeeesansteeaassanssteeaeesanssbaeeeesaansbbeeeae s e nnbbeeaeeansbbeeeeesannnnnes 144
A A =111 = o7 T N ISP PTPPRT 144
7.3 CONCEPTUAL VALIDATION ...eeiiutttetteesiaittseeteesastaseeeessansaaeeessassssseeeessnsssseeeessansssseesessnnssseeens 145
7.4 OPERATIONAL VALIDATION : MODELLED GS ....ciiiiiiiiiiiiiaieee e eeeeeeeittete s s e e e e e e eeeeannnes 146
7.4.1 Norfolk 1976: Digitised modelled GS ....... ..o 149
7.4.2 Norfolk 1977: Digitised modelled GS ... 151
7.4.3 Norfolk 1978: Digitised modelled GS ... 153
7.4.4 Norfolk 1979: Digitised modelled GS ... 155
7.4.5 Norfolk 1980: Digitised modelled GS ... 156
7.4.6 Discussion: SAV4 using modelled GS data ....ccceeeeviiiiiiiiiieieeiee e, 157
7.5 OPERATIONAL VALIDATION : OBSERVEDGS .......cutiiiiiiiiiiiiiieesisitiieeeee s s s e e e e s nntbaeeeeeean 159
7.5.1 NoOrfolk 1976 ODbServed GS..... ..o 159
7.5.2  NOrfolk 1977 ODbServed GS..... ..o 161
7.5.3  NOrfolk 1978 ODbServed GS..... ..ot 163
7.5.4  NOrfolk 1979 ODbServed GS..... ..ot 164
7.5.5 NOrfolk 1980 ODSEIVEA GS......ccciiiiiiiiicceerieee ettt e s s 165
7.5.6 Discussion: SAV4 using observed GS data ...ccccceeeeeeeieeeieeieeeee e 166
7.5.7 Operational validation: ROthamsted ..........cccee oo 169
7.6 SENSITIVITY ANALYSIS L.eiiieiiiuttiieeeesiattteeeeessssttteeeeesaasteeeeesastseeeeeesastseeeeessastaeeeeeessneneaessans 172
7.6.1  LaCtn PArGMELEIS. ..cociiiiiie e ettt ettt e e e e e e e e e e e e e e e e e et e e et e e e e aaaaaaaaeas 174
7.6.2  TEMPEIATUIE ...t e e ettt e e e e e e e e e eeee et et e s aa e e e e e e e aaaeaeeeesssrnnnnns 177
AT T O o] o =10 111/ 1 g To e F= 1= PRI 180
AL ST U V71V 0] =) 1 o PP REPRERRRR 181
7.6.5  StOCHASHC INPUL ..uuviiiiiiiiiii e e eeeeee e e e e e e e e e e e e e arr e e e e e e e aeaeeaaaeaeas 182
7.7 CONCLUSIONS.....cetitttttte e e sttt e e e e e sttt e e e e e sttt e e e e sttt et e e e e aasbbee e e e e s anbb et e e e e e anbbbeeeeeansbbeeeeeeannnnes 188
CHAPTER 8 RESULT S e e e e e e 190
S0 R | N (00 18 o4 T N PR PRRT 190
8.2 IRISHPROJIECTIONS. .. .uuitiieiiittiieee e s ittt e e e sttt et e e s sttt e e e e s st be et e e e e s snbbeeeeeesasbbeeeessanseeeeeeaan 191
8.3  CURRENT CLIMATE DATA .t iiiutttttteeeiauttteteaessttteeeaessantseeaaasansseseeeesaansaseeeeesasnsseeeessannseeaanss 193
8.4  FUTURE CLIMATE DATA ... iiitetttttttttta e e e e e e e e e et e eeee bttt s e e e e e e e e eeteeseebebbananaeeaeaaeaaeeennnnnnnes 198
8.5 BASELINE OBSERVATIONS. .. .citittttttttutuuuaaasaeaaateaeeessssnsnnasasn s aaaaaaaateeessssssnnaaaaaaaaaaaeeeennes 199
8.6 BASELINE DOWNSCALED DATA.....ccitttittutuuunaaaaaaaaaeeeeeesnnssnnnnaaaaaaseaeaeseesessssssnnnnnasseseeseeeeeeeesd 012
8.7 BASELINE OUTPUT S, .ttt eeeeeteteeetttttti s e e e aeaaeteeeeaeasstsbaaa s s e e e eaeateeeeessbbab e e aaaeaaaaaaaaeeeennes 203
8.8 FUTURE SIMULATIONS .....uuttttiteesiititeeeeesatttteeeessanssteeesssnssbseeaesannsbbeeaeesansbbeeeessansbeeesennnens 207
8.8.1 Start date and rEgIME .......ccccuuuiiiiiiticereeeree e e e e e e e e e e e e s e e s s e s es s s err e e e eeaaaaeaeaes 207
8.8.2 Magnitude of aphid NUMDEIS.............ooceeeeemreeeee e 211
8.8.3  WOIIMISIM....eiiiiieiiiieieee ettt e st e e s e e e e e s b e e e e e e neeee 219



8.8.4  Crop growth StAgE (GS) ..vvuurririiiiiiiiii e ceeeeceeeie ettt e e e s e e e e e e e e e e e e 222

8.8.5  PEAK AAY (PD) ..rvttiiiiiiiiiiiieiiee e e eeeeee ettt ettt e e e e e e e e e e e e e e e e e e e e e e e e aa s 224
8.8.6  APhId threSNOId ..........eeiiiiiiiiii i et 228
8.9 CONCLUSIONS . ...ttttieeitttit ittt e e e e e e et e st e e e e ettt et e e e e e e e e testa s s bbb e e b e e e et eaaaaaeeesesnaesannnnes 231
CHAPTER 9 DISCUSSION AND CONCLUSIONS ..., 232
0.1 INTRODUCTION .. etttetetttittiee ettt ettt et e e e e e e sa st e s e e et ettt e e taeaeeeesessaaannsrrenrenneeneeees 232
9.2 MAIN RESEARCH FINDINGS.....ctttttiittieeetaetiesias ittt e s e e e e e e e e e e s se s s nneeeeeeeaeeneess 232
9.2.1  Start of SPring MIGration ..........cooeiiiiii i 233
9.2.2  Aphid magnitude and VOIINISIM ...........uuuiiiiiiiiaaaiaai e 234
9.25  SUMMArY Of fINAINGS ...uviviiiiiiiiii e a e e e e e e 238
9.3 LIMITATIONS OF THE RESEARCH.......tttitttiuttiaiteeiteesteesiteessbeeaseesbeesnneesibeesabeessneesbneensneesineens 239
9.3.1 Data availability and validation...............c.ccooeiiiiiiii e 239
9.3.3  Moderating faCtOrS .......ccccccuiiiiiiiiiieieeeeer e e e e e e e e e e e e s e s e e raaaaaaaeaas 240
9.4 MODEL UNCERTAINTY ...utttttttrtteeeetetttetaeeeseessassassssissssseestteetaeseeeesasssassasssssnnsrrarnessresaeeesens 241
9.5 DISCUSSION AND CONCLUSIONS. ... .uuututrnirnerreriittiretteaeeaessssssassnssrsssseeeetetaesaeeessessnssasssennnnnns 242
9.5.4 Spatial heterogeneity of aphid pressure in relatiofmost Crop...........cccccvvvveereeeenen. 245
9.5.5  INternatioNal CONEEXL ........uuiiiiiiiiiiie e e e e e e e e e as 246
9.5.6 Adaptation strategies and POIICY ........cc.uuuurieiiiiiiiiiiiiieeee e 248
9.5.7 General reCOMMENTALIONS. .........uviiiiiiiieeeee et 250
9.5.8 Threats and OPPOIUNILIES .....ccccueeeiiiiiiiiieeiee e e e reeeaeeeeeeeeee s 252
9.6 GENERAL DISCUSSION. .....tutttitetentetanteesateeasbesasteesabeasseesabesaabeeasbeesbeesbeessbeesabeesabeenneeenneeas 253
9.7 CONCLUDING REMARKS......ciiiiiiiiiiiiittitrsre ettt e et tease et sa s s bbb sr e se e et e e e teeeaeeeeaeessaanarens 254
BIBLIOGRAPHY .ttt ettt et eeera e 256



LIST OF FIGURES

Figure 1.1 Abiotic and biotic factors causing clogses (Oerke, 2006). .........cccvvrirriremmmcecceeeeeeeeinenns 3

Figure 1.2 The global energy balance (Kiehl anchibegth, 1997)............ccoooiiiiiiiiiiiiiicceee s 6

Figure 1.3 Monthly mean atmospheric carbon diogtd®auna Loa Observatory, Hawaii (NOAA, 2014).
.............................................................................................................................................. 7

Figure 1.4 Vostok ice core data representing iresgof 400,000 years of atmospheric,G&burce:
N[O L O 1 ) OO PP R OPPRPPPRRRPRIN 8
Figure 1.5 Summary of anthropogenic and naturahtag forcings. The values represent the forcings
2011 relative to the start of the industrial er@5@). Postive forcing are illustrated using red and
yellow bars, while negative forcings are displayeflue (IPCC, 2013). .......cccccvvvveveeresmmmeeenenn 9
Figure 1.6 Simplified MOl SITUCTUIE. ... .o 20
Figure 2.1 Observed global mean combined land ardrosurface temperature anomalies, from 1850 to
2012 from three data sets. Top panel: annual maklmes. Bottom panel: decadal mean values

including the estimate of uncertainty for one detgblack). Anomalies are relative to the mean of

1961-1990 (IPCC, 2013)...ueiieeiiieeeiiiireameeeeeeessteeesssteeestteeeanseeeesseeeessanasassseesnssenessnseeesnsseeanns 25
Figure 2.2 Decadal surface temperature anomaliavesto 1951-1980 base period. (Hanséal,
1201 10 ) USSP 6.2

Figure 2.3 Multi-model mean of annual mean surfaaeming (surface air temperature change, °C) for
the scenarios B1 (top), A1B (middle) and A2 (botjpand three time periods, 2011 to 2030 (left),
2046 to 2065 (middle) and 2080 to 2099 (right). Axaties are relative to the average of the period
1980-1999 (M€t @l, 2007). ..eeeiiureeeiiieieiiieeeateee et e e e bbeeesbee e e sbbe e e snbee e e sabeeesarneeeaseeas 41

Figure 2.4 Temperature and precipitation projedifsom a range of GCMs and scenario combination for

summer in Northern Europe (Carter and Fronzek, PO08............coovciiiniiiiiiiiiiiiieeceeeeeeeee e, 43
Figure 3.1 Schematic illustrating the directionabf scale changes in the current work .................. 50
Figure 3.2 Framework for general procedures of MOOIBStruUCtion ..............eeveveviiiiieeiecccccieeeeeeeee, 52

Figure 3.3 A conceptual model illustrating the opature of agroecosystems within a systems-hieyarch
all of which are contained within a closed globgdtem (modified from Dalgaaret al.,2003).... 59
Figure 3.4 Spatially overlapping (red area) outfitdm ecological ‘bottom up’ approaches with

temperature driven ‘top down’ approaches withirieadrchical system (modified from Dalgaad

Al., 2005) ... eeeie ittt e e e e ann et e n et e n e e e e e e 72
Figure 4.2 Location of suction traps throughoutlthé along with a photograph of a suction trap

(Rothamsted is denoted by the red MAarker) ......... ... 75
Figure 4.3 Generalised lifecycle of holocyclic amtholocyclic clones db. avenae............cccvveeeeennne 79

vi



Figure 5.1 The relationship between the rate ottigpment and temperature illustrating both the non-
linear (A and C) and linear portions used to catathe lower threshold (LT) and thermal constant
(K) (after Campbelbt @l., 1974). ... ettt e e 86
Figure 5.2 Hourly temperature-dependent developmagatfor instars 1-4 @itobion avenae

(observations = blue markers) fitted using thepghmmeterised Lactin model (Lacgéhal, 1995).

Figure 5.3 Hourly temperature-dependent developmatat for instars 1-4 @&itobion avenae
(observations = blue markers) fitted using the peterised Briere model (Briee al, 1999) .. 107

Figure 6.1 Process diagram illustrating the phygiaanework of SAV4 ..........cccccvvvvveeees e cennnnns 114
Figure 6.2 Scatterplot of mean January/Februarpézatures at Rothamsted from 1968-2012 versus date
Of firsSt CatCh OfS. AVENAE.......eeeeii e 117
Figure 6.3 Relationship between start and end dditegring migration ................oooooiiiiiiiiiiiiieneee. 118
Figure 6.4 Regression lines fitted to the ‘Feb-dedime-specific start and end dates (JD) ...cowe... 120
Figure 6.5 PDFs representing the catch numbernsaoh temperature regime (Hot, Moderate and Cold)
.......................................................................................................................................... 123
Figure 6.6 Simulated daily aphid catches (resdltemruns) per regime.........cccccvvvvvvieeeeeeeeeeneeeennnn 123
Figure 6.7 Fecundity of apteroB8s avenaeesponse to temperature (source: Dean, 1974a).......... 127
Figure 6.8 Fecundity of alat® avenaeesponse to temperature (source: Wratten, 1977)............. 128
Figure 6.9 Proportion of nymphal survival in respemto temperature ............ccccceeeeeeeeccceeeiivieeneee. 131

Figure 6.10 Rate of developmentSnavenaén response to temperature across all developmsiaigés.

Figure 6.11 Pre-reproductive rate of developmenmipterousS. avenaen response to temperature
(SOUICE: DEAN, 1974Q). ..uuuveeeiiiiiiiie e eeeeeee ettt e e e e e e eeeaaaee e e s e s s an e s nnrenraaeeeees 135
Figure 6.12 Location of three Spring barley SiteS..........uuuuiiiiiiiiiiiiee e 137
Figure 6.13 Observed Zadoks crop GS in respon€® at three Irish sites in 2011 with a fitted
polynomial model using GS data from all three Sites...........cccuuiiiiiiies 138
Figure 6.14 Observed Zadoks crop GS in respon€® at three Irish sites in 2012 with the fitted
polynomial model derived using GS data from thiigEssn 2011 .........ooeveviiiiiiieeeennes e 139
Figure 6.15 Observed 2012 Zadoks crop growth stigedhree Irish sites vs fitted GS polynomial140
Figure 6.16 Collapsed tiller data from three sitekeland in 2011 fitted with a fourth degree padynial.

.......................................................................................................................................... 142
Figure 6.17 Modelled tiller numbers (fitted linéjained’ on 2011 data against 2012 observationsl42
Figure 7.1 Digitised Zadoks GS data vs Cartersmmiyial GS model (Equation 21) ...............c..... 148
Figure 7.2 Digitised Zadoks GS data vs Carters @8ah(Equation 22Equation 23) ..................... 148
Figure 7.3 Comparison of in-field aphid observagidtom 1976 in field 1 (cv. MH) in Norwich, with

output from SAV4 and SAM7 using GS model outputrirGarteret al (1982). ..........cccceeeeneee 150
Figure 7.4 Comparison of in-field aphid observagidmom 1976 in field 2 (cv. MH) in Norwich, with

output from SAV4 and SAM7 using GS model outputirGarteret al. (1982). .......ccevvvvveveeennn.. 151
Figure 7.5 Comparison of in-field aphid observasiédmom 1977 in field 1 in Norwich, with output from

SAV4 and SAM7 (cv. MF) using modelled GS. ...ccccceiiiiiiii e 152

Vii



Figure 7.6 Comparison of in-field aphid observasiémom 1977 in field 2 in Norwich, with output from

SAV4 and SAM7 (cv. MH) using modelled GS....oe oo 153
Figure 7.7 Comparison of in-field aphid observagidmom 1978 in Norwich, with output from SAV4 and
SAM7 (cv. MH) using modelled GS. ... 154
Figure 7.8 Comparison of in-field aphid observagidrom 1979 in Norwich, with output from SAV4 and
SAM7 (cv. MH) using modelled GS. ... 155
Figure 7.9 Comparison of in-field aphid observasiémom two fields in 1980 in Norwich, with output
from SAV4 and SAM7 using modelled GS: (@) cv. MBI, MF ....oovvvveeeeiii e 157

Figure 7.10 Comparison of in-field aphid observagiéorom 1976 in field 1 (cv. MH) in Norwich, with
output from SAV4 and SAM7 (incorporating reduceddation to make it more comparable with
TNE CUITENT WOFK). .ottt ettt e e e e e e e e e s aa e e nnnnbebbbseseeeeeeeaeas 160

Figure 7.11 Comparison of in-field aphid observagiédrom 1976 in field 2 in Norwich, with output fro

SAV4 and SAMY (incorporating reduced predation &kenit more comparable with the current

110 1 T PP UPUPRTRPTR 161
Figure 7.12 Comparison of in-field aphid observagiédrom 1977 in field 1 in Norwich, with output fro
SAVA and SAMT (CV. M) ..eeiiiiiiiiiiiit e eeeee ettt ettt e e e s e e e e s annenee s 162
Figure 7.13 Comparison of in-field aphid observagiédrom 1977 in field 2 in Norwich, with output fro
SAVA and SAMT (CV. IMH) ..eeiiiiiiiiiiiiiee ettt ettt e e e s st e e s s sbb e e e e e s stbeeeeaeeaans 163
Figure 7.14 Comparison of in-field aphid observagiorom 1978 in Norwich, with output from SAV4
ANA SAMT (CV. MH) ottt e e e e e e e e e e eeeas 164
Figure 7.15 Comparison of in-field aphid observagiorom 1979 in Norwich, with output from SAV4
= o IS AN, A (o VA /| S UPT 165
Figure 7.16 Comparison of in-field aphid observagiérom two fields in 1980 in Norwich, with output
from SAV4 and SAM7 using modelled GS: (@) cv. MBI, MF ....oovvvieeieiiei e 166
Figure 7.17 Comparison of Equation 24 polynomiain(S Carters GS model (Carter GS) (Equation 14)
and GS observations (Obs) from 1976 t0 1980 INGAUSI.......ceeeeiiiiiiiiieaeiiiii e 168
Figure 7.18 (a) Modelled and observed (Obs) syt (b) peak day (measured in JD) and (c) peak
number of aphids annually from 1976-1980 in NOIWICH............oooiiiiiiiiiiiiiiieeee e, 169
Figure 7.19 Comparison of in-field aphid observagidrom 1994 in Rothamsted, with output from SAV4
and SACSIM using Carter's GS model (EQUAatioN 14)........cuvvveiiiiiieeieeeieeiieeiesceevveeneeeeees 171
Figure 7.20 Comparison of in-field aphid observagiorom 1994 in Rothamsted, with output from SAV4
and SACSIM using new GS model (EqQUAtiON 24)...........ccoeeiiciiviiiiiiiiieeer e e e e e e eeeesssnenes 172

Figure 7.21 Original Lactin model fit (black dasHeg:) and newly derived Lactin model fit basedion
error iNCOrporation (Fed lNES). ........ ettt e e e e e e e et eeeeeeas 175
Figure 7.22 Regime-specific SAV4 outputs produgedifthree sets of Lactin parameters derived using:
(i) the mean development time, (ii) the mean dgwelent time minus an error and (iii) the mean
development tiMe PIUS @N EITOK. ....iviiii i e e e e e e e e s e e s e e e e e e eaaeaeeas 176
Figure 7.23 SAV4 output from cold-regime temperat8A. Magnitude of output response to (a)

increased temperatures and (b) decreased tEMEBETALUL. ...........uuvviiiiiiiiiiiiiiieae e 178

vii



Figure 7.24 SAV4 output from moderate-regime terapge SA. Magnitude of output response to (a)
increased temperatures and (b) decreased tEMEETALUL...........uvvriiiriiiiriiieereeeeesmmmmm e eeeeens 179
Figure 7.25 SAV4 output from hot-regime temperatiife Magnitude of output response to (a) increased
temperatures and (b) decreased tEMPEratUresS...........u e rieriiiiieieae e e e e 179
Figure 7.26 SAV4 magnitude (top row) and GS oufpottom row) using three different spring barley
sowing dates: (a) MarcK'1(b) March 18 and (c) March 31 (CR = Cold Regime, MR = Moderate
Regime, HR = HOt REQIME). ....uuiiiiiiiiiiiiiieee et e et e e e e e e e e e e e e s s e neneneeees 181
Figure 7.27 SAV4 output using two different levefssurvivorship.........ccccccceieieeee, 182
Figure 7.28 Histograms depicting frequency of sastic peak APT output from SAV4 on a regime-
specific basis using a fixed start date based @nd@del runs. ..............ooeeciiiiiie e 183
Figure 7.29 Regime-specific PDFs for SAV4 outpuhgsdentical start dates (distribution-specific
parameters provided in each legend). ... 184
Figure 7.30 Histograms depicting frequency of ststic peak APT output from SAV4 on a regime-
specific basis using regime-specific start datese(ithe difference of scale across the x-axe$R6..
Figure 7.31 Regime-specific distributions for SAbdtput using identical start dates. ........cccccee.... 187
Figure 8.1 Ensemble mean seasonal temperaturasecfer the 2020s,2050s and 2080s (Fealy and
SWEENEY, 2008) ...oeeeiiiiiiiieeeee e e et e e s o244 22222 e 24 e e s s s s sttt a— et e et taaaaaaeaaaaaaa————n—r——aarrrrerraees 192

Figure 8.2 Locations for fourteen synoptic statjdns which downscaled temperature data was obdaine

Figure 8.3 Simulate®. avenaenagnitudes for a selection of locations in Irelaisthg temperature
observations ranging between 1961 and 2009. . uuuurrrirrriieiieeiieaaaaae e 195
Figure 8.4 Simulate8. avenad¢iming of peak magnitudes for a selection of lama in Ireland using
temperature observations ranging between 1961 @08 2...................oooeeieiiiiiinvvemmee e 196
Figure 8.5 SAV4 peak day versus peak APT from 1890096 using temperature data derived from
(O = 14 o= 1 o T @1 15 o .Y PEERURRRRR 198
Figure 8.6 Meteorological year of mean observedptrature for the baseline period (1961-1990) versus
modelled mean temperature for the same period $&pgrate models and scenarios. ............ 2..20
Figure 8.7 Output from SAV4 using GCM data from Q@&Z; CSIRO, HADCM3 and the Ensemble for
two emissions scenarios over the baseline peri6d-1990 for a subset of synoptic stations with
APT as the OULPUL MELIIC. ..viviiieiee et e e e e e e e e e e e e e e e e e s e e s e e e annnenes 204
Figure 8.8 Mean Ensemble and observation-drivepuidtom SAV4 for the baseline period 1961-1990
for all SYNOPLIC STAtIONS. ...ocee e eceeeee e e e e e e e e e e e e e aaaaaeeaeeeaans 206
Figure 8.9 Annual absolute modelled start date6118099) for eleven synoptic stations using the
ENSEMDIE. ... et et e e e e e e e e e e bbb 209
Figure 8.10: Advance of modelled start day relatovéhe Ensemble baseline. The Ensemble mean is
depicted by the black circle, while the ranges ckepi by the colored bars represent the maximum

and minimum mean relative start day advance a@ibs$ the models (per timeslice): blue=2020s,

green=2050S and red=2080S. ...........csttirreeeeee e e srrr e e e e e e e e e e e e s e aaa e aaaaaaas 210
Figure 8.11 Absolute mean start dates per timegdddr each of the GCM/SRES combinations utilised.
.......................................................................................................................................... 211



Figure 8.12 Mean SAV4 magnitude outputs for fodifedent timeslices based on Ensemble temperature
] 11 SR RUPR R 213
Figure 8.13 Relative APT differences between thedfmble baseline and each of the Ensemble
timeslices, using maximum and minimum mean relafiPd differences from the three GCMs as
[£2 1010 [T J TSR P TP PP PP 214
Figure 8.14 Spatial distribution of relative APTirases to the 1961-1990 baseline for three tinessli
The 2020s, the 20508 and the 2080S. ... crreeerrreeenreie e sree e sreeesnnreee s 218
Figure 8.15 Relative change in the numbes odvenagenerations produced in comparison with the
Ensemble baseline. The Ensemble mean number ofajems is depicted by the black circle,
while the ranges depicted by the colored bars sgmtethe maximum and minimum mean increase
in voltinism across all of the models (per times)idblue=2020s, green=2050s and red=2080s... 220
Figure 8.16 Spatial distribution of voltinism changlative to the 1961-1990 baseline for three
timeslices: The 2020s, the 2050s and the 2080S.........ccouiiiiiaiariiiiiii e 221
Figure 8.17 Simulated annual timing of floweringldrarvest in Spring barley for each of the synoptic

station locations, with associated advance of @8ldlys) included (FA=Flowering Advance,

HAZHAIVESt AQVANCE). ..eeiiiiiiiiee e e e ettt e e sttt e e et e e e e e e e e e s asasnnnsennbesanneeeeeeaees 223
Figure 8.18 Ensemble-driven absolute mean peaKkatdiie baseline period, the 2020s, 2050s and
2080, ettt rer——— et e oo R e e E e e R e e e a et e a e e et enn e e nnnes 225
Figure 8.19 Ensemble-driven absolute peak dayh®baseline period, the 2020s, 2050s and 2080s,
including corresponding GCM ranges in peak day iletr...........cooooiiiiiiiiiiiiiiiiiiiee e 226
Figure 8.20 Spatial distribution of peak day adwaradative to the 1961-1990 baseline for three
timeslices: The 2020s, the 2050s and the 2080S...........cccooiiiieiiieeee e 228
Figure 8.21 Absolute JD at which the ‘5 aphidstglr threshold’ is surpassed annually over the
modelled time period 1961-2099. ............cemmmmmeeeeeieeiisireeererrrerrrerrerreeeeeeeeeaaaaannrnrrarr————ee 230
Figure 9.1 Relationship between the modelled sfespring migration (JD) and the peak aphid
magnitude per tiller over the period ranging fro861-2099. ............cccoiiiiiiiiiiiii e, 235
Figure 9.2 Spatial distribution of spring barleytimation in 2013 (CSO, 2014C).......cccuvvvieememeeeeeenn. 246
Figure 9.3 Number of publications assessing theaghpf climate change on insects from 1985-2012. A
star is shown for 2012 as it only includes paperugust 2012 (Andrewt al, 2013)............... 247

Figure 9.4 How insect responses to climate chaage heen recorded in publications between 1985 and
2012. Four groups (A-D) allocated based on numbpublications in each response group
(Andrewet al, 2013). Red circles denote areas of contribUpBAVA. ............ccoeeeivvvniinnne, 248



LIST OF TABLES

Table 1.1 Summary of the potential and actualdsskie to fungal and bacterial pathogens, viruses,
animal pests and weeds in wheat, rice, maize, jpgtdatoes, soybean, sugarbeet and cotton in
1996-1998 (after Oerke and DehNe, 2004). .. ..ot 17

Table 2.1 Projected global average surface warmtrige end of the 21st century (These estimates are
assessed from a hierarchy of models that enconapsigsple climate model, severalL ESMICS and
a large number of AOGCMS (IPCC, 2007). .....commmmmrrrrerererrerremeeaaaseaiasiinasnssnressneereereeaaeeeanen 41

Table 4.1 Crop yield and production by type of ¢r&tatistical indicator and year (CSO, 2014b)......69

Table 4.2 Duration (hours) of temperature-dependenelopment irs. avenasavith associated errors in
o] = (ol e SR (D=L T T K I ) S 74

Table 5.1A priori anda posteriorievaluation criteria for nonlinear models........c....ccccconn. 100

Table 5.2 Available models for estimating crititlalesholds in species development models....... 101

Table 5.3 Development rate (per hour) of insta#sdES. avenaender different constant temperatures.
ATLEE DEAN (LO74). .ttt ettt ettt et e e a2 e e e e e e e s e et an bttt e e et e e e e e e aaaaaaaaaaeaaan 105

Table 5.4 Values of the fitted coefficients, theesociated Standard Errors (SE) and SSE usirth€i)

Lactin model and (ii) the Briere model for desanipithe temperature-dependent development of

the Immature stages Bf AVENAE...........oooe i 108
Table 6.1 Linear regression coefficients for siatinlg the model’s ‘Start day’...........ccvveeeeeeiiinnnnns 116
Table 6.2 Linear regression coefficients for sirtinathe migration end day ..........cccccoeeveeeeiin. 118
Table 6.3 Linear regression coefficients for sirtinathe regime-specific migration end day........ 121
Table 6.4 Negative binomial parameters used irsitimellation of daily aphid numbers.................. 122

Table 6.5 Number of aphids alighting in field (perctare) per each individual aphid caught in aisoct
trap (Taylor and Palmer, 1972)...........i ccccmumeeeeieeieeier et e e e ee e e e e e e s e s se s ssssnnaaneesereeraaaaeaaeaeaaeeaanan 125
Table 6.6 Fecundity parameters for both morphS.@&venaén response to temperature .................. 8.12
Table 6.7 Regression coefficients used in desaibymphal survival in response to temperature 131
Table 6.8 Polynomial coefficients used in the clatan of the prereproductive period 8f avenae. 135
Table 6.9 Error associated with each of polynomdplations fit to site-specific and collapsed GSdat
Wexford (Wx), Cork (Ck) and Carlow (Cw). SSE istie blue rows. RMSE is in the white rows.

Table 6.10 Polynomial coefficients utilised to dése the relationship between DD and crop GS. 137
Table 6.11 Error associated with the utilisationthe fitted GS model against site-specific 2012dag
for Wexford (Wx), Cork (Ck) and Carlow (Cw). SSHiisthe blue rows. RMSE is in the white

Table 7.1 Summary of validation outputs for 197@l1) using modelled GS (offset in brackets)150
Table 7.2 Summary of validation outputs for 197@l2) using modelled GS (offset in brackets)151
Table 7.3 Summary of validation outputs for 197ielF1) using modelled GS (offset in brackets)152
Table 7.4 Summary of validation outputs for 197ielF2) using modelled GS (offset in brackets)153
Table 7.5 Summary of validation outputs for 197Bigsnodelled GS (cv.MH) (offset in brackets)154

Xi



Table 7.6 Summary of validation outputs for 197Bigsnodelled GS (cv.MH) (offset in brackets)156
Table 7.7 Summary of validation outputs for 1980 ihd MF (offset in brackets)...............cceee-.. 157
Table 7.8 Quantification of events where improvetaém predictive capacity were made for both SAV4
=T a [0 RS Y Y PR 158
Table 7.9 Correlation analysis results for commarisetween SAV4 and SAM7 using modelled GS data.

Table 7.10 Summary of validation outputs for 19¢ld 1) using observed GS'’s (offset in brackéas).
Table 7.11 Summary of validation outputs for 19¢®ld 2) using observed GS'’s (offset in bracké#).

Table 7.12 Summary of validation outputs for LAV ..........ccccciiiviiiiiiiiieeee e e e e ereereee e e e e e e e e 162
Table 7.13 Summary of validation outputs for 19vTH (offset in brackets). .......cccccccceeeiiieiiccninnns 163
Table 7.14 Summary of validation outputs for 19v8{ (offset in brackets). ........ccccccciiiiiiiiiinnns 164
Table 7.15 Summary of validation outputs for 19v# (offset in brackets). ........ccccccoiiiiiiiiiiiinnns 165
Table 7.16 Summary of validation outputs for 19881 and MF (offset in brackets). .............cce..... 166
Table 7.17 Correlation analysis results for congmaribetween SAV4 using modelled GS data (CGS) and
SAV4 using observed GS (OGS) dAta. ........commmrcrrrrerrrerrrrrieteeaaaeeasesssssssssassesrerrrrrreeeaeaaeas 167

Table 7.18 Polynomial coefficients utilised to diése the relationship between DD and crop GS. 168

Table 7.19 Summary of validation outputs for 1994&Rbthamsted using Carter's GS model (offset in

o] 7= Tod (=] £ R 171
Table 7.20 Summary of validation outputs for 1994&Kbthamsted using new GS model (Equation 24)

(OFfSEL IN DIACKELS). ..ttt ettt ettt e e e e e e e e e e et bt be st eeeeeeaaaaaaaaaaaaaans 172
Table 7.21 Peak metric change in response to Lpetiameter SA (APT=Aphids Per Tiller). ........ 176
Table 7.22 Regime-specific start dates (IJD) utllisethe SA. ............oo oo 185

Table 8.1 BYDV levels recorded in spring barley apthid count (per fron the last week of April) in
Teagasc research facility, Oakpark Co. Carlow (8@ypers. com). .......cccoevevveevicivnvieenennnn. 198
Table 8.2 List of Irish synoptic stations with ned@t metadata. (Those marked with an asterisk netre
USEA IN thE ANAIYSIS) ....etteeieiiiiiiiie ettt e e e e e e e e e et e et e eaee et e e et e e e aaaaaaeaaeesaaaaannnnnanes 200
Table 8.3 Station-specific occurrence of tempegatagimes (cold (blue), moderate (green) and leof))r
per timeslice over the 139-year Ensemble modelrun............ccccooiiiiiiiiiiiiiiii e 208
Table 8.4 Station-specific occurrence of tempegatagimes (cold (blue), moderate (green) and leof))r
per timeslice over the 139-year HADCM3 B2 MOAELLUL.......uuvviiiiiiiiieiieeeeeeeee e 215
Table 8.5 Station-specific occurrence of tempeeatagimes (cold (blue), moderate (green) and leo))r
per timeslice over the 139-year HADCM3 A2 MOAELLUDN.......uuuviiiiiiiiieiieeeeeeee e 215
Table 8.6 Maximum and minimum mean voltinism reeor@cross the seven GCM/SRES combinations
and eleven SYNOPLIC SLALIONS. .......ooiii i e e e e e e e 221
Table 8.7 Relative advance (in days) between bespleriod and each of the three timeslices: 2020s,
20508 AN 2080S. ....uvvveiieeeiiitiiieee s s aataeeeeee st atbreeeeesaabrereeeasatrreeaeeaarreeaaesaarrraeaaeesatbareaaeeaanes 224
Table 9.1 Spring barley statistics for Ireland @12 (h=hectare, t=tonne). Source: (CSO, 2014c).242
Table 9.2 Potential Irish spring barley yieldshe absence of aphid damage in 2013 (h=hectare,
t=tonne).'Lower and upper potential yield/hec in the absef@phid damage. .............c.cocu...... 243

Xii



APPENDICES

APPENDIX A SAVA

A-1 LOADING ALL THE TEMPERATURE DATA I
A-2 TIME AND SUNRISE CALCULATION I
A-3 INITIALISING VARIABLES I
A-4 SEEDING THE MODEL WITH SIMULATED APHID NUMBERS I
A-5 CALCULATE THE NUMBER OF REPRODUCING INDIVIDUALS v
A-6 CALCULATE THE DAILY NYMPHS PRODUCED Y,
A-7 DEVELOPMENT SUBMODEL \%
A-8 SURVIVAL VI
A-9 CALCULATES THE APTEROUS COHORT VI
A-10  CALCULATES THE ALATE COHORT IX
A-11  CUMULATIVE NUMBERS IX
A-12  STORE APHID METRICS X
A-13  SAVE THE REGIMES AND MODEL OUTPUT X
APPENDIX B MATLAB FUNCTIONS ... Xl
B-1 ALATE REPRODUCTION Xl
B-2 APTEROUS REPRODUCTION Xl
B-3 ALIGHTING X1I
B-4 CUMULATIVE DEGREE-DAYS Xl
B-5 STOCHASTIC CATCH SIMULATION Xl
B-6 REGIME ASSIGNMENT AND ENDAY CALCULATION A\
B-7 GROWTH STAGE CALCULATION A\
B-8 CALCULATION OF HOURLY TEMPERATURES XV
APPENDIX C SAVA QUTPUT L. XVI
Figure C-1 Mean HADCM3 and observation-driven ottipom SAV4 for the baseline period

1961-1990 for all synoptic stations. XVI

Figure C-2 Mean CGCM2 and observation-driven oufpoitn SAV4 for the baseline period 1961-

1990 for all synoptic stations.
Figure C-3 Mean CSIRO and observation-driven oufparn SAV4 for the baseline period 1961-

1990 for all synoptic stations.
Figure C-4 Mean SAV4 magnitude outputs for fouled#nt timeslices based on HADCM3 A2

temperature inputs.
Figure C-5 Mean SAV4 magnitude outputs for fouledint timeslices based on HADCM3 B2

temperature inputs.

Xiii

XVII

XVII

XIX

XX



Figure C-6 Mean SAV4 magnitude outputs for fouiedint timeslices based on CGCM2 A2
temperature inputs. XXI
Figure C-7 Mean SAV4 magnitude outputs for fouled#nt timeslices based on CGCM2 B2
temperature inputs. XXII
Figure C-8 Mean SAV4 magnitude outputs for fouledént timeslices based on CSIRO A2
temperature inputs. XX
Figure C-9 Mean SAV4 magnitude outputs for fouledént timeslices based on CSIRO B2

temperature inputs. XXIV

Table C-1 Station-specific occurrence of tempemategimes (cold (blue), moderate (green) and
hot (red)) per timeslice over the 139-year CGCM2nidel run. XXV
Table C-2 Station-specific occurrence of tempemategimes (cold (blue), moderate (green) and
hot (red)) per timeslice over the 139-year CGCM2n&stlel run. XXV
Table C-3 Station-specific occurrence of tempemategimes (cold (blue), moderate (green) and
hot (red)) per timeslice over the 139-year CSIROwgdalel run. XXVI
Table C-4 Station-specific occurrence of tempemategimes (cold (blue), moderate (green) and
hot (red)) per timeslice over the 139-year CSIRO"&®el run. XXVI

Xiv



GLOSSARY

A2

AOGCM
APT
AR4

AR5

B2

BADC
BTV
BYDV
C:N
CDD
CGCM2

CPI
CR

Scenario incorporates regionally oriented depelent with an emphasis
on economic growth

Atmosphere Ocean General Circulation Model

Aphid per Tiller

Forth Assessment Report of the Intergovernnmetmel on Climate

change

Fifth Assessment Report of the Intergovernmle®anel on Climate

change

Scenario exhibits local and regional developnweitih the emphasis on
environmental sustainability

British Atmospheric Data Centre

Blue Tongue Virus

Barley Yellow Dwarf Virus

Carbon to Nitrogen Ratio

Cumulative Degree Days

Canadian centre for climate modelling andlyam Coupled Global

Climate Model

Climate Prediction Index

Cold Regime

CSIRO (mk2) Commonwealth Scientific and IndustRa&search Organisation, Mark 2

Cv.
DAFM
DD
DSS
DSSAT
ED
EMIC
ET
FACE
GCM

model

Cultivar

Department of Agriculture, Food & the Marine
Degree Days

Decision Support Systems

Decision Support System for Agrotechnologgnifer
Electoral District

Earth System Models of Intermediate Complexit
Evapotranspiration

Free Air Concentration Enrichment

Global Climate Model

XV



GDD Growing Degree Days

GDP Gross Domestic Product

GHG Green House Gas

GPCP Global Precipitation Climatology Project
GS Growth Stage

GtC Gigatonnes of Carbon

HadCM3 Hadley Centre Model

HIPV Herbivore-Induced Plant Volatile

HR Hot Regime

IBM Individual Based Models

IDW Inverse Distance Weighted

IPCC Intergovernmental Panel on Climate Change
IPM Integrated Pest Management

JD Julian Day

K Thermal Constant

LT Lower Threshold

MAV BYDV strain vectored byacrosiphum avenae
MF Maris Freeman

MH Maris Huntsman

MIDAS UK network of weather stations

MR Moderate Regime

nbin Negative Binomial Distribution

oLS Ordinary Least Squares

OTC Open Top Chamber

PCA Principal Components Analysis

PDF Probability Distribution Function

ppm Parts Per Million

ppmv Parts Per Million by Volume

PPP Plant Protection Products

R2ad;j Adjusted coefficient of determination
RCH Rapid Cold Hardening

RCM Regional Climate Model

RCP Representative Concentration Pathways

RF Radiative Forcing

XVi



RMSE
rp

rs
RSS
SA
SACSIM
SAM7
SAV4
SCM
SD
SDev
SE
SRES
SSE
SuUD
Tmax
Tmin
Topt
uT
ZGS

Root Mean Square Error

Pearsons rho

Spearmans rho

Residual Sum of Squares

Sensitivity Analysis

Skirvins (1995) aphid model

Carters (1985) aphid model
Sitobion avena&lark 4 model

Simple Climate Model

Statistical Downscaling

Standard Deviation

Standard Error

Special Report on Emissions Scenarios
Sum of Squared Errors

Sustainable Use of pesticides Directive
Maximum temperature

Minimum temperature

Optimal temperature

Upper Threshold

Zadoks Growth Stage

XVii



CHAPTER 1

RESEARCH INTRODUCTION

1.1 Introduction

Climate and agriculture are inextricably linked. llk@ most other industries,
agricultural production is a biological processttpeoduces organic output based on
soil and atmospheric resources (including water, @@nerals and solar radiation).
While every plant requires the aforementioned reses) large variations exist between
different plant species regarding the physical doyts that are within their range of
physiological tolerance. For example, certain ptajsiconditions (temperature,
moisture) may facilitate maximum growth and devete@pt in one plant species, while
simultaneously limiting the performance of anothErese moderating effects are also
experienced by the host plant's concomitant hereivpests. These ‘physical
conditions’ are generally interpreted ageather or abiotic conditions that are
experienced by developing plants and other orgamidris interpretation is apposite
when agricultural crops are being considered oararual basis, due to the seasonality
of their cultivation and the ephemeral nature dirtlpresence in-field. However, the
physical conditions oweatherexperienced from one year to the next over a longe
period of time (theclimatg not only influences the seasonal developmenhefdrop,
but also the type of crop (and its pest consigniniatt can successfully complete its
development in different geographic regions. Thislue to the regional variation that
exists in climate variables and the resultant déffiees in climate-mediated crop
photosynthetic pathways (the process in which planbduce carbohydrates using light

energy).

While the geographic distribution of crop types edso be influenced by the prevailing
socioeconomic conditions, or enhanced using tecyicdl advances that facilitate the
attenuation of the physical environments effectsiggally climate can be viewed as one
of the main limiting conditions to achieving a crpfants maximum potential. This

limiting effect of climate on crop performance istronly elicited directly, but also



indirectly via the activities of pests and pathageMemperature in particular has been
identified as the main driver of biological procesdn plants and pests, owing to its
directionally proportional effect on enzymatic reacs which regulate biological

development.

The intensification of land management in the agtical community through the use
of irrigation, mechanisation, high-yielding croprieies, fertilisers and pesticides in the
1960s; heralded what has been referred to as ttemrigrevolution’. This era of
scientific and technological advance facilitatee ttioubling of global crop yields
(Tilman et al, 2001), by moderating the effects of factorsetistin Figure 1.1
(specifically water, nutrients and pest specieskeg feature of this trend towards more
intensified systems was an increase in the dedgrepetialisation in food production.
l.e. a reduction in the number of species cultdataltimately precipitating a shift
towards monoculture. This homogeneity, common irdeno-day agriculture, has a
direct impact on the invertebrate biodiversity assted with an area, leading to
changes in the architecture of the associated Bigitanchiet al, 2006). Matsoret al
(1997) refer to this biota as tpest complexwhich incorporates herbivorous insects, as
well as their natural enemies. In naturally divesystems, pests are typically more
speciose and lower in abundance, owing to the s#gge@nd concomitant energy
expenditure) to find a suitable host species tal fee within their geographic range.
This limitation of numbers has also been attribuiedhe effect of higher predation
rates and higher numbers of natural enemies typtaliverse systems. By contrast,
insect pests within monocultures tend to be moredant, highly specialised and less
diverse than in their natural ecosystem counterfdnis translates to higher levels of
pest pressure in agricultural crops than in vapelycultures, which ultimately results
in higher crop losses from more host-specialisesh tiverse pest species.
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Figure 1.1 Abiotic and biotic factors causing crogdosseqOerke, 2006).

Pest activity is not solely determined by the déitgrof its environs. The ability of a
pest to complete its life cycle exemplifies itsdewf adaptation to both its host plant
and climatic environment. Akin to plant distributiothe climate experienced also
influences the mortality, development and geogmapbattern of agricultural pests
owing to their species-specific ‘thermal windowhét range of suitable temperatures
between the minimum and maximum rate of developrfmna species) (Dixoet al,
2009). Assuming that a suitable host is availatile, existence of this range is due to
the fact that insects are poikilothermic (cold laled), which facilitates a temperature-
dependent response in these organisms, and diedtehts their development, survival,
geographic range and abundance (Edlal, 2002). Consequently, a species typically
boasts upper and lower latitudinal and elevatidnals as a result of this temperature
dependency, which predetermines the boundarigs gebgraphic range or distribution
(Wilson et al, 2007), and infers their sensitivity to their &/cegional climate. Due to
the dependency of both crops and their concomtasits on climate, both are subject to

short and long-term fluctuations typical of atmospd conditions.

Ultimately, climate serves to mediate potentiadiatble crop yields via both biotic and
abiotic factors (Figure 1.1) resulting in crop autgpwhich may not be equivalent to the
site-specific technical maximum. Projected globalimnmental changes are expected
to further impact the productivity of agriculturadopping systems in the future. These



changes will be compounded by an increasing glpbpllace, resulting in a potential
scenario where global food security can not be reaksu

Changes in climate to date have already precipita®ological changes on global,
regional and local scales; eliciting alterations phenology (the natural timing of
biological events) and distribution of species (flo€&uldberg and Hughes, 2008;
Parmesan, 2006; Walthet al, 2002). These impacts have been recorded onyever
continent’ and ‘in most major taxonomic groups’aasesult of ‘modern’ climate change
(Parmesan, 2006:639); and are occurring in bothratind managed (agricultural)
ecosystems. The aforementioned potential for thkaages to impart a negative impact
on food production systems provides an impetushferscientific community to further
elucidate the direct and indirect (pest-mediatéi@ces of climate change, in an effort to
maintain and ultimately increase current product®rels. Section 1.2 will provide a
brief synopsis of what is currently known regardgigbal climate change, as well as
documented changes in key climate variables. Tégess that exist at the interface of
agricultural production, environmental sustain&p@ind food security under a changing
climate will be emphasised, owing to their rolethre justification of research such as
the work described later. Finally, the rationale fitempting to model potential
trajectories of pest population dynamics in agtio@l systems will be outlined in the

context of agricultural production in Ireland.

1.2 Climate change

According to the IPCCs (2014:5) Fifth Assessmenpd®e (AR5), ‘climate change
refers to a change in the state of the climate tast be identified (e.g. by using
statistical tests) by changes in the mean andéwaniability of its properties, and that
exists for an extended period, typically decadedoager’. It has manifested itself
globally to differing extents in guises such aseating glaciers and ice sheets, rising
sea levels, and increased frequency of heavy ptatigm events and heatwaves.
Furthermore, the IPCC (2013:15) reported that iexremely likely’ that more than
half of the observed increases in average globfceitemperature from 1951-2010 are
a result of increases in anthropogenic Green H&e® (GHG) concentrations in the
atmosphere, along with other anthropogenic forcifigre term ‘extremely likely’ may
seem indiscriminate at first glance; however tl@sminology utilised by the IPCC
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equates to a certainty of 95-100% (Le Treual, 2007). In order to fully understand
what is driving these changes, it is important itst funderstand some of the basic

premises regarding our current climate and howntfions.

1.2.1 The greenhouse effect and the global energy balance

The term ‘greenhouse effect’ refers to a naturattgurring phenomenon wherein the
planets ambient temperature is maintained apprdgi;nd3°C warmer than it would be
if the atmospheres’ effect was not accounted fargy, 2000). This means that the
current biosphere and concurrent biota (includimghankind) would not exist in the
absence of this effect. The process involves unitlegeanflux of solar radiation which
heats the earth surface. The surface in turn, donig-wave radiation which is then
absorbed by specific gases in the atmosphere,teopaf which is re-emitted back to
the surface. This ultimately results in a warmarffasie and atmosphere than would be
expected if the long-wave energy was unimpededhgxihe atmosphere (Robinson and
Henderson-Sellers, 1999). The main gases to whiehgreenhouse effect can be
attributed are those which are capable of both rblbsp and re-emitting radiation; the
most important of which are B (water), CQ (carbon dioxide), @ (ozone), CH
(methane) and N{(nitrogen dioxide). It is these gases which aoegasing in response
to anthropogenic activities including combustionfadsil fuels on a worldwide level,
land use change, as well as the intensificatiomgsfcultural production. Changes in
atmospheric concentrations of these GHGs, as wells@ar radiation have been
implicated in changing the Earth’s energy balanoce &y proxy, altering global
temperature (Hanseet al, 2005). The major energy flows of the global sgstare
illustrated in Figure 1.2. According to Hansetal (2011) the energy imbalance over a
six year period from 2005-2010 has been reporte@.580.15 W/nf (surplus energy
absorbed in comparison to that radiated to spad¢e3. measure of energy is attributed
to a reduction in the amount of infrared radiatlost to space by the atmosphere; a
process referred to as ‘the greenhouse effect’s $hift in the global energy balance
can alter both the timing and variability in glolcéimate patterns, increasing the surface
air temperature as well as impacting the timing iatehsity of precipitation events.
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Figure 1.2 The global energy balance (Kiehl and Trberth, 1997).

1.2.2 Changes in atmospheric CQ

CO, has emerged as the primary gaseous metric by whelphenomenon of human-
induced climate change is measured globally. Thetnmoteworthy data series of
atmospheric C@observations is that of the Mauna Loa observatokyawaii (Keeling

et al, 1976). The observatory is located at a remdte 3400 metres (m) above sea
level; which is ideal for ‘monitoring constitueniis the atmosphere that can cause
climate change’ due to the undisturbed air surrougthe observatory, as well as the
‘minimal influences of vegetation and human aceiviNOAA, 2013). As a result, the
output from this observatory (which has been meimtpatmospheric Cosince 1956)
provides scientific evidence of the upward trendatimospheric C®levels over the
course of the last 54 years (Figure 1.3). CurresdamCQ levels reported at Mauna Loa
are registering at 396.48 parts per million (ppra) annum (NOAA, 2014). This level
of atmospheric C@is quite different from levels reported from the{ndustrial era of
280 ppm (Petiet al, 1999).
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Figure 1.3 Monthly mean atmospheric carbon dioxidet Mauna Loa Observatory, Hawaii (NOAA,
2014).

Further discrepancies between past and present GQelMéts are evidenced in the
findings of Petitet al (1999) from the Vostok ice core. Past atmosphmyiecentrations
of CO, and Methane were directly measured from air inchswithin an ice core that
was drilled at the Vostok station in East Antaztiander a collaborative interaction
between Russia, the United States and France. Tistok research indicated that
current levels of both C£and CH are unprecedented within the 420 thousand year
record accounted for by the ice core. This datawaats for four glacial-interglacial
cycles, wherein the aforementioned GHGs remaindkimivhat the authors termed as
‘stable bounds’ (Petiet al, 1999:429). When the Vostok dataset is comparigd w
current atmospheric CQevels from Mauna Loa Observatory (Figure 1.4petomes
apparent that current levels of €@e well outside the bounds referred to above
(according to the data these bounds range from29882parts per million by volume
(ppmv)) (Petitet al, 1999). The EPICA Dome C Antarctica ice core patethis record
even further back to ~800 thousand years agotrditisg further periods of CQevels
below preindustrial levels, as well as the lowesreecorded C®level (172 ppmv) in
an ice core (Luthet al, 2008). According to the most recent IPCC (20Epprt, CQ
emissions derived from a combination of both fodsgl combustion and cement

production averaged at 8.3 Gigatonnes of Carbor€)G@Ghnually from 2002-2011;
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while the 2011 average alone equated to 9.5 G®%(&bove 1990 levels). Agriculture,
forestry and other land use has been reportedrterdly account for about a quarter of
net anthropogenic GHG emission (primarily from deftation and emissions from saoill,

nutrient management and livestock) (IPCC, 2014b).
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Figure 1.4 Vostok ice core data representing in erss of 400,000 years of atmospheric GQ5ource:
NCDC, 2013)

1.2.3 Changes in the Earth’s energy balance

Imbalances in the earth’s energy balance as atreghanges in either incoming or

outgoing radiation (Figure 1.2) due to externaktdex are termed Radiative Forcings
(RFs). RFs facilitate the quantification of theesgth of both anthropogenic and natural
actors in contributing to climate change. Posifiveings tend to have a warming effect
on the surface, while negative forcings generatipart a cooling influence. In the AR5

(IPCC, 2013), all anthropogenic drivers were tethllin an effort to assess the
magnitude of the effect (if any) that mankind wastcibuting towards climate change.

According to the (IPCC, 2013), ‘human influencetba climate system is clear’, and it
is ‘extremely likely that human influence has béle@ dominant cause of the observed
warming since the mid-20century’ (IPCC, 2014a). The total RF reportedtia AR5

is positive (Figure 1.5), which has resulted inugtake of energy in the climate system.
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GHGs are the best understood of the forcings dusntbropogenic activities and are
consistently exerting a positive forcing due to tAeElGs characteristic of absorbing
outgoing radiation in the atmosphere. The recamtds in atmospheric GHG@sitlined
above are quantified in Figure 1.5 wherein thedatdorcing illustrated is that of GO

for the period referenced.
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Figure 1.5 Summary of anthropogenic and natural ragative forcings. The values represent the
forcings in 2011 relative to the start of the indutsial era (1750). Postive forcing are illustrated $ing
red and yellow bars, while negative forcings are dplayed in blue (IPCC, 2013).

1.2.4 Observed climate change

Changes in the RFs and the resultant energy imtalaave precipitated long term
changes to climate variables on a global scale yrmémvhich are ‘unprecedented over
decades to millennia’ (IPCC, 2013:4). Almost théirenglobe has experienced surface
warming between 1901 and 2012, while ocean temyerancrease between 1971 and
2010 has been describedvagually certain. The warming reported for the thirty year
period leading up to 2012 has been describelikels” to be the warmest thirty year

L Virtually certainequates to a 99-100% probability
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period in the preceding 1400 years. Extreme eventh as heatwaves and heavy
precipitation events have alslikely’ increased since 1950. This warming has
contributed to sea level rise (Shepherd and Wingt2d@7) by expediting the melting
of icesheets in Antarctica and Greenland (Haehal, 2008), along with oceanic
thermal expansion. These changes have been redarathe AR5, citing larger rates of
sea level rise since the L@entury, than the mean rate of rise in the prewpdivo
millennia (IPCC, 2013).

1.3Ecological response to observed changes

Climate impacts are not always directly proportient changes in climate variables,
and to date, numerous (sometimes conflicting) cuehave been documented relating
climate trends to pest dynamics and changes ircudtural production (Parmesan,
2006). In the absence of consideration for pesisianous plant responses to changes in
climatic variables have been reported. Increasetenmperature have been shown to
illicit decreases in yields of field crops suchvdseat and rice (Pergf al, 2004; Youet

al., 2009), along with growth-stage-specific positared negative crop outputs (Wang
et al, 2008). In contrast, increases in atmospheric, G&ve been accredited with
imparting a ‘fertilisation’ effect on developing grits due to intensification of the
photosynthetic process, facilitating the increasedumulation of biomass (Tubieltt
al., 2007) and corollary crop yields (although thffe& alone has been found to
produce different outcomes depending on the meilbga@l approach used). Under
current climate, precipitation events leading toofling and increased soil moisture
content have been shown to cause crop losses gumxic conditions and decreases in

soil trafficability (Rosenzweigt al, 2002).

Despite their potential to impact attainable crogldy pests have not been extensively
incorporated in crop modelling or climate impactdiés to date. This dearth of research
is in direct contradiction to the evidence currgrdivailable: that pest species are
already responding to documented changes in cliffdtemaset al.,2001; Menéndez,

2007). Two of the most frequently documented bimalgresponses are geographic

range shifts and phenological changes (Parmesaivaime, 2003). Latitudinal shifts in

? Likely equates to a 66-100% probability
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distribution have been extensively noted in natecasystems, but also have particular
significance in limiting agricultural production;sgpest organisms can act as both
disease vectors and direct herbivores within thstesy. Correlations have been
identified between pest range expansion and incrgasmperatures in Europe (Bebber
et al, 2013), while more recently the speed of thesgeashifts has been found to be
progressing at a faster rate than previously gdtedd (Cheret al, 2011). Range
expansion trends have been found to vary greatlydsn species, however the general
trend when all species data are considered is tep@s significantly positive on a
latitudinal basis (Bebbeat al, 2013; Parmesagt al, 1999).

Changes in the phenology of pest events (suchahireg maturity or a ‘damaging’
stage of development) have also been demonstratedcur as a result of increasing
temperature trends. Advances in the beginningpohg for the European domain have
been estimated at 2.5 days per decade between20@D1{Menzelet al, 2006) in
response to observed temperature trends assess#st agneteen countries. These
advances have included changes to the flight dyrerof a number of important
agricultural aphid pest species (Coet al, 2005; Harringtonet al, 2007). These
alterations to ecological communities could pothti translate into pest species
arriving within a crop when it is at a particuladylnerable stage, or conversely at a
crop growth stage which is unsuitable for pest ifggdultimately altering the damage
profile expected. To date, little work has beenriedr out on the direct effects of
precipitation on insect pests, however dependinghenbiology of the species, both
negative and positive impacts have been reportegsponse to changes to temporal
receipts (Stalegt al, 2007).

1.4 Future trends in GHGs

In order to project future changes in climate Jaea of interest; future emissions of
GHGs must be incorporated if realistic projectians to be achieved. GHGs have been
highlighted as the best understood of the humaredriRFs, however significant
uncertainty exists regarding the future trajectrief GHG emissions, which
necessitates the use of a ‘scenario-based’ appr@ditarent socioeconomic scenarios
or ‘storylines’ have been constructed, wherein egdions regarding socioeconomic
development, land use change, clean energy resaadctievelopment and demography
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are made (Nakicenoviet al, 2000). These scenarios provide the basis fderéift
potential emissions profiles that could exist ie fature, and hence provide ranges of
trajectories of GHG emissions for use in climatedels and impact studies. The
utilisation of different socio-economic scenariegd)ich are translated into emissions
scenarios incorporating atmospheric consignmentsGéfGs and aerosols have
facilitated the formulation of different global iwlate scenarios for the future. Up until
the AR4, six ‘storylines’ (as outlined in the Spg@cReport on Emissions Scenario
(SRES)) (Nakicenoviet al, 2000) had been employed in order to drive Gldmhate
Models (GCMs), all of which vary in their rate af@omic and population growth, as
well as their emphasis on clean and efficient tetdgies (A1FI, A1T, A1B, B1, A2,
B2). Since 2006, the IPCC has facilitated the potidn of new emissions scenarios for
the Fifth Assessment Report (AR5) (Mos$ al, 2010) dubbed Representative
Concentration Pathways (RCPs). These new RCPsitardied to build on the previous
SRES scenarios used in preceding assessment repgrtsoncurrently reflecting
advances in research and data; as well as redtlengyme required to produce future
projections. As before, the RCPs provide a comnebrofsscenarios across the scientific
community, facilitating ease of comparison and camitation between studies. Four
pathways have been developed for the recent IPOC3[2report, each with their own
RFs (Vuureret al, 2011) (RCP2.6, RCP4.5, RCP6 and RCP8.5). Eadh difters not
only in its RFs, but also in each of their repréatwe emission rates and
concentrations. Considering the relatively receature of the RCPs in climate
modelling, it stands to reason that the currentlystbas concentrated on the SRES
approach to climate scenarios. For that reasoty, 8RES climate projections will be

considered in the remainder of this work.

The two emissions scenarios ultimately utilisedhis analysis are derived from two of
the SRES storylines: A2 and B2, representing twiterint trajectories for a more
‘regionalised’ world. The A2 (medium high) scenameorporates regionally oriented
development with an emphasis on economic growthilewtme B2 (medium low)

scenario exhibits local and regional developmenh\the emphasis on environmental

sustainability.
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1.5Projected future climate

General projected future trends on a global scalleide a decrease in cold episodes and
frost days, as well as concurrent increases iry derhperatures (owing predominantly
to increases in the minimum daily temperature).okding to the AR5 (IPCC, 2013)
temperature increases are projected in the rang@.35€-4.8°C for the end of the
century (2081-2100) depending on the RCP usede#&ses in the frequency and
duration of extreme hot events are also expectethdease. Intensification of the
global hydrological cycle is set to increase megatipitation at high latitudes, while
the opposite is the case for the subtropics and latitbde dry regions. Extreme
precipitation events are also expected to increaggensity and frequency over some
mid latitude and wet tropical regions towards tinel @f this century. Confidence in
these global projections is generally high for tenapure projections, while significant
uncertainty exists regarding future precipitati@it@rns. Future climate projections for
Ireland also include a reduced number of frost dayhigher likelihood of extreme
events increased rainfall events in winter (+20%ha midlands) and less frequent
precipitation in summer (Fealy and Sweeney, 200land’s future climate is
projected to experience temperature increases4ef.8°C by the 2050s, succeeded by

larger increases (as high as 2.7°C) during the2(@88aly and Sweeney, 2008).

1.5.1 Implications for agroecosystems

As outlined above, differences exist in the climatgrently experienced in different
areas. Future projected changes in climate havdasgiynbeen postulated as spatially
differentiable across a range of climate variabies. this reason, it is logical to expect
that the magnitude of agricultural impacts as altexd the changing climate will differ
from region to region. These differences can bdypattributed to whether the region
of interest is limited by water or temperature. l[e@aample, temperature increases in
Ireland (a mid-latitude country) could shift biologl development rates in plants closer
towards their thermal optimum, while simultaneouslglucing the number of frost days
experienced and lengthening the growing seasoradoicultural crops. In contrast,
agricultural regions which are already operatingpianear their optimal temperature
limits may experience crop losses owing to incrdaseat stress in plants, moisture

deficits and decreases in crop development. lctdmapounding impacts of agricultural
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pests are taken into account for both of the aferdrmned examples, the outcome has
the potential to be altered. In the temperate casencrease in ambient temperature
would serve to release many insect pests from rurtemperature limitations,

increasing winter survival, facilitating faster eatof development and increasing pest
biomass. This potential increase in pest pressowdcserve to negate any potential
benefits conferred by increased temperature-metiiateop development rates.

Conversely, those areas experiencing supraoptiemapérature regimes could redress
crop losses, owing to decreases in pest presswweesllt of lethal or sub-lethal effects

of temperatures in excess of the pest species #hempimum.

Due to the relationship that exists between most geups and climate, it is expected
that many species will expand further northwardarass fall into the climatic envelope
of the species (with temperature increase) and eguently contract from regions
which have become climatically unsuitable (Parmesaad., 1999). Temperate pests in
particular are expected to extend their ranges ighen latitudes and altitudes in
response to changing temperature regimes (Balal, 2002). Conversely, species
which are currently found over a wide range oftlales are considered to be pre-
adapted to temperature changes and should reméativedy unaffected. These
distributional effects have the potential to fdaie the introduction of new invasive
species into areas they were hitherto absent.duattions such as these may confer
some positive benefits (i.e. biological controlpmilination), however negative impacts
as a result of their activity is as likely. Thedlat pest potential of non-native species is
highlighted when one considers the UK example, @382 of all insect and mite pests
have been introduced, and 62% of forestry pestsesm@ded as non-native (Ward and
Masters, 2007).

1.6 Rationale for the current research
1.6.1 Global food security

Projected changes in future climate will be contidal to by an increasing global
population. According to the Food and Agricultureg@nisation of the United Nations
(FAO), the world’s population is projected to inase to approximately 8920 million by
the 2050s (FAO, 2006). This, in conjunction witlcl@anging climate could threaten
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global food stability through both direct impactstiae crop level and indirectly via
pest-mediated losses. The tendency towards monmiagppcharacteristic of modern
day food production means that large-scale pesteegcs are more likely than in
natural, genetically diverse ecosystems. Currerdlyly fourteen staple crop types
provide the majority of food for human consumptieoridwide and this global reliance
on a fixed number of species highlights the impwéaof understanding ‘production-
limiting’ factors such as pest activity (Stranged &cott, 2005). Modern agriculture is
also typically characterised by high inputs, inahggfertilisers, quality seed, fungicides
and pesticides in an effort to maximise outputs:itttensive use of which imparts both
economic and environmental pressure on systemshvanenow tasked with increasing

output under a changing climate and pest regime.

Rapid food-price increases following extreme clienavents in ‘key producing regions’
were highlighted in the IPCCs most recent repoott@t et al, 2014) , emphasising the
sensitivity of market prices to climate events. Tégort also stated that with or without
adaptation, the negative effects of climate chamgerop yields become ‘likely’ from

the 2030s onwards. However, this finding was adiaé utilising models that did not
incorporate pest activities, which suggests thdaemqtel yield losses referred to may

actually be more extreme than those reported oesedynamics are considered.

1.6.2 Sensitivity in Irish agriculture

Negative climate-mediated changes such as thede kbave significant impacts within
the agricultural sector in Ireland, consideringttipaimary agriculture accounts for
approximately 2.5% of GDP (CSO, 2014a), while tge-Bood sector accounts for a
further 4.5%. This sector provides 7.7% of naticgralployment, as well as accounting
for 10% of Irish exports (Teagasc, 2010). Akin tee tglobal situation, Ireland’s
agricultural sector is a high-input, high-produittiwsystem, that has been charged with
increasing output across all areas by 2020 in thigoNal Food Harvest report (DAFM,
2010). Climate-mediated impacts within the sectae acomplicated by the
implementation of two pieces of legislation periagnto agricultural pesticides in
Ireland: Firstly, at an EU level, the regulation Bfant Protection Products (PPPs)
(European parliament and council of the EuropeatomJn2012) and secondly, the
sustainable use of pesticides directive (SUD, Divec2009/128/EC), both of which
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were transposed into Irish law in 2012 (the termstipeles and PPPs will be treated
interchangeably here). These pieces of legislagiom to encourage the rational and
responsible use of pesticides (and their placemenihe market), while also ‘improving
the behaviour of pesticide users’ (DAFM, 2013:8)tirbately, this legislation (if
successful in its undertaking) utilises a risk-lbagspproach, placing the onus on the
user (the farmer) to justify the use of chemicateivention, as opposed to
prophylactically applying chemical controls. TheoBdHarvest 2020 (DAFM, 2010:50)
highlighted the necessity for the cereals sectdraland to ‘urgently prepare’ for the
impacts of these new pieces of legislation, ifghstainability of crop production was to
be ensured in Ireland. These changes, in combmatith emerging chemical resistance
in agricultural pests internationally (HGCA, 20IMdatsonet al, 1997; Sarfrazt al.,
2006); further complicates the challenge of aclmgwield increases in the presence of

changing pest profiles due to climate change.

1.6.3 Pest-mediated yield losses

Accurate estimates of pest-mediated agricultursdds in Ireland are not accounted for
over the entirety of agricultural products produdeowever, the use of PPPs as a proxy
for the importance of pests in Ireland reports #iroximately €60 million on average
is spent annually on these products (CSO, 2013k00fse, this amount does not take
into account the actual produce losses despiteusieeof PPPs, nor the cost of the
potential environmental degradation incurred asesult of their use. This is not
surprising however, as there are few governmentsnwlystematically monitor and
evaluate loss in agricultural production due totpadtivity and Ireland is not an
exception. Oerke and Dehne (2004) attempted toigieoa proximate guide regarding
the importance of different pest guilds in relatitm global agricultural losses, by
estimating both the potential losses (losses imtisence of crop protection) as a result
of pest incidence; as well as the actual losses f#rcentage of the loss potential
prevented) (Table 1.1). It is clear from the outjpain their analysis that pest-mediated
losses occur, despite the use of chemical inteiment Assuming that these findings are
applicable to the Irish situation; coupled with thew regulations regarding PPP’s
above, equates to a situation wherein adaptatioeqgisired on behalf of policy-makers
and agricultural practitioners in response to thanging production status quo in
Ireland. A recent economic analysis of the poténualnerabilities of the Irish
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agricultural sector to climate change ranked pesid diseases as the number one
climate-related impact in the Irish arable sectlogd, 2013). This study used Oerke
and Dehne's (2004) findings to provide indicativ®reomic costs related to climate
impacts for the Irish agricultural sector. Cost& @200 million per annum to the arable
sector due to pest and disease activity were etinawhile simultaneously
highlighting the likelihood and urgency of thiskrias ‘high’ (Flood, 2013).

Fungi and

bacteria Viruses Animal pests Weeds  Total
Loss potential (%) 14.9 3.1 17.6 31.8 67.4
Actual losses (%) 9.9 2.7 10.1 9.4 32

* As percentage of attainable yields
‘Loss potential’ incorporates losses that couldunds the absence of crop protection intervention.

‘Actual losses’ are losses that occur despite jplaysbiological or chemical crop protection.

Table 1.1 Summary of the potential and actual logs due to fungal and bacterial pathogens,
viruses, animal pests and weeds in wheat, rice, raai, barley, potatoes, soybean, sugarbeet and
cotton in 1996-1998 (after Oerke and Dehne, 2004).

1.7The knowledge gap

Globally, the agricultural community are faced walsignificant challenge: to increase
food production under the direct and indirect imtpaxf a changing climate. In Ireland,
pest-mediated responses to climate change in theuldgral sector remain largely
unknown due to their explicit exclusion from preysomodelling studies. An increased
understanding of the pest population dynamics mesipte for losses at present could
enhance the sectors ability to project potenti@luo@nces and potentially ameliorate
yield losses in the future. This premise is explyiobutlined in Annexe Il of the SUD
(European parliament and council of the Europeanomjn2012), wherein the
monitoring of pest organisms is advocated for theppse of informing forecasting
systems and decision support systems (DSS) regaRitP application. In the context
of climate change, this approach is equally viablethat long term pest modelling
studies could facilitate the modification of futuceop projections in line with the
outcome of the pest models. The production of &utarop yield scenarios which
encompass as many facets of the system as possilhlserve to reduce some of the
uncertainties associated with the outcome, fatitigathe formulation of more focused

robust adaptation policies for the future (Ingranal, 2008). To date, Ireland’s
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agricultural sector has operated in the absenchesfe holistic modelling approaches,
and as a result remains vulnerable to the potemtiphcts of climate change on pest-

mediated agricultural production.

1.8Single species approach

In order to address the aforementioned knowledge igaa comprehensive and
meaningful way, the need for a focused approachthm current research was
paramount. For this reason, only one pest specassciosen for analysis: the grain
aphid,Sitobion avenaea pest of cereal crops in Ireland. The reduatioiine analysis to
just one species was in recognition of the fact #ra all-encompassing analysis of
every pest guild within Irish agriculture was urdble. Ultimately, the use of one
‘model’ species for analysis could serve to actasgnitial indicator of the potential
directionality and magnitude of response in agtical pest dynamics in Ireland under
a changing climateS. avenaeavas chosen for analysis for a number of reasartdenst

of which was its prevalence in cereal crops onodallscale. This species pervasiveness
increased the probability of data availability paring to the species biology, as well as
its population dynamics, absent in an Irish cont&®te aphids as a group exhibit
multiple life-cycle strategies which enable them dweerwinter in different forms,
ultimately serving to increase their adaptabildychanging conditionsS. avenaétself
was chosen for the final analysis due to its idieation as one of the most proliferous
aphid species in Irish wheat and barley (Kennedy @onnery, 2001; Kennedy and
Connery, 2005), as well its ability to vector thghly damaging cereal disease, Barley
Yellow Dwarf Virus (BYDV).

1.9Research aims

This research takes cognisance of the existing lediye and data gaps and proposes a
novel ‘first step’ for Ireland in the context ofgiebiology, by asking the question: how
will the agricultural pest. avenagespond to future climate change? The aim of the
current work is to assess the potential for eith@sitive or negative impacts on this
aphid pest’s dynamics in response to climate changa Irish context. Secondary aims
seek to address the pursuant questions: can anatelivariable be identified as more
appropriate than others for use in pest modellingies? Can the relationship between
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climate and pests be quantified for the Irish dorna order to provide an initial risk
assessment tool for potential changes in aphidgyestmics under a changing climate?
And finally, how can the agricultural sector botstis resilience to potential negative
effects of pest-mediated impacts in the future?sTiesearch will address these
guestions through the systematic analysis of ckrdatven modelled population
dynamics ofS. avena@pplied in an Irish context.

1.10 Research outline

The relationship between climate and insect pomatlynamics will be developed
throughout this work, in order to provide a modgiliframework to address the aims
outlined above. Temperature will be highlightedtss most influential climate variable
in relation to insect population development, amd telationship will be exploited in
order to quantitatively describe the progressiormoidel populations o$. avenaan
response to future plausible temperature projestfon Ireland. The description of the
population dynamics is implemented through the #fdisation of numerous
mathematical functions within a simulation modeleleped and coded in Matlab. The
model, named SAVA4Jtobion avenaemark4) is comprised of numerous separate (but
integrated) model components (Figure 1.6) eachlo€hvdescribe a facet of the aphids
life cycle as modified by temperature. Downscalehgerature projections for Ireland
provide the driving variable required to model avenaepopulation changes over
progressive thirty year periods in the future (2028050s and 2080s). The results will
be analysed as a preliminary assessment of thentmdtevulnerability of Irish
agriculture to pest-mediated climate change impalisis far, this approach has not

been utilised in the Irish domain.
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Figure 1.6 Simplified model structure

1.11 Thesisstructure

Chapter 1 has provided a general overview of the area ofatinthange, current tren
as well as potential future impacts. An overviewtloé work to be carried out w

presented, as well as an outline of how this reseaill be implemente

Chapter 2 will provide ¢ summary ofglobal climate trends to date, as well
documented pesind cro| responses to changing trendsteview of future projection
in key climate variables ialso presented, as well asme brief examples ctheir
implementation in climate impact studies such as The complexity involved whe
analysing ecological systems is highlighted, wthike applicability of current findings

assessed in the context of the work presented

Chapter 3 addresses the issue ccale in the context of climatimpact studies. The
utilisation of large scale GCM data to drismall-scalepopulation dynamics is asses
through the lens of ecological theory. The necgdsitaccount for these issues of sc
facilitates the identification of a hierarchicays$ems’ framework within which to ba
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the current research. This framework espousesst®iumechanistic simulation models
to overcome some of the scale-issues highlightad.chapter concludes with examples

of past applications of simulation models in aptiddelling studies.

Chapter 4 outlines the selection process $f avenaeas well as the biological data
utilised in the formulation of the developmentare®f SAV4. The ultimate climate
projection data to be used in the final model raressummarised briefly. The life cycle
history ofS. avenaés described, as well as the data derived fronh&uosted Research

to describe the daily catches®favenaén SAVA4.

Chapter 5 provides an overview of the evidence linking terapgre and insect
development. A number of nonlinear functions aré fpuward as potential models to
describe the development B. avenaen response to temperature. A criteria-based
approach is outlined and applied in order to sdleetbest’ nonlinear function to utilise
as the core developmental model in the final sitmrtamodel, SAV4. The Lactin

model is selected and parameterised using thedialbdata available fd8. avenae

Chapter 6 describes SAV4 in detail. Each of the submodetaprtsing the simulation

model are outlined, as well as the assumptiong@mtéo each.

Chapter 7 describes the validation procedure and sensitatglysis for SAV4. The
model is compared against observations from the B well as with previous.

avenaemodels in order to justify that it is ‘fit-for-ppose’.

Chapter 8 presents the results from the analysis. Changesatelled aphid metrics in
response to temperature projections are displayethfee future time periods (2020s,

2050s and 2080s) across eleven synoptic stationsdrireland.

Chapter 9 is comprised of the discussion and conclusionghisrwork. The results are
analysed and their meaning distiled in the context Irish agriculture.
Recommendations are put forward regarding the reffstient way to utilise the

knowledge aggregated in this work.
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1.12 Conclusions

Agricultural practices that incorporate high levefanput and monocultures favour the
proliferation of pest populations, and these typesystems are common in Ireland.
Agriculture has been highlighted as a sensitivéos¢o changes in climate, and impacts
realised as a result of climate change have thengiat to range from extremely
negative to positive, depending on whether theoregif interest is water-limited or
temperature-limited (Fuhrer, 2006). Potential oates are further complicated by the
simultaneous climate-impact on the population dyicarof corollary pest species and
their activities within cultivated crops. Previoakmate impact studies have failed to
consider the modifying effects of pests in the gstesn of interest, and as a result have
potentially underestimated likely future agricudilirlosses in response to climate
change. Increased consideration of pest dynamicsop models would facilitate the
production of more realistic yield scenarios, whichiturn would aid in the formulation
of more robust climate adaptation policies for #ggicultural sector. The next chapter
will provide a general overview of reported impaofsclimate on crops and pests at
present. Literature corroborating the modifyingeetfof climate on pest-mediated crop
yields will be highlighted as evidence for the hisis that Ireland too will experience
climate-driven impacts. Projected future changeslimate will be outlined, as well as
how these projections have thus far been utilisetlimate impact studies pertaining to

agricultural production.
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CHAPTER 2
CLIMATE CHANGE AND PEST-MEDIATED CROP

PRODUCTION

2.1 Introduction

Numerous studies have addressed the potentialciegsons of changes in temperature
and precipitation for agroecosystems (e.g. Ful2@d3; Rosenzweig and Parry, 1994;
Tubiello et al,, 2007) and crop yields (e.g. Lorgal, 2006; Schimel, 2006). However,
virtually all of this work failed to factor poteaii pest and disease impacts into the
equation in any meaningful way. Their exclusiomirmany studies has facilitated the
production of highly variable results, ranging frgmositive temperature (Nicholls,
1997) and CQeffects (Goudriaan and Zadoks, 1995), to negagugperature-induced
impacts (Youet al.,2009). Due to the inherent relationship betweesedh herbivores
and their autotrophic hosts, any climate effect ciops will inevitably have
consequences for the former, amtte versa Consequently, this area has been
highlighted as constituting a ‘knowledge gap’ retyag ‘the combined effects of
elevated CQ@and climate change on pests’ (Easterkal., 2007:285). This chapter
will assess the impacts of climate change on pesfiated crop production in two parts:
(i) current observations and (ii) future projecsBorFirstly, a review of the current
observational trends reported in climate will beyded and evidence highlighting the
impacts of current climate trends on both crop past physiology will be reviewed.
Secondly, global climate projections will be delsed for key climate variables, and a
number of modelling studies will be reviewed in@rdo provide a theoretical basis for
how impacts may manifest in the future under furtienate changes. The information
reviewed here will serve to guide the current wakhighlighting the climate variables
which are currently driving the most change in pstamics (and by proxy crop yield),
as well as how these variables have been emplayedodelling studies thus far to

inform risk assessments under future climate change
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2.20bserved changes in climate

Climate is generally described in terms of the kayameters including temperature,
precipitation and wind over a predetermined penbdme (Le Treutet al, 2007). Of
these, changes in global temperature have beeheagepicentre of climate change
analysis, offering the strongest evidence in suppbrthe theory of anthropogenic
climate change. According to the IPCC (2013) edcth® past three decades has been
warmer than any of the preceding decades in thteumental record (Figure 2.1). The
linear trend in global averaged land and ocearasartemperature combined, indicates
a warming of 0.85°C over the period 1880-2012, with majority of this warming
(0.72°C) occurring during the period 1951-2012.Mthe exception of 1998, ten of the
warmest years on record since 1880 (when reliaderds began), have been reported
post-2000 (GISS, 2014). These temperature changes also been noted in other
components of the climate such as the lower/migasphere and oceanic bodies, where
comparable temperature increases to the surfageetamre data were evidenced for
the former and a general increasing trend for thiged (IPCC, 2013). Extreme
temperature trends have also been identified, aat¢he tendency for hotter days/nights
and heatwaves to become more common. Examplesismthe European heatwaves of
2003, 2006, as well as the summer of 2010 in Ruséiech resulted in widespread crop
failure and forest fires (Barriopedret al, 2011). Other trends identified include a

decrease in the frequency of colder days, coldgrtsiand frosts.
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Figure 2.1 Observed global mean combined land andtean surface temperature anomalies, from

1850 to 2012 from three data sets. Top panel: annumean values. Bottom panel: decadal mean

values including the estimate of uncertainty for oa dataset (black). Anomalies are relative to the
mean of 1961-1990 (IPCC, 2013).

Figure 2.2 illustrates global mean combined landl atean surface temperature
anomalies for the last four decades using the in@s&b51-1980 (Hansest al, 2010).
Interdecadal warming on average between each settlecades is 0.17°C relative to
the baseline. Warming is predominantly more prowednover terrestrial surfaces,
owing to thermal inertia within oceanic bodies. ®patial disparity in the distribution
of this warming is apparent, with the greatest wagmoccurring in the Northern
hemisphere at high latitudes, as well as in ardashnare remote from human influence
(GISS, 2013). The increase in surface temperatargee northern hemisphere has been
accompanied by a reduction in Arctic sea ice extertsheet extent in Greenland and
the Antarctic, as well as concomitant sea levet (KPCC, 2013). Temporally, the
greatest warming within the northern hemispheredsurring during the spring and

winter.
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Figure 2.2 Decadal surface temperature anomalies lagive to 1951-1980 base period. (Hanseal.,
2010)

The AR5 states that it ikely that anthropogenic influences have impacted tbbai|
water cycle since 1960. Increasing temperatures thed associated increase in
atmospheric water vapour has led to changes irglibteal hydrological system, with
altered precipitation patterns occurring over lardas, with increased precipitation
events over areas where data is sufficient (IPCQG132 Precipitation varies
considerably over both time and space, translatmginstances illustrating both
extremes of the water availability spectrum withreased frequencies of droughts and
extreme precipitation events being reported glgb#il a warming climate, atmospheric
moisture is expected to increase (Trenberth, 24sl)lting in a 7% change in moisture
holding capacity for every 1°C increase (Hartmatral, 2013). Consistent with this
finding, the IPCC stated that is was likely thatrh are ‘more land regions where the
number of heavy precipitation events has incre#isaa where it has decreased’ (IPCC,
2013:5).Interestingly, increased observations of heavyipition events and flooding
have not only been recorded for regions where f&dipitation has increased, but also
for areas where a decrease in rainfall has occuffeehberthet al 2007). Trends
reported in the AR4 (IPCC, 2007) have been recamlyated with the publication of
AR5 (Hartmanret al, 2013) indicating that increases in globally aged precipitation
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are more uncertain than previously thought. Theissizal spread of the exhibited
increases reported in AR5 has indicated low confidein the findings, generally as a
result of poor data coverage. Precipitation has beported to be increasing in tropical
areas (30°S-30°N), serving to reverse the dryiagdrreported for tropical areas in the
AR4. Within the mid-latitudes, statistically sigicént increases are predominant from
1901-2008. General global precipitation trendsaath aikely increase in precipitation
when it is averaged over the land areas of thenaoithemisphere. These increases are
reported with medium confidence since 1901, buhwiigh confidence after 1951
(Hartmannet al, 2013). Trend analysis from other zones howewas Yyielded low
confidence in the characterisation of long-termcymi¢ation trends. According to the
Global Precipitation Climatology Project (GPCP),e tlguantifiable changes in
precipitation amounts are negligible on a globahlesc however the variability

associated with these receipts are high €Gai, 2007).

2.3European trends

Temperature increases recorded for the twentietiuoe in the northern hemisphere
suggest that the 30 year period from 1983-2012likely the warmest in the previous
1400 years (IPCC, 2013). The warming trend in Eerd@as been shown to be
increasing relative to trends from the early twethticentury (Alcameet al, 2007).
Within the last decade, Europe has experiencedddm@aking summer temperatures;
the most publicised of which were the summers @32@Beniston and Diaz, 2004) and
2010 (Barriopedroet al, 2011). The former extreme temperature event rtegly
contributed to the deaths of 70,000 people (Elguietdal, 2012), mostly within
Western Europe, while the latter recorded cropfas of ~25% in Russia. Increases in
seasonal temperatures are not confined only tcstinemer months, with the autumn
and winter seasons of 2006 exhibiting the warmesinds in 500 years (Elguin€i al,
2012). In relation to precipitation, the aforemengd increase in atmospheric water
vapour as a consequence of warming has resultédgiver mean precipitation over
Northern Europe (IPCC, 2014a), witlkely increases in heavy precipitation events

reported for more regions than decreases.
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2.4 Effects of climate on plants
2.4.1 Temperature

Climate and agriculture have an intricate relatmswhich is constantly subject to

change (Muller, 2011). Direct effects at the plEvel can be induced by temperature
changes and the reciprocal responses can varygthoat different times of the year

(depending on whether the plant is under heat sstogswater-stress at the time).
Temperature is an extremely important agri-climdéctor which can have profound

effects on crop yields. Warmer temperatures expeei@ during hotter parts of the year
can induce heat stress in plants eliciting featuwsash as wilting, burning and

abscission, while conversely during colder seasansjncrease in temperature can
relieve stress (Garrett al.,2006).

Numerous studies have looked at the effects oeaswd temperature on crop yields
through both direct (Pergt al, 2004; Youet al, 2009) and indirect methods (Kaka
al., 2008). Using climate and crop data from 1979-2f@a@@2 wheat producing regions
in China, Youet al (2009) reported reductions in wheat yields of0841for every 1°C
increase during the growing season in China. Tiaadt was reinforced by another
study in the Philippines where climate and ricddyata were analysed between 1979
and 2003 (Pengt al, 2004). This work reported a reduction in ricelgs of 10% for
every 1°C minimum temperature increment experientexteases in temperature have
also been accredited with altering the phenologgrop stages to varying degrees by
facilitating modifications in the rate of changerr one ontogenetic stage to the next.
Menzel et al (2006:1974) analysed a dataset comprised of ntoa@ 100,000
phenological time series (predominantly plant spgcand found that the ‘temperature

response of spring phenology was unquestionable’.

Crops have also been shown to be differentiallecéfd by temperature increases
depending on their current growth stage, resuliimgpffsets in productivity (both
positive and negative) between different crop sggecWanget al (2008) illustrated
how increases in minimum temperatures positivelpdoted the vegetative growth
stage in both cotton and winter wheat in China Jevivarmer temperatures towards the
later developmental stages produced reductionshimatvyield and increases in cotton.
This suggests that the impacts of climate changefi@ld crops could be highly
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dependent on the species, as well as the develdphstage of the crop species under
study. This is especially the case when key phecdd stages in crop development or
Thermo-Sensitive Periods (TSP) are considered letioa to temperature extremes
(Duncanet al, 2014).

In cereals, these stages include anthesis and-fgtimig periods, which can be highly
sensitive to temperature extremes. At presentpticarrence of TSP’s correspond with
the timing of the maximum temperature annually ssrthe world’s major wheat-
growing areas (Duncaet al, 2014). This suggests that any potential inciease
average maximum temperatures during this time gezauld have the potential to put
these food crops under heat stress (Teixgeiral, 2013). Extreme events (including
temperature and precipitation extremes) can bemdly injurious to agricultural crops
by putting extra stress on systems that may haead reached their climate-mediated
limits. Drought events have been shown to have ifsignt impacts on plant
physiology, by inhibiting leaf growth and inducisgomatal (pores on a leaf surface
facilitating the movement of gases into and outthed leaf) closure (Chavest al.,
2003). Conversely, extreme precipitation events ltave significant impacts on crop
productivity as a result of water logging in-fieéohd reduced trafficability. This can
considerably reduce crop yields by inhibiting thplécation of fungicides/insecticides
as well as impeding the ‘lifting’ or harvesting ofiature crops. Changes in crop
resistance have also been reported in responsdréame events. In barley, a reduction
in resistance to mildew has been documented inoregpto the restoration of water
supply following water stress (Newton and Young, 980 The expression of a
particular gene (‘mlo’ which conveys mildew resrsta) was shown to be interrupted as

a result of rapid expansion of cells in responsedter stress alleviation.

The potential for other direct physiological chamgeithin plants due to changes in
temperature have also been documented, includiegatteration of plant volatile
organic compounds (VOCs). VOCs are informative coumals released by plants
which serve to facilitate numerous ecological iattions, including pollinator
attraction, plant-plant communication, plant-patoginteraction, reactive oxygen
species removal, thermotolerance and other envieotah reactions (Yuan, 2009). The

emission rates of plant VOCs depend on temperaiiNinemets, 2004), so
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consequently have the potential to indirectly intphe development and survival of

plant species via the alteration of the interactidaescribed above.

2.4.2 CO, concentrations

To date, numerous studies assessing the effectsanfjing CQ concentrations ([CE&)

on host plants have been performed. Physiologiffacts suggested as a result of
increases in this variable have included lower fol@nt nitrogen and as a result, higher
C:N plant ratios (e.g. Coviella and Trumble, 19B&ghes and Bazzazz, 2001; Hunter,
2001; Zvereva and Kozlov, 2006), as well as augatamt of plant biomass. The effect
of increasing atmospheric GOn agricultural crops is one of the few areas laatbeen
extensively explored (Hughes and Bazzaz, 2001; éful2003; Newmart al., 2003;
Zvereva and Kozlov, 2006). Increases in atmosplj&;] have been shown to alter
plant phenotypes due to increased photosynthesisaaoumulation of biomass as a
result of changes in plant metabolism. This fesdilion effect has garnered a lot of
attention, with findings suggesting photosyntheticreases of 30-50% in ;(plant
species (Tubielleet al.,2007). In an agricultural context, crop yields édeen shown
to increase at 550 ppm [G[y approximately 10-20% forplants and 0-10% forC

species, owing to differences in their respectivetpsynthetic pathways.

Various authors have expressed doubt regardingfitrementioned results and have
suggested that increases in photosynthetic ratdsbammass production due to €O
increases have been grossly overestimated (leang., 2005, Leakeyet al., 2009).
Long et al (2005) purported that yield increases reporteinfmumerous enclosure
studies (controlled environment chambers or fieldl@sures) were much higher than
those reported from Free Air Concentration Enrichm@ACE) studies (by almost
50%). FACE studies release €@wind of the crop surface which is monitored and
controlled by a ‘fast-feedback’ computer. [g@re maintained within the plot to within
+10% of the specified level for ~90% of the timénig type of experimental design is
intended to simulate realistic growing conditiomgler increased atmospheric [g@n
order to test whether closed chamber results canrepéicated under ‘in-field’
conditions. Longet al (2005, 2006) suggest multiple confounding facteithin the
system which could be responsible for yield disarepes between field and chamber
studies. The effects of growing test plants withats (a widely utilised practice in open
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top chamber (OTC) experiments) has been showrdiccana ‘barrier’ response of plant
roots resulting in a loss of response to fC@emperature offsets have also been noted
between OTC experiments and outside conditionshwbdarld potentially alter results.
These complexities highlight the need for furthesearch in order to remove such
experimental bias and draw meaningful conclusioith wegards to C@ effects on

plant productivity.

Germplasm studies in chamber experiments have ateticthat the yield increases
theorised are in fact possible, if the factors idipg the realisation of these yields can
be identified and overcome (Lealey al., 2009). Suggestions have been made that
physiological crop responses observed under expetah conditions at plot or field
level are far too simplified to infer any concrefifects and it is imperative that this be
considered when attempting to draw conclusionsrdagg the future of crop response
to climate change (Tubiellet al., 2007). While chamber studies have facilitated a
general understanding of many of the mechanisndaka place under elevated [gO
less limited and more realistic experiments suclFrAEE offers improved conditions
under which to fully test theories of physiologiczfects of increasing atmospheric
[CO;] on plant systems. Increases in atmospheric,J&@d documented concurrent
photosynthetic increases have also been purpouedbet responsible for higher
carbohydrate levels (Lonet al., 2004), enhanced leaf area and thickness, as well a
increased diameter of stems and branches (Gatedt., 2006). Decreases in plant
stomatal conductance as a result of increases @] [@ith concomitant water use
efficiency and higher soil water availability ar¢her widely accepted experimental
results, although the causal mechanisms behind estelblished phenomena has yet to
be elucidated (Garretit al, 2006; Leakeet al, 2009; Longet al, 2006). Reduced
evapotranspiration (ET) and decreased water useplagt species is particularly
interesting in the case of agricultural productias, it could provide an offset against
some of the potential negative impacts on cropdgiekeported under future elevated
[CO,] (Conleyet al, 2001; Drake & Gonzalez-Meler, 1997; Lealet\al, 2009).

Despite the variability of these findings, the atvee changes thus far indicate negative
impacts, with global yield losses of 3.8% and 5.886orded in maize and wheat
respectively since the 1980s in response to chatiggshave occurred in the climate
system over this period (Lobedt al, 2011). Reports on other crops such as soybeans
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and rice displayed fairly stable yield outputs omite consideration of net losses and
gains (in response to technological innovation @} fertilisation) were taken into

account.

2.5Effects of climate change on insect pests
2.5.1 Temperature and CO,

In conjunction with the direct impacts of increas@O, and temperature on host plants,
the potential for agricultural pests to experiencecurrent changes in development and
phenology has been widely reported. According tla 8gal (2000), climate change is
expected to be the second most significant drivdriadiversity change after land use
change. Current climate models suggest that thaetegewarming is projected for the
northern hemisphere, including the Arctic and Bbregions, where many arthropods
ranges are thermally restricted (Hodkinson, 1998eMet al, 2007; Salat al, 2000).
Although the most significant thermal changes hlagen projected for these regions,
the potential for changes to invertebrate dynamitksalso be realised for temperate
zones. A growing body of work pertaining to theeets of climate variables on
invertebrates has facilitated the formulation ofmnsogeneral statements regarding the
potential future fate of agricultural pest specias.with crop response, much of the
research to date has involved the manipulation iofjles variables or parameters
(primarily temperature), owing to the complexitycenntered when the impacts of

multiple drivers and their interactions need taabeounted for.

The literature to date has predominantly conclutthed insect pests will become more
abundant with climate change through a number otgsses mediated by changes in
temperature, C@and precipitation. In temperate zones, the distiobnuand survival of
many invertebrates are restricted by low tempeestuparticularly during the winter
seasons (Balet al, 2002; Cammell and Knight, 1992) and the majasitgevelopment
occurs during the summer season. This is due téatitehat insects are poikilothermic,
facilitating a strong temperature-response. Pdikdaomy is the state of exhibiting a
variable internal temperature that generally flacds with that of the environment (as
opposed to homeothermy in which organisms regukeg own internal temperature).

As a result, warmer projected temperatures maywaftor alterations to invertebrate
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dynamics when temperature is considered in isaolatib other variables. Alterations
may include range expansion of particular pest ispemto areas as they become
suitably warm, changes in phenology in responseslévated temperatures or an
increase in abundance of existing pests as thetiolraf developmental stages
shortens, allowing for the production of additioggnerations (Cammel and Knight,
1992). Akin to crop research, temperature and B&ve been the most studied abiotic
drivers of biological change in invertebrates (€gmmell and Knight, 1992; Cannon,
1998; Baleet al., 2002; Newman, 2005 and Menéndez, 2007), althougbigtation
has also been shown to affect invertebrate populatynamics by acting as a mortality
factor through drowning (Talekar and Shelton, 1983 as a flight-inhibitor in aphid
species (Harringtoat al.,2007).

Not surprisingly, aphids have emerged as one ob#st studied groups in relation to
environmental change owing to their importance gricaltural pests. There are more
than 4000 known species of aphids and of theseag®@nown to feed on agricultural
crops (Harringtonet al., 2007). Many experiments have examined the impatts
changing CQlevels on the population dynamics of aphid spebm®lding a range of
responses alternating between population increseease and no change. Bezeater
al. (1999) found that experimental outcomes changgeiading on the aphid/host plant
combination chosen, as well as the duration of éperiment. This led to the
conclusion that population responses could notéeglised in response to elevated
[CO,]. This conclusion has been reiterated in the diteee by Hughes and Bazzazz
(2001) for the aphididae, as well as for a widdsssumple of invertebrates (Bezemer
and Jones, 1998; Coviella and Trumble, 1998). Newstaal. (2003) attempted to
qualify the ‘generality’ of aphid response by sugigeg a method by which the highly
variable responses might be explained. They rdigeth the array of results by
attributing density dependence and species-spedifiogen requirements to the
inconsistent responses. Their findings suggestatl ttose species that exhibit lower
nitrogen requirements coupled with insensitivity population density would be
positively affected (ie. increase) by elevated fC®lowever, by their own admission,
the identification of these two variables is noagiically useful, owing to the lack of
understanding/data relating to aphid nitrogen megoénts and density dependence. In
essence, the variation of host-herbivore resporiseghanges in [C& may be
attributable to a whole host of factors, not lealstwvhich includes the variability of
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responses within the host plant, or within the hente group, or potentially a mixture

of the two.

The ability of insect pests to complete their lffele and reproduce depends not only on
the environmental conditions experienced, but alsmr interaction with their host
plant. Temperature, as a measure of available @degnergy, is an extremely important
climatic factor affecting insect development. Hoeevthe examination of a single
variable in isolation fails to account for the patal combined effects of other factors
on host-herbivore interactions. Zvereva and KoZA[2@06) recognised the importance
of this, and investigated the effects of £&ahd temperature (both individually and in
concert) on plant-herbivore interactions. A metalgsis of published results were
assessed in order to discern potential generaiitidse interactions between plant hosts
and their associated herbivores under simultaneaystion of temperature and [gO
Responses found under elevated }CQ@t ambient temperatures mirrored the
conclusions represented in much of the literategy.(Bezemer and Jones, 1998;
Coviella and Trumble, 1998; Hunter, 2001) indicgtireduced herbivore fitness and
increased herbivory. In contrast, herbivore perfmoe has been shown to significantly
improve under elevated temperature in isolationothfer variables (at temperatures
below lethal limits), a response which is also Wideccepted in the literature (Bad
al., 2002; Cannon, 1998). Zvereva and Kozlov (2006)gesg that the potential
negative effects of elevated [GJ@n insect herbivore performance could be offset, by
the benefits of increasing temperatures. The vanah invertebrate response between
different herbivore feeding guilds (Bezemer and e¥n1998) in response to
simultaneous elevation of [GPDand temperature further emphasises the poterial

posed to agri-sectors under a changing climate.

2.5.2 Diapause

Diapause (an insect’s physiological dormancy meisinanmay also be impacted in as a
result of climate change (Bale and Hayward, 20kDjemperate countries, diapause is
required for many insects to survive the winter. most diapausing species, a
developmental stage sensitive to day-length cuésates the diapause response;
however diapause incidence has been shown to dectealer warm conditions as a

result of faster development rates (i.e. fewer aime inducing cues are experienced
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during the sensitive stage). Some species are leapélaverting diapause under the
photoperiodic cue if temperatures remain suitalole development. This can have
negative effects for species if temperatures doatioiv for an entire generation to
develop until the next sensitive stage is reachesiylting in increased risk of mortality
(Bale and Hayward, 2010). The disturbance of diapdwas the potential to negatively
affect pest species, which may be of benefit toatipecultural sector. In the absence of
diverted diapause, warmer autumn and winter tenp@s could negatively impact
insect pest survival, through attenuation of themild stress tolerance in response to
warmer autumnal and winter temperatures (dalmet al., 2006). These alterations to
pest overwintering capacities have the potentiahtwlify the interactive properties of

pest population dynamics discussed previously.

2.5.3 Range Expansion

Numerous authors have suggested that changeshimo@otl pest dynamics are already
occurring as a consequence of recent changes nrateli (e.g. Bebbeet al, 2013;
Hickling et al, 2006; Menéndez, 2007; Pueteal, 2006; Thomast al, 2001) and one
of the most frequently documented biological regesno climate change is geographic
range shifts (Parmesan and Yohe, 2003). Evidenceloarating arthropod dependence
on climate (and in particular temperature) and rttesisociated distributional shifts
abound within the scientific literature (e.g. Hicld et al, 2006; Hill et al, 2002;
Parmesaret al, 1999; Parmesan and Yohe, 2003), particulariythia case of the
Lepidoptera. Latitudinal shifts in distribution chave particular significance in limiting
agricultural production; as pest organisms canaacboth disease vectors and direct
herbivores within the system. Examples of rangeaegon in agricultural pests are not
well documented however, with two exceptions: ting bf which is of the bluetongue
virus (BTV) vector Culicoides imicola(Purseet al., 2006). BTV is a disease of
ruminants, including (but not limited to) cattledasheep. Prior to 1998 the disease was
thought to be restricted by the northern ranget®fmain vectorC. imicola (north
Africa). Following 1998 however, this biting midges found to be vectoring BTV in
locations further north of its original range andy@wing body of evidence exists
linking the expansion of this species to increastnigopean temperatures (e.g. Pwese
al., 2006; Taterret al, 2003; Wilson and Mellor, 2008). The occurrentehis range
expansion and associated BTV epidemic is complicateen further, by the apparent
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involvement of native European midge vectors, bgilog to theobseletusandpulicaris
groups. These novel midge vectors have been imgtida the 2006 Northern European
outbreak (Wilson and Mellor, 2008) in the absenté¢he primary vectorC. imicola
Reports have further suggested that Gheicoidesmidges vector disease much more
efficiently under higher temperatures (Gateal., 2009) which can have significant
effects for disease epidemiology. This exampleadigularly suitable for highlighting
the layers of complexity implicit to effects of emonmental change. The impacts of a
response to climate change can be conveyed thrbigghrchal and parallel trophic

levels depending on the level of interaction thasts between species.

The second example of pest range expansion is ederitom a large scale study
analysing the movement of 612 pests and pathogeasnsg multiple taxonomic
groups since 1960 (Bebbet al, 2013). This study reported an average poleward
expansion of 2#0.8 km per year (with variability between groupspespite the
general paucity of case studies illustrating raegpansion of agricultural pests, the
limited evidence outlined here, taken into accowith the changing distribution of
other insect species, is indicative of a geneasddrtowards higher latitudes in response
to warmer temperatures. The purposeful distributadnhigh-yielding economically
desired plants and animals on a global scale has sérved to facilitate the
displacement of non-indigenous species, further plimating the establishment of
invasive agricultural pests in new geographic ar¥dlile the mode of establishment
may vary (between climate-induced range expansioth \da global trade-routes),

further spread and biological success are lardehate-mediated (Ziskat al, 2010).

2.5.4 Phenological changes

It has been reported that changes in phenology atmeady occurring and this
phenomenon is one of the best documented respofisgganisms to recent climate
change (e.g. Botbt al., 2008; Harringtoret al.,2007; Menzekt al., 2006; Parmesan,
2006; Parmesan, 2007; Visser and Both, 2005). Pbgical changes in the context of
pests comprise of temporal changes in the emergehspecies and flight periods,
potentially resulting in an increased risk to hpknts/crops from direct herbivory or
disease transmission. Temperature increases piweitebrates to pass through their

larval stages at a faster rate and as a resulntee@dults earlier in the season. Menzel

36



et al (2006) reported an average advance of spring/|ryn 2.5 days per decade in
Europe (1971-2000 period) and this has been sugpbdyy analogous pest studies
illustrating earlier emergence as a result of mildeter temperatures (Harringtaat
al., 2001; Zhouet al, 1995). Low temperatures limit insect physiol@fiprocesses
such as larval development and generation timeemperate regions. As a result,
increases in temperature could be expected to eaatel development (assuming an
upper limit is not breached) resulting in shorteevelopment time, increased
generations, reduced mortality from abiotic factasswell as longer flight periods for

migrating insects (Harringtoet al, 2001; Menéndez, 2007).

Both Walters and Dewar (1986) and Zhadwal (1995) found that winter temperature is
an extremely important factor in regulating aphidymation phenology. Walters and
Dewar (1986) highlighted the latitudinal response aphids to January/February
temperatures in Britain, witB. avenas spring migration occurring earlier in response
to mild winter temperatures in southern BritainisTtelationship was attributed to their
anholocyclic overwintering capacity, allowing thetm respond instantaneously to
temperatures once they became suitable for developand reproduction. Zhaat al.
(1995) reported a migration advance of between¥tdays (depending on the species)
in response to a 1°C increase in winter temperdtheestudy period ranged from 1964-
1991). Rainfall has also been shown to influenchichglynamics, by negatively
impacting aphid flight (Dayet al, 2010; Harringtoret al, 2007), which could have
consequences for both the level of mechanical denexgerienced, as well as virus
incidence in crops (in the case of aphid vecto@)nversely, rainfall has also been
shown to positively impact the level of BYDV in Wem Australia (Knight and
Thackray, 2007), by supporting the proliferation alfernate plant hosts on which
aphids can multiply before colonising crop standsthe absence of rainfall, aphids
have no initial hosts in the period prior to crdanting, which results in much later

arrival of aphid vectors to the crop and a reduneitlence of BYDV.

Changes in phenology of both plant and pest speunmg result in a decoupling of
synchrony between specific pests and their hosttplarhe extent to which these
interaction mismatches will translate into alteresk of outbreaks will depend on the
ability of the pest species in question to adaghtanges in its host plant anide versa

Results in the literature have suggested that issae capable of advancing their
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phenology faster than their host plants (Menén@6@y) precipitating a misalignment
of the relationship between pest species and tiests. Numerous examples of these
mismatches can be found in the literature (e.ghBoal, 2009; Harringtoret al, 1999;
Visser and Both, 2005), highlighting instances pé@es emergence in the absence of
its food source. This has been shown in some dasessult in reduced fithess and
fecundity in insect pests which could prove to lgghly beneficial for agri-production.

2.5.5 Effects of climate change on trophic interactions

Environmental changes associated with climate oharag affect crops indirectly, by
altering interactions with other species. This $tates to a system wherein the effects of
climate change on a plant community may be depdrmethe presence or abundance
of other species within the ecosystem amzk versa(such as an insect herbivore or
pathogen). The modification of established inteoast between pests and their hosts
has the potential to significantly affect agricudtuproductivity both in Ireland and
internationally. Decreases in plant Nitrogen (Nhoentrations as a result of the £0
fertilisation effect has been demonstrated to affeerbivore feeding (to acquire
adequate dietary N) and fecundity (Awmack and LeatR002) in both generalist and
specialist arthropod species (Cannon, 1998). Sagmif increases in food consumption
by crop pests in response to £@ediated plant quality changes (referred to as
compensatory herbivory) have been recorded in caotipn with reduced growth
rates/increased development rates in insect pBsaeMer and Jones, 1998; Coviella
and Trumble, 1999; Stiling and Cornelissen, 200His compensatory feeding has
been shown to instigate the emission of Herbivadkuted Plant Volatiles (HIPV), that
in turn could repel conspecific herbivores as wadl attract natural enemies of the
herbivore species (Holopainen, 2004).

Compensatory herbivory in response to changing tplahemistry has been
demonstrated to be highly specific for the specieder study, as well as the insect-
plant system being analysed (Coviella and Trumb898). This equates to a system
where some feeding groups may perform better thhar® under similar degrees of
change in the climate variable of interest. Phldeetders have been shown to respond
positively to increases in [Gf) with concomitant increases in abundance ovetipiel
generations (Bezemer and Jones, 1998) as a com&egokea reduction in development
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time. As a result, Bezemer and Jones (1998) pwe@dhiat multi-voltine species such as
the aphids may become more abundant in responseneasing atmospheric [GD
These findings do not take into account other damied responses to G@hich
could serve to modify the outcome, such as chatogttee alarm pheromone response in
aphids (Awmacket al., 1997). Awmacket al (1997) reported that the potato aphid
Aulacorthum solaniexhibited an attenuated ability to perceive algoshreromones
produced by other aphids as a result of elevat€d][CThis decrease in response has
the potential to impact aphid populations by insne@ their vulnerability to predators

under increased atmospheric [§.0

The potential for adaptation within pest speciepypations in response to changes in
climate is a further complicating factor in the t®x of interactive processes. If genetic
variation exists within a population, then the i for phenotype plasticity and even
evolutionary processes is plausible. Adaptive rasps such as phenotypic plasticity
have been reported to be limited at longer timdescthan just the life cycle of one
plant (Jump and Pefiuelas, 2005), however, plastgitontrolled by the genetics of the
species, meaning that it (like any other trait)ldozome under selection pressure in the
future. Responses such as these may also havéicsighrepercussions for future food
web dynamics. Just as the effects of climate viglre interactive, so too are the
responses induced within different trophic levelSaod webs (Harmoet al., 2009).
Differing species sensitivity/tolerance levels tonate variables have the potential to
alter the competitive balance between species nvdaHood web. This alteration in turn
could modify selection pressures within the sysédflcting evolutionary processes and
potentially further alter interpopulation dynamiéxocesses such as this are iterative
and cumulative, altering the potential outcomes spkcies dynamics with each
preceding change. Potential interactions such esetlserve to highlight some of the
additional complexities that are encountered whie@ngting to generalise potential

future population dynamics of invertebrate pests.
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2.6 Future climate projections

The relationship between climate variables, pests @ops has been exposed as a
highly complex dynamic, exhibiting a myriad of lmgical responses. While these
responses appear to be highly variable, the paldioti change in both host crops and
their associated invertebrate pests and diseasedigputable (Fuhrer, 2006). The
current state of knowledge regarding the area ataltural pests and climate change
has been critically reviewed here. Consequentli, ieasonable to hypothesise that the
reported effects of climate on crop pests coul@esas an initial indication tool for the
latent potential of ecological changes in the fetwinder a changing climate.
Considering the evidence for climate-mediated chang pest dynamics outlined here,
it is reasonable to assert that projected changé®y climate variables in the future
could precipitate further changes similar to thdsscribed here. The next section will
provide an outline of future climate projections éorange of spatial scales in an effort

to summarise the extent of change expected thrauighe next century.

2.6.1 Global and European projections

As a result of the implication of anthropogenic G#{d the climate trends outlined
here, it stands to reason that if GHG levels imeem line with any of the SRES
projections, further changes in climatic variabledl be experienced into the future
(Table 2.1). Projections outlined here are basedroamalgam of hierarchical models
including Atmosphere Ocean General Circulation M®dAOGCMSs), Earth System
Models of Intermediate Complexity (EMICs) and Simgllimate Models (SCMs), each
with their own degree of complexity and processgndtion. Findings indicate that even
if GHGs and aerosol concentrations were restritdbedurrent levels; warming would
continue nonetheless (albeit at a more ‘modestadalcrate of 0.1°C, as opposed to
0.2°C) (IPCC, 2013). Generally, results from alltbé ‘non-mitigated” SRES model
projections (B1, A1B and A2) is that of temperatimerease into the future. Early 21
century temperatures have been modelled using tbeenaentioned SRES driven
models and have indicated that the magnitude opéeature response becomes more
dependent on the scenario chosen once the middigeaentury has been surpassed.
Up until that point (2046-2065), the three scermanentioned produce close (ranges of
0.05°C ) model averages of surface air tempergdiMezhlet al, 2007). Only after this
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point, do the model ranges begin to diverge. Thatigppand temporal patterns of
warming on a global level are illustrated in Figara.

Temperature change
C (°C at 2090-2099 relative to 1980-1999)
ase , .
Best estimate Likely range
Constant Year 2000
concentration
(derived fromAOGCMs only) 06 0.3:0.9
B1 scenario 1.8 1.1-2.9
AlT scenario 2.4 1.4-3.8
B2 scenario 2.4 1.4-3.8
AlB 2.8 1.7-4.4
A2 34 2.0-54
AlFI 4 2.4-6.4

Table 2.1 Projected global average surface warmingt the end of the 21st century (These estimates
are assessed from a hierarchy of models that encoags a simple climate model, severalL ESMICS
and a large number of AOGCMs (IPCC, 2007).

B1:2011-2030
I..,-,.

| | o
0051152253354 4550556 657 7.5 (C)

Figure 2.3 Multi-model mean of annual mean surfacevarming (surface air temperature change,
°C) for the scenarios B1 (top), A1B (middle) and AZbottom), and three time periods, 2011 to 2030
(left), 2046 to 2065 (middle) and 2080 to 2099 (tit). Anomalies are relative to the average of the

period 1980-1999 (Meehét al., 2007).
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Globally, a general decrease in cold episodes ayst flays are projected along with
concurrent increases in daily temperatures (owirggl@minantly to increases in the
minimum daily temperature) (IPCC, 2013). Extremeé beents are also expected in
increase in both frequency and intensity (Christares al, 2007). Intensification of the
global hydrological cycle is set to increase meeetipitation at high latitudes, while
the opposite is the case for the subtropics/midutde regions. Overall, global mean
precipitation is expected to increase; however,newe areas where rain receipt is
projected to decrease, the overall intensity iseetgdl to increase with longer interims
between events. Generally, reported confidencerng term temperature simulations is
higher than for precipitation, which is ‘hampergddbservational uncertainties’ (IPCC,
2013:15). Figure 2.4 illustrates this uncertaindysplaying model outputs from a
number of different GCMs and scenario combinatiéms Northern Europe, which
differ not only in magnitude, but also in directadty. This is in contrast to
temperature, which consistently displays a trenthofease across all models. The use
of multiple GCMs serves to highlight the uncertgirissociated with the individual
models themselves, as well as emissions scendilised. The deviation from the use
of a single GCM is extremely important in the comtef uncertainty reduction in
climate impact studies, as different models, orssions scenarios can produce highly
significant differences in climate projections (&ig 2.4). This practice also serves to

highlight agreement amongst models, as is thefoasemperature here.
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Northern Europe, summer (JJA)

Precipitation change (percent per century)
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Figure 2.4 Temperature and precipitation projectiors from a range of GCMs and scenario
combination for summer in Northern Europe (Carter and Fronzek, 2008).

While AOGCMs are appropriate for simulations onlabgl scale, they are limited in
their application at finer resolution, as they aot capable of providing projected data
at smaller scales than their computational grid §#200km). This is due to the fact that
important processes taking place at a sub-gricesar@ not accounted for by these large
scale models, which could tend to oversimplify #meowise complex and varied system
(eg. local orography). As a result, dynamical medehich are adjusted to run at finer
scales, along with empirical statistical downsaal{8D) are used to resolve this issue
of scale and ‘bridge the gap’ in order to faciktéihe production of regional projections.
These types of approaches have been fundamenttietdormulation of climate
projections on a European and national scale (@&msen and Christensen, 2007,
Christenseret al, 2007; Fealy and Sweeney, 2008; Seneviratnal, 2006) such as
those outlined here. Christensenal (2007) state that mean European temperatures
will increase to a greater extent than the globarage. In Europe, research suggests
that anthropogenic influences have more than dduthile probability of another very
hot European summer like that of 2003 (Hegetl al, 2007). Spatially, future
temperature increases in Northern Europe are likelpe greater during the winter,
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while southern Europe will experience the greatwarming during the summer.
Similarly, increases in precipitation across namh&urope during the winter are
expected, while decreases are projected to bechem&drm in summer in Southern
Europe (ENSEMBLES, 2009).

2.6.2 Future projected impacts
2.6.2.1Crop projections

Climate projections such as those described abave tound widespread application in
the area of climate risk and adaptation studiespide the uncertainty associated with
the application of certain climate variables (epgecipitation), the use of GCM
projections as drivers for impact studies remales rhost widely used tool to support
long-term risk assessments in relation to climdtange. The application of climate
projections such as these to impact studies halgdtexd the formulation of potential
trajectories in future crop yields and their caaofl insect pest dynamics, based on
previously described relationships. This sectiofl autline a number of examples of
these applications, in order to draw conclusiongamding current assessments of

projected impacts of climate change on pest-mediiatep production.

Teixeira et al (2013) applied GCM projections using the A1B suen to global
agroecological zones in order to assess heat sirdssir major crops (maize, wheat,
rice and soybean). Their findings suggested traiajlfood supplies will be affected by
heat-stress in both subtropical and temperate msgiowards the end of this century
(2071 onwards). European agroclimatic zones hase laden highlighted as generally
‘deteriorating’ in response to future climate patjens spanning three GCMs (Trn&a
al., 2011), as a result of increasing drought coodgiand reduction in growing season
length owing to heat stress. Pertinently, the dgnatic zone to which Ireland and the
UK belong (Atlantic Central zone) performed varialalcross the agricultural indices
used in the study. For example, the ‘Frost fredopérand ‘suitability for sowing’
indices improved for this zone, while the ‘numbérdays with water deficits’ index
displayed an increase for this region. Rosenzweigl (2014) utilised a range of crop
models, along with five GCMs/RCP combinations ineffiort to account for uncertainty

by removing over-reliance on just one model out@uitput from this study suggested
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strong multimodel agreement towards negative eff@dtclimate change. Even this
study however, one of the most comprehensive asgegs of potential future impacts
of climate change on crop production to date, @dithe effects of pests (although they
explicitly state the importance of their inclusiam future work). Considering the
agreement across the plethora of models used iwahle of Rosenzweigt al (2014)
regarding the negative impacts projected, the itapoe of consideration of potential

pest exacerbation is further impressed.

2.6.2.2Pest projections

Akin to what is proposed in this work, GCM climgtmjections have also been used to
assess the risk of changes to insect speciesponss to changes in climate. Alterations
to the voltinism (number of generations achievdd)insect pest species in California
was assessed using temperature data derived fre@ @GCMs (Ziteret al, 2012). In
this case, the actual GCM outputs were utilisedrige insect models, as opposed to
Regional Climate Models (RCMs) or downscaled datstified by the fact that data at
specific local scales are rarely available for mpildt GCMs). Their findings indicated
that increases in the number of generations aabhssf the species analysed were

likely, increasing pest risk for crop protectiontive future.

Harrington et al (2007) utilised relationships derived between iépitight times,
climate and land-use variables, with output frost pne GCM in conjunction with the
AlFI scenario in order to provide a ‘worst casense®’ assessment of phenological
changes in European aphids in response to clintetege. They reported both earlier
adult emergence (by a mean of 8 days by 2057) dsasw@n advance in the arrival of
migratory aphid species using data from the Eunosegtion trap network coordinated
by the European Union-funded thematic network EXARI(EXAMINE, 2000). Data
from 15 sites in 15 different countries were used the average advance in aphid flight
across all species and sites equated to 1 day eelvarery 6.25 years. In relation to
abundance, Newman (2005) reported declines of 92%eruthe same GCM high
emissions scenario for the 2080s in southern Brifar a generic group of ‘cereal
aphids’ (predominantly due to changing temperatume precipitation). This highlights
the potential for counterintuitive outcomes regagdiaphid dynamics in the future,
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wherein an earlier migration of aphids could lead detrimental impacts in the
population on a year to year basis.

GCM projections have also found merit in inferritige potential space for range
expansion/contraction of species in the future.gBagraphical range shifts were
analysed for a number of important agriculturaltpescluding two aphid specie$.(
avenae Rhopalosiphum pad{bird-cherry oat aphid)) and the European corn tbore
(Ostrinia nubilalig over the European domain using the climate ouijaum a range of
five GCMs for both the A1 and B2 SRES (Svobod@téal, 2014). For all of the
species examined, the study depicted an expansidhei pest’'s northern limits of
occurrence to higher altitudes and latitudes, alomith increased numbers of
generations by the 2050s. Simultaneously, contmastiwere noted in both SRES
scenarios utilised for southern portions of Euragespecies upper temperature limits
were presumably breached.

2.7Implications of international research for Ireland

To date, research in Ireland regarding the potemtipacts of climate change on pest-
mediated crop yields has been virtually non-existeimited modelling work akin to
the studies outlined above have been implementatdu@ng pest activity) for a small
number of crops including barley, potatoes, maizé soybean (Holden and Brereton,
2010; Holderet al, 2003). Of these investigations, both positivd apgative impacts
on yield were reported in the absence of consiaeratf pest effects, with temperature
increases imparting a positive impact on the deareknt of maize, while decreases in
summer rainfall increase the potential for wateess. According to Holdeet al.
(2003) grain yield in Irish spring barley is prajed to increase by 2050 as a result of
climate change. These projected increases wereaplymattributed to rainfall,
suggesting that wetter sites will produce highezlds than drier sites in the future.
However, the omission of the moderating effectpests from the analysis could be
obscuring the details of these results. In the cdsweaize, disregard for the potential
impacts of pests such as tBe nubilalis which is not currently a problem in Ireland
(widespread in Europe, the U.S. and Asia) couldrdiiture yield potential in Irish
maize if it were inadvertently introduced (the Eevof which cost in excess of $1
billion dollars annually in damage in the US). A mang temperature regime, in
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conjunction with increasing host plant prevalengethe future, could allow for the
expansion to and/or establishment of this pestalahd, potentially causing significant

losses to Holden and Brereton’s (2003) projectettigi

According to Holdenet al (2003), an increase in ‘chemical intervention’llwie
necessitated in the future as pest and diseaseniysahift and change in response to
environmental factors. However, aforementioned gkanto European Union (EU)
pesticide legislation which govern the way in whiplant protection products are
produced and licensed will mean that certain ‘&gubstances’ will be lost from the
inventory of current chemicals in use. Simultangégushe transposition of the
Sustainable Use of pesticides Directive (SUD) imtigh law in 2012 (Directive
2009/128/EC) now explicitly mandates the considenabf knowledge-based decision-
making regarding the application of chemical costr@hese changes confound any
statements regarding the use of chemical contsls panacea to agricultural pest and
disease activity under climate change. Furtherntbsy, serve to place the current work
in context: the loss of certain pesticides from ¢heent PPP inventory, places an onus
on the development of knowledge-based approaclasasithe work proposed here in
order to ensure the sustainability of crop productinder future climate change. The
potential for inferences regarding the future ftatfipests in Ireland is facilitated by the
international findings discussed here, which higjtlithe potential for negative impacts
of pests in the future under a changing climate.tkis reason, a climate impact study
relating to Irish pests is merited, for the purpo$groviding an assessment of future

risk to the agricultural section.

2.8 Conclusion

The global agricultural community is facing chaljes in the future and while
temperate countries such as Ireland may not experithe extent of climate variations
as other more vulnerable geographic locations,etridence outlined in this chapter
suggests that agricultural systems are sensitivdbdih direct and indirect (pest
mediated) impacts of climate change. The questam remains, how can this area of
research move forward? While this review highlightee merits of utilising multiple

climate variables when assessing climate-medigpadts, the complexity of the system
in question has resulted in the majority of rededreing carried out using only one

47



driving variable at a time, e.g. temperature oLCIhis type of approach is not wholly
surprising, when the complex interactive naturéhefsystem under study is considered,
(along the concurrent methodological problems entmed as a result). Indeed,
considering the dearth of research in this areanirish context, the employment of a
single driving variable in this modelling work cduserve to provide the ‘first steps’
towards providing an initial indication of risk fdhe Irish agricultural sector under

climate change.

Similar to the modelling examples highlighted ahotee research proposed here
requires climate input. The data utilised tenthéanodelled climate data for the region
of interest, incorporating future time periods, itgly covering a much larger spatial
area than the region of interest. This scale isantrast to the work proposed here,
which is primarily concerned with the populationndynics of a pest that operates at
field and plant-scale. These changes in scale ampounded further when one
considers the range of temporal scales to be incatpd in the analysis. This mismatch
of scale is addressed in the next chapter, and deltimay framework is proposed that
takes cognisance of the complexities involved wkealing the impacts of climate
change to a region of interest. A review of the afssimulation models within the area
of aphid population ecology will also be broachiedorder to serve as an appraisal of
the level of detail generally employed within a slation approach. Previous work
describing the dynamics &. avenadrom different geographic locales will also be
described in order to provide a baseline stuctgeenst which SAV4 (developed as part

of this research) can be compared.
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CHAPTER 3

MODELLING AND ISSUES OF SCALE

‘all models are wrong, but some are useful
(Box and Draper, 1987:424)

3.1Introduction

Explaining the processes which drive pest poputatiynamics though the use of
models is one of the central tenets of pest managenAs ecosystems and their
composite parts adapt in response to anthropodbmricduced climate change,
scientists are faced with the challenge of infognmsk-assessments and ultimately
reporting to policy makers as to the most appropraaaptive measures to be taken to
ensure future resilience. The need for sustainablations to environmental and
ecological problems in response to climate charage grompted the development of
various modelling techniques attempting to ‘prédise outcome of differing climate
and/or management scenarios. The concept of ‘gredids to be dealt with here in its
most indeterminate form, as it is recognised tlratmodel is capable of predicting the
precise outcome of a variable of interest withirsygtem. Nonetheless, models are
particularly useful where long term field studieslaboratory experimentation are not
feasible due to monetary constraints or other iimgifactors. In cases such as these,
representative models can aid in elucidating cerpsocesses or dynamics within the
system of interest, or identifying areas which regjturther research due to lack of data

or general understanding.

This chapter will outline some of the basic prinegpbehind model construction, while
also raising some important issues pertaining edesm the area of pest modelling.
Consideration is given to the potential impactsigihg large scale climatic variables to
drive models informed by small-scale ecologicabiss (Figure 3.1). The challenge of
using such models based on short-term laborataiyete data, to inform future
dynamics at larger spatial or temporal scales allb be discussed. With these issues
considered, the conceptual framework for this neseavill be outlined taking into

account both ecological theory and data availgbiliithin the field. In cognisance of
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the proposed framework, mechanistic simulation mimdewill be identified as the
most appropriate approach to modelling the poputadiynamics of. avenaen a data-
sparse environment. Past applications of thesestgpenodels in the aphid-modelling
area will be briefly reviewed in order to provide endication of the extent to which

these models have been utilised in this area & dat

Figure 3.1 Schematic illustrating the directionaliy of scale changes in the current work

3.2What is a model?

A model can be defined as any abstraction or sfioglion of a system. The system
contained is a collection of two or more separaf@mponents, between which some
interaction takes place. Modelling techniques viaryoth the ecological and climate
sciences from analytical and statistical models;amplex dynamic simulation models
based on the modellers understanding of the sysfemterest. The latter is distinct
from the former types, in that variables perceit@tbe the principle drivers of a cause-
and-effect relationship are built directly into gndmic model (such as the model
described later in this thesis). This is not theecaith statistical models, wherein
correlation does not necessarily imply causatio; the presence of a relationship does
not implicitly identify the driver of that relatiahip. Regardless of the type of model
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used however, it is imperative that the model smad only as a crude abstraction of
the complexity of the system concerned. That istoategate the utility of models in
policy formulation and/or adaptation, but ratherdct as a caveat against potential

misuse of their output.

The aspirations for any model should ideally fatieen two opposing suppositions:
firstly, the view that all models are useless, ardondly, the contrasting view which
places unrealistic confidence in the informatioattthe model is capable of providing.
Whether a simple conceptual model or a more detaitality-based approach is
required, it is apposite to define specific craeior assessing the most appropriate type
of model for the task at hand. The trade-off betwdepth and breadth required for
most models raises further questions regarding best to assess a models ability to
simulate the behaviour of the system of interesticlv will be discussed later in this
thesis. According to Holling (1964), there are esis¢ trade-offs which must be made

between three fundamental criteria:

* Realism (simulating the behaviour of a system gualitatively realistic way)

* Precision (simulating the behaviour of a systera quantitatively precise way)

e Generality (capable of representing numerous faoktshe systems behaviour
with the same model) (Costaneial.1998a)

In reality, it is not possible to maximise all taref these goals simultaneously, so the
choice of which criteria are to be emphasised tandhat extent) is at the discretion of
the researcher (based on the questions they akengde answer). The decision to
consider one or more of the above criteria in détailitates the use of models in three
different ways: understanding, assessing and ogtigni(Costanzat al. 1998b). For
example, a conceptual understanding of a systembuaagdequate for some purposes
and provide an overall schematic of the coarsegas®s within a system. In a case such
as this, precision is discounted in favour of aibé&svel of realism and generality. At
higher levels, assumptions about the system ofastecan be tested and conditions
which lead to an optimum outcome can be assessethcihg these decisions with a
basic understanding of what a model is, as wethascorollary limitations it entails is

crucial in the first steps towards using, desigronguilding a model.
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3.3Basic modelbuilding

Models are used incognisar by people every day. Individuals construct me
models abstracting the world around them, to f@atéi decision making proces:
ranging from how someone will react to bad newgrtssing the street. Mental mod
are informed by knowledge that a son has gained about the mcsubject based on
past experiences or observations. This knowledge¢hén applied under varyir
circumstances/conditions in order to produce acaut or range of possible outcorr
These mental models enable a person tntify (or at the very least hypothesise)
cause and effect of a relationship within a syséew react accordingly. This approz
is not dissimilar to the premise and constructibrmore complex dynamic models
ecological and/or climate systems, tbasic framework of which can kviewed in

Figure 3.2.

é[ Real events ]—

v

Conclusions and Abstract version
Predictions of Real events

N

L oo e

Figure 3.2 Framework for general procedures of model construdéon

Akin to the mental model outlined above, the precafsbuilding a model to describe

system of interest can be broken down into fourdtages

* The conceptual sta
* The diagrammatic sta
* The equations stag

e The formalisation staq
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The conceptual stage is similar to the construadiotihe mental model, in that the main
components of the system are identified, as wethaamportant regulating forces. As
with the mental model, this stage is informed frpast experiences and observations. In
the context of this research, these ‘past expes®nare comprised of the ‘state of
knowledge’ described in the previous chapter. Tdemsd or diagrammatic stage allows
for the formulation of diagrammatic representatiofghe system. This allows a more
holistic understanding of the relationships of iatt as well as the direction(s) in which
the output is flowing. The equations stage involtles identification of mathematical
and statistical approaches which describe theioakttips within the system (visited in
Chapter 5). Finally, formalisation entails the attoonstruction of the model (Chapter
6). Each of these stages will be visited throughbetcourse of the current work, in

order to produce the final model.

3.4The importance of scale

Issues of scale pervade every area of ecologie&istigation and ‘compromise every
form of ecological application’ (Wiens, 2001). Tiea of scale has been pondered
within the scientific community for some time (Atleand Starr, 1982), however
recognition of its importance in ecological resbahas occurred only within the last
three decades (Wiens, 2001). The advent of antigepo climate change has forced
ecologists to reconsider the spatial boundarietheir research and to incorporate a
more holistic understanding of field scale ecologythin a landscape ecology
framework. The landscape considered can vary fronilgide, to continental, to the
global landscape, all of which are mediated by aten This is equally the case for
managed agricultural landscapes and the ecosystentained within. Temporal scale
is also a complicating factor in research suchhas &s projections of future pests will
be produced for time scales much longer than thaypcal experimental studies. In
environmental science and particularly in ecolothe processes studied occur at a
variety of spatial and temporal scales over a bgtreous landscape. The hierarchical
nature of ecosystems incorporates numerous feedfdrnand feedback mechanisms
between these scales, which complicates the siexptapolation of findings (Bugmann
et al, 2000).
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Levin (1992:1943) stated that ‘there is no singdural scale at which ecological
phenomena should be studied’ and that the obsereates a filter or lens, through
which the system of interest is viewed. Levin’'s42Popinion is mirrored in the case of
this research, in that no single scale is adedoatapture the myriad of processes and
responses entailed in both the agroecological didate systems. Despite this
actuality, the acceptance of the need for modeléngss multiple scales involves a
number of assumptions that must be made, as wellnasrtainties which must be
addressed in order to identify a level at whichtladl processes of interest are accounted
for in the system being studied. This approacHhtimately justified when we consider
that our ability to scale findings at smaller sealsill hinge on our understanding of the

mechanisms which govern the patterns and procéssese are interested in.

3.5Issues of scale

Models have permeated almost every facet of sfiermesearch and have become
extremely prominent within the pest management avéaagricultural research
(Goudriaan and Zadoks, 1995; Graux and Tubielld02@Hansen, 2006; Yamamuea
al., 2005; Zalomet al, 1983). The challenge of building ecologicallalistic and
scientifically valid models to adequately represe¢he population dynamics of
agricultural pests has led international reseanch tvide range of modelling avenues
including dynamic (Pinnschmidt and Batchelor, 1998)mulation (Carter, 1985),
biophysical (Wagneet al, 1984) and empirical / statistical (Brigagtal, 1999; Lactin
et al, 1995). The necessity for models which adequatsligress ‘real-world’
management problems (be it pest or resource)atutable, however issues have been
highlighted in the past (e.g. Conreyal, 1995) concerning the lack of scalability and

transferability of such models.

The processes which govern crop yields (indirestipacting pests) and population
dynamics of pest species, occur at smaller spatales than that of global atmospheric
processes which can obscure the translation oecaing effect between scales (Oetli
al., 2011). For example, GCM outputs are typicallyaafoarse resolution (hundreds of
kilometres) which necessitates the scaling of tdita to a level that is more readily
accessible by ecological impact models (typicallydownscaling). Identification of the
sensitivities of agroecological-model-systems imate model uncertainties can aid in
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gaining a more holistic understanding of how clienatodel outputs and agricultural
models can coexist and produce meaningful resWighout this recognition of how

higher levels of model uncertainty cascade to gnailtale field studies, the production
of climate-driven pest models could ultimately bé&lé. Thea priori choice of a single

meteorological variable of interest (such as terpee or CQ) can reduce the sheer
volume of uncertainty to be addressed, howevergpmoach does not account for the
differences of scale that exist between atmosphpriacesses and smaller scale
pest/crop models. As a result, it would be prudenncorporate consideration for the
potential effects of differences in model scalewal as the impact of scaling on model
uncertainty if a comprehensive approach towardgeptiog aphid pest dynamics is to

be achieved for Ireland.

3.6 Ecology and scale

In ecology, it is accepted that relationships change quantitatively in conjunction
with changes in scale and this has given rise taymastances where models are
rendered scale-specific (Bugmaenal, 2000; Gardneet al, 2001; Heuvelink, 1998).
Heuvelink (1998) argues that there are multiplenprly reasons why this specificity of
scale occurs, two of which are particularly pemind-irstly, that ‘different processes
are important at different levels’. In the caserafdelling pests (or any variable for that
matter), usually only the dominant processes wimapact the subject of interest are
considered (Heuvelink, 1998:256). These dominamtgsses and the patterns observed,
can change, depending on the resolution utilisethbyobserver. These changes imply
‘scale-dependence’ of the properties in questiahaan be manifested quantitatively in
measurements of mean and variance. As an exangrt@jrc population-scale effects
can be the result of population density, which deamatically alter the performance of
the study population depending on the size of thyaufation considered. For example,
at high densities per tiller (a plant shoot), aghiehd to produce alate morphs (winged
individuals) which leave the colonised plant (Awrkaand Leather, 2007) due to
intraspecific competition for resources. This ditua can be changed entirely if the
appropriate unit of scale (i.e. tiller) upon whithie relationship was derived is not
utilised; potentially obscuring the alate-inducisgnal and altering the population
structure by permitting feeding/parthenogeneticradpction to continue without
dispersal from the host plant.
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Heuvelink’s (1998) second point relates to the o#ida in availability of input data at
larger scales. Data at larger scales tends tossealailable than that of data from many
stereotypically small-scale ecological measuremdntshese cases, inputs have to be
derived from other more general information sourse€h as soil maps or agricultural
statistics. The availability of data will be depenton the type of data that is required,
which will change depending on the lens throughciwhihe study area is viewed. In the
case of the grain aphi&. avenage small-scale empirically derived temperature-
development data (Dean 1974; Kieckhedtral, 1989) can theoretically be used to
simulate daily or hourly development of this spsaising temperature data (available at
local, regional and national scales) in conjunctigth degree days or rate summation
models (discussed in detail in the next chaptdrjs Type of approach could provide an
exemption to Heuvelink’'s (1998) aforementioneddkxscale-data problem’, as a result
of the availability of national temperature data amlaily basis, which facilitates the
transformation of small-scale laboratory-derivegtelepment-data to quantifiable local-
scale insect development-data. This allows a meded ‘bridge the gap’ between
scales working on the assumption that temperatitee dominant abiotic factor and
that the data available is representative of thgperature in-field. This concept is in
keeping with the aforementioned tendency of modelte include only the dominant
processes within their representations of realitye influence of this driving variable
across scales from plant level to agro-ecosystemegion will serve as the ‘link’
between each of these scales, under the assumpébother acting processes on the
overall dynamics of the population are less impurt&vidence for the validity of this
assumption and the influence of temperature incthrveext of aphid modelling will be

provided in detail in Chapter 5.

3.7 Modelling framework: A theoretical approach

The analysis of ecological systems and the subs¢éqievelopment of models to
represent those systems, are based on the assnnmp@d the system can be
guantitatively expressed at a chosen point in tamé space. However, there has been
virtually no explicit focus to date in the litera¢urelating issues of scale to agricultural
pests. Conversely, or perhaps concurrently, mushblean explored regarding scale in
ecological terms in natural ecosystems. It mushdted however, that agroecosystems
are some of the most highly managed, open systerntiseiworld and that ecological

56



interactions are modified at all steps of agriaatyproduction via the use of chemical
intervention, mechanical modification and inputsnofmally limiting elements such as
nitrogen. Due to these reasons, the idealised adetli scaling pest responses to
climate changes would incorporate the dynamicsa@ pests, in conjunction with the
development of the specific crop cultivar, as vesllthe management practices utilised
on site. In reality however, no model could evehiagce an entirely holistic
representation of a biological system (although esdvave attempted to incorporate as
many of these factors as possible, i.e. DSSAT (ldobgomet al, 2004)). This is due
to the fact that the data requirements for thigtgpanalysis are rarely met, as well as
the complexity of the interactions involved whenving from direct effects of climate

variables, to indirect effects at alternating tnogdbvels.

The recognition of the existence of multiple scalshin a single research area
necessitates the formulation of a working framewthmriough which the translation of
effects across scales is accounted for. A potefitaatework for approaching the issue
of pests under climate change is the recognitiothefagroecosystem as a hierarchy of
factors operating at different scales. Hierarchgotly was formally introduced by Allen
and Starr (1982) and provided a new perspectivissues of scale within ecology in the
1980s. Hierarchy theory can be viewed as a devaif Bertalanffys (1968) ‘general
systems theory’, wherein the main premise statasatsystem can only be understood
by considering all of the systems elements, as sgpdo a single component of
interest. This approach has been utilised widelgenna general ‘systems ecology’
umbrella, which seeks to provide a holistic vieweabsystems through the analysis of
their interacting components (typically mediated lmymankind). Hierarchy theory
offers an almost intuitive approach to ecologythat spatio-temporal processes can be
described at different levels within a hierarchisgstem. However, Allen and Starr
(1982) propose that this approach; in conjunctioithwmodels that explicitly
incorporate processes at several hierarchicaldeaet too complex and not suitable for
long term simulations. Conversely, it can be argtieat the hierarchical nature of
agroecosystems actually facilitates the iterativaetling of the system, as processes
can be compartmentalised and modelled as sub-nwétkin an overall mechanistic

model.
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Despite the immediate logic of hierarchy theorypaaadigm shift within the field of
ecological modelling has highlighted other possitdates, such as Individual Based
Models (IBM) (Hustonet al, 1988). These types of models facilitate the stigation

of the effect of individual variation on aggregatedults, whilst maintaining a distinctly
‘bottom-up’ mechanism. The directionality of thigoé of approach is suitable in the
context of aphid pests and their host plants, @t the growth stage of the cereal host
will have a profound impact on the physiology ok tmdividuals in a population.
However, not all of the processes at work withia #phid population model utilised
here will maintain a strictly bottom-up approach.fact, it could be argued that the
principle driver (climate) of both the individuats the population and the population as
a whole is a perceptibly top-down mechanism, resylfrom the large scale climate
(either observed or modelled). Furthermore, thepknfact that raw laboratory data
replicates are required to infer individual surViaad development in the individual-
based approach renders this framework unfeasibdeisrcontext, owing to the sparsity

of data pertaining t&. avenaenationally.

The necessity for a framework to account for sofmthe difficulties encountered when
scaling information within ecosystems cannot beietenif hierarchy theory is to be
considered (in some guise) as a potential frameworkthe modelling approach
utilised, it is useful to conceptualise agroecamyst as open systems nested within a
hierarchy (Figure 3.3), each with their own chagastic feedback and feedforward
mechanisms (all of which contribute to the ovebahaviour of interest). The utility of
models which attempt to describe these mechanissndhighlighted when the
‘aggregation problem’ is considered (Reynoktsal, 1993). This issue refers to the
potential for lower level effects to be precipithte higher levels within a hierarchy and
vice versa without consideration for the interactive effeetisthe lower level. As an
example, consider the effects of increased atmagp[eO,] on pests of agricultural
crops discussed in chapter 2. While much work legnlzarried out on the direct effects
of rising CQ on plants, many of the indirect effects of £&e poorly understood.
Increased [C¢) have been shown to alter the C:N (Carbon: Nitmgetio within
plants, causing a concomitant increase in herbiuogn effort for the pest in question
to acquire adequate amounts of N (Coviella and Dtaml999; Hughes and Bazzazz,
2001; Zvereva and Kozlov, 2006). This in turn couhghact the photosynthetic capacity
of the leaf, or promote the emission of herbivoneuiced plant volatiles (HIPV),
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potentially repelling other herbivores and attragtnatural enemies of those herbivores
(Holopainen, 2004). Conversely, decreased stomedamiductance as a result of
increased [Cg) has been shown to improve water-use efficiencylents, initially
giving rise to positive impacts on plant developmanhigher levels of the hierarchy

(Garrettet al.,2006), but potentially altering other interactwagiables in the system.

This aggregation-effect of interactions spanning ltiple trophic levels further
emphasises the need for modelling capabilities kvbén simulate outcomes at the scale
of interest, while simultaneously avoiding the esrérom directly scaling up over too
large a range (e.g. from leaf to ecosystem). Thisect scaling’, referred to as
‘transposition of scale’ by O’'Neill (1988) is codsred particularly error-prone, if the
interactions between the lower level components rare considered in advance of

scaling up the findings to a higher level.

Global System

v Nation
Region
L4 Pest community
/ Agroecosystem \‘
Z

—

Pest population

Figure 3.3 A conceptual model illustrating the opemature of agroecosystems within a systems-
hierarchy, all of which are contained within a clogd global system (modified from Dalgaardt al.,
2003).

The problem of aggregation at a hierarchy of scedesbe addressed through the use of
what Reynolds (1993) describes as ‘mechanistic rgiggmns’ of the study system.
Mechanistic models according to Reynolds (1993}igi@ar component parts of a
system and describe the system as a whole thrdughdynamic interaction of the

composite parts: echoing the ‘systems’ approacérned to earlier, but refining the
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nomenclature to more general modelling te The use of mechanistic models takes

next step in radelling a sub level of an ecosystem, in that mpes a higher level ¢

understanding of the processes which take placeppssed to usinlinear regression
analysis (which is mainly concerned with describmgelationship, as opposed

understandig it). It stands to reason, that an approach wimclorporates as mar

facets of the system as possible, withoting overlycomplex an potentially unsuited
to the scale of operation, would provide a morastiolunderstanding of the potent

interacive outcomes that are possible. This type of modkets heavily on a ‘bottor

up’ approach, owing to its ability to simulate urgimg processes in a system

produce the overall behaviour of interest (in thése, the population dynamics S.

avenag; while simultaneously facilitating the incorpouati of the ‘toj-down’ effect of
the driving variable temperature) (Figure 3.4)This type of mode is referred to by
numerous titles within the modelling community,feo the purposes of clarity, will k

referred to as ‘simulation models’ for the remamnatfthis work
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Figure 3.4 Spatially overlapping (red area) outputs from ecolgical ‘bottom up’ approaches with
temperature driven ‘top down’ approaches within a herarchical system (modified from Dalgaard
etal., 2003).
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By applying hierarchy theory to this research, oaa visualise the system of interest
(aphid population dynamics) as ‘level 0’ within #&tarchy (Figure 3.5), with the
driving variable (temperature) at a higher leved\el 1). Level O can then be described
by dividing the lower level (Level -1) into varioe®mponents which together interact
to produce the phenomena of interest at level Qufiei 3.5). By utilising this type of
mechanistic approach, the assumption is made ligaphenomenon of interest is a
consequence of the interactions of the lower |l@eghponents. Focusing on a single
scale of resolution (that of seasonal aphid dynamat level 0) facilitates the
simplification of this complex system, and allowes the use of higher and lower levels
within the ecosystem to ‘explain’ the changing dymnes at the level of interest. The
single scale in question can be visualised in duearea of overlap illustrated in Figure
3.4.

Level 1
Temperature

v

Level 0
Population Dynamics

r 3 1\

Level -1 Level -1 Level -1 Level -1
Crop GS Reproduction Survival Morph

Figure 3.5 The hierarchical nature of the current lesearch system

Long-term ecological trends like those we referatoa result of climate change, are
rarely measured at the scales normally utilise@dalogy, which can complicate the
long-term validation of models designed for shoteanporal trends. It is important to
bear in mind however, that the ultimate goal of@lei such as the one described in this
work, is to provide an indication of the potentisk of infestation throughout a season
in response to a changing climate. For this reasanpractical to suggest that the small

(spatial and temporal) scale proposed here is eintmppropriate for longer-scale
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exploratory risk-assessment; assuming that théae&hip between the driving variable
(temperature) at level 1 and aphid dynamic compisngevel -1) remains static (Figure
3.5). The fact that both temperature and agroetasys are generally homogeneous
(owing to the trend towards monocultures); redubesuncertainty usually associated
with describing highly heterogeneous (natural) gstesns, lending weight to the
assumption that the temperature-population-dynamataionship can be transferable
across similar spatial scales. The simulation aggrsuggested here attempts to exploit
this presumably stable relationship between tentperaand population dynamics and
ultimately render the final model applicable atfeliént regional and temporal scales
owing to the dominant role of temperature in edacthe component parts (level -1).

3.8 Application of simulation models

While the ecological nomenclature (hierarchy theand systems theory) used to
describe the framework chosen here is not wideliged in climate impact studies, the
actual approach that it facilitates (the use ofusation models) is well established
within ecological modelling. Simulation models halbeen widely used to describe
different facets of ecological phenomena, allowsegentists to analyse and experiment
with systems of interest. This type of analysisistsssresearchers in furthering their
understanding of the complexity of the biologicellationships involved (Pinnschmidt
and Batchelor, 1995; Reji, 2008; Ruesink, 1976)isTapproach has also found
application within aphid population models, serviig utilise the breadth of
accumulated scientific knowledge available, as veall facilitating interdisciplinary
understanding. Three of the most economically ingmiraphid pest species have been
the subject of such models (Gossed#tal, 2001) includingMetopolophium dirhodum
(the rose-grain aphid) (Zhoet al, 1989),R. padi(Morgan, 2000)S. avenadCarter,
1985; Carteret al, 1982; Plantegenest al, 2001; Rabbinget al, 1979; Skirvin,
1995), as well as the concomitant barley yellow dwaus vectored by the two latter
species (Kendalet al, 1992; Morgan, 1996; Thackragt al, 2009). To date, these
models have been developed over a wide range oftes including the UK,

Germany, France and the Netherlands with varyimgess of success.
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3.8.1 M. dirhodum

Zhou et al (1989) utilised a systems approach to model th&e rgrain aphid,
Metopolophium dirhodumvherein the life history processes believed to ichpghe
population dynamics oM. dirhodum were incorporated into a simulation model
(immigration, development, survival, reproductiomrph determination). Their model
was validated with three years of data, accurgiebgucing both the size and timing of
the observed maximum aphid density in-field in afieghe model years. The model
predictions for the remaining two years overesteddhe peak density, while the timing
of the peak was accurate only for one. Zledwal (1989) hypothesised that numerous
factors were responsible for the divergence betweaedelled and observed, ranging
from the potential effects of natural enemies,taccurate assumptions regarding the
proportion of immigrating aphids. The proportioniofmigrant aphids was calculated
based on the current crop Growth Stage (GS), hawtare method may not have
accurately produced spring/summer immigrants; atiter aphids which are emigrating
out of the crop. Aphids were also reported in thepcbefore the first catch in the
suction trap, leading the authors to suggest tieasuction trap data was potentially not
reliable at very low densities of aerial aphidsisTvas not proven however, and in
general evidence suggests that the numbers in deeddbe adequately represented by
those caught in the suction traps (Harrington ammivd, 2007).

3.8.2 R.padi

Morgan (2000) used a deterministic model to sineutae population dynamics &.
padiin barley over the autumn and winter months. Cagasin, a systems approach was
adopted wherein algorithms describing various facet the species physiology
(immigration, development, fecundity and survivel¢re incorporated. The effect of
crop growth stage on morph determination was extuldowever, owing to the fact
that the stages which impact this partRaf padis lifecycle did not occur during the
winter months. The model used female migrant catchre conjunction with a
colonisation ‘constant’ (Carter, 1985) to infer thember of aphids per plant at the
beginning of the model. Both peak aphid abundandthifi 20% of the observations);
as well as the timing of the predicted peak (wittio weeks of the actual peak) were

successfully simulated on all but one occasion. gdor(2000) found that the model
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was most sensitive to levels of mortality, as vaslitemperature. These findings are not
entirely surprising, as mortality will have a dit@mpact on the number of reproducing
aphids, which in turn reduces the number of nymmiwgluced. In addition, the well
established relationship between development amgpdeature referred to in previous
chapters (as well as its explicit incorporationoirdevelopment models discussed)
renders the importance of temperature undeniabtieat.

3.8.3 S. avenae

Plantegeneset al. (2001) utilised a similar approach to Morgan @Q0@h order to
simulate the population dynamics $f avenaén winter wheat in France. The ultimate
goal of this model however, was to highlight theertance (or lack thereof) of natural
enemies in relation to the aphid’'s population dyicam This was attempted by
comparing the output from the simulation modelha absence of natural enemies, with
field data collected from 1976-1986, and attribgtemy differences to natural enemy
activity. The field data were comprised of numbaraphids per tiller; as well as aphid
mummies and cadavers as a proxy for natural enectiyitp. The model itself
incorporated the main required modules for a pdmranodel, including development,
fecundity, moulting, morph determination and deatites. The data used to
parameterise the development equations were defroadtwo different sources (Dean,
1974a; Kieckhefeet al, 1989), originating from two extremely differegéographic
regions (UK and South Dakota respectively). Theeptial for clonal adaptation to the
local environment in each of these experimentaultescould in theory, skew the
relationship between temperature and developmeed us the model. Overall, the
authors found that entomopthoralean fungi wereelgrgesponsible for limiting the
population dynamics of. avenaghowever; they conceded that this type of analysis
provides correlation only, and not causation. Udtiety, this type of approach could be
used as a tool towards integrated pest manageimantver the model would have to
be updated with the inclusion of the fungi in ortleraccount and test for their impact.
The impact of different natural enemies on cerphids is likely to vary geographically
with changes in climate and cereal phenology (Bgereset al, 2001); which would
suggest that the data used to derive both the astddenemy models, should originate

from proximate geographic areas.
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Both Carter (1985) and Rabbingeal (1979) developed population simulation models
for S. avenador Britain and the Netherlands respectively, m effort to produce a
short-term (3-5 weeks) forecasting system. Botthe$e models incorporated the effect
of the host plant GS on the aphid pest, as wethaseffects of natural enemies. The
actual quantification of the impacts of natural rares is complex however, due to the
plethora of species that predate on aphids, inucatipn with the limited data available
regarding numbers of aphids consumed. Both modele iound to be reasonably
accurate at simulating the population developmérnhe aphid during outbreak years;
however population numbers were overestimated wdpnd numbers were sparse.
Carter's (1985) original ‘'SAM7’ model was the bafis one of the first simulation
models (Skirvin, 1995) to explicitly incorporatenchte change as an external factor in
the long-term population fluxes of aphid dynamidhe model categorised mean
temperatures for each year across the aphid seatsothree regimes (cold, moderate
and hot), and utilised analogous temperature regiimelescribe future years. Skirvin's
(1995) premise that ‘unusually warm’ years underant conditions, would become the
norm under future climate change facilitated thetifp@ning of each of the years of data
into distinct temperature regimes. Skirvin (1998j§ltone season of data against which
to validate his model, comprised of aphid and aoaldd field numbers in two plots.
Half of the season’s aphid data was not usabletdurisclassification. However, the
remaining data provided information around the tiofethe peak population o$.
avenaeThe model predicted ‘nearly two orders of magnitudere aphids at the peak
than was actually observed in both sites (Skir¢B05:85). The timing of the peak was
also predicted earlier than the observations i lfietd plots; which was attributed to
the presence of other natural enemies not accourfted in the model
(syrphids/parasitoids). This led Skirvin (1995)donclude that coccinellids were not
always the instrument within the model which maimed the aphid populace below an
economically important threshold, a finding itechfgeviously by Vorley and Wratten
(1985). While numerous models such as this haverjpucated the effects of single
natural enemies on aphid populations; it is geheratcepted that any potential
modifying effects on aphid population dynamics areesult of the activities of the
entire guild of enemies (Carter, 1994). With thelusion of the stochastically generated
immigrants per regime; the ‘moderate’ regime appeédo produce the most favourable

conditions for aphids, resulting in the largest xmaum number’ at the peak. This
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finding suggests that increasing temperaturesrasut of climate change may impart a
negative effect on the dynamics®favenae

3.9Conclusions

This section outlined some of the basic tenets ofleh construction, from the initial
conceptualisation of a problem, to the formalisatid the final model. Issues in relation
to transferring information across multiple scalgsre considered, in an effort to
identify a framework around which the model utidlsen this study could be based.
Consideration was given to the potential for erasra result of direct ‘scaling’ of
information; as well as the directionality of theropesses at work within
agroecosystems. A hierarchical systems approachhwgdighted as an appropriate
framework to base the model structure in the ctirresearch. The use of simulation
models which utilise submodels componentsapplicable to their own specific scale
and processes, provide the most comprehensive asdmation-light methods to
account for differences in scale in ecological niotg The recognition of the
interactive nature of the components at differeraless facilitates the formulation of a
mechanistic approach to describe the individuaheles within that system (as well as
the processes they precipitate due to their intieraevith one another). By facilitating
the simulation of dynamic interactions between drghnical scales, these types of
models provide the most powerful tool for robusthodelling aphid dynamics in
recognition of the scale-differences involved.

The compartmentalisation of the aphid model pravithee added benefit of facilitating
empirical experimentation and analysis, which udiely serves to increase the
modellers understanding of the system as a whalleally, a blend of both ‘bottom-up’

and ‘top down’ approaches have been identified @zragpriate within a hierarchy
framework to minimise some of the uncertaintiesdsity encountered when operating
over a range of ecosystem scales. A review of pusly applied aphid simulation
models has provided indication of the extent ofirthdilisation within the aphid

community, as well as their potential for forecagtipopulation dynamics. The
prevalence of their application within the modedlicommunity, as well as their ability
to provide reasonable model outputs, further brdstheir utility as a modelling

approach and the viability of their use in impacidges. Having highlighted simulation
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models as the most parsimonious approach to destiré population dynamics &.
avenae the next step in the analysis is to outline theadsources utilised in the final
model. The next chapter will provide an overviewboth the selection process and life
cycle history ofS. avenaegelevant to the model development, as well asoits as an
agricultural pest in Ireland. The climate and bgial data employed in the
formalisation and construction of SAV4 will also tetlined.
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CHAPTER 4

SPECIES SELECTION, BIOLOGY AND MODEL DATA

4 .1 Introduction

Previous chapters have outlined the current stageientific knowledge in relation to
climate change on a global, regional and natiowales along with the documented
impacts that changes to date have been shown @&rirap agriculturally limiting pests.
In recognition of the fact that an all-encompassiak-assessment for every agricultural
pest in Ireland was beyond the scope of this rebedine analysis focused on a single
economically important pest of interest: The graphid,S. avenaeThis chapter will
briefly describe the rationale in selecting thiea@ps for analysis based on a number of
criteria including current economic importance atada availability. A description of
the data sources utilised in the final model walgrovided, along with justification for
their inclusion where necessary. The biology of tAphid species, as well as its
seasonal relationship with agricultural crops iical to the formulation of SAV4. For
this reason, the relevance 8f avenaawithin the agricultural sector will be outlined,
along with its primary modes of damage inductiordescription of its life cycle history
will be provided, focusing on the aspects of thecggs biology which directly influence

its role as an agricultural pest.

4.2 Selection ofS. avenae

As a first step, current economic importance waoduced into the selection criteria.
This ‘importance’ or ‘relevance’ of specific pestas assessed according to whether
chemicals were currently being produced to corttrelorganism in question. Secondly,
the extent to which the host crop was cultivatedrétand (amount of hectarage) was
also considered in the process of identifying tinalfspecies for analysis. Potentially
complicating factors were also considered, suchihasrisk of the pest in question
developing resistance to current agrochemicalssin (based on evidence to date); as
well as the extent to which control of the speevesild be affected by recent changes to

EU PPP legislation. Cereal production (winter apdng varieties) and horticultural
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production were identified as areas for furtheeraibn, owing to their significant
economic contribution to employment, domestic aockign markets. In particular,

spring barley emerged as the most widely plantegaterop in Ireland (Table 4.1).

Crop Statistic 2008 | 2009 | 2010 | 2011 | 2012
Winter wheat| Area under Crops (000 Hectare{ 87.5 64.3 59.8 77.7 84.6
Crop Yield per Hectare (Tonnes 9.6 8.6 8.9 10.2 7.4

Crop Production (000 Tonnes)| 839.9 | 552.7 532 7929 | 625.7

Spring wheat| Area under Crops (000 Hectare{ 23.2 20.2 18 16.4 13.5
Crop Yield per Hectare (Tonnes 6.6 6.8 7.6 8.3 6.1

Crop Production (000 Tonnes)| 153 137.4 | 137.2 136.4 82.2
Winter oats | Area under Crops (000 Hectare{ 18.7 9.1 10.3 9 9.9
Crop Yield per Hectare (Tonnes 7.9 7.8 7.8 7.8 6.9

Crop Production (000 Tonnes)| 147.9 71.3 80.5 70.5 68.2

Spring oats | Area under Crops (000 Hectare{ 4.2 11.3 9.4 12.4 13.8

Crop Yield per Hectare (Tonnes 6.3 6.6 7.2 7.9 6.4

Crop Production (000 Tonnes)| 26.4 74.4 67.6 97.6 88.4

Winter barley| Area under Crops (000 Hectare{ 21.1 19.3 28.8 35.9 41

Crop Yield per Hectare (Tonnes 8.6 8.5 8.5 9.1 7.8

Crop Production (000 Tonnes)| 181.8 164.2 | 245.1 | 326.3 | 319.8

Spring barley| Area under Crops (000 Hectare{ 166 174.3 | 146 144.8 | 151.8
Crop Yield per Hectare (Tonnes 6.7 6.1 6.7 7.5 6.2
Crop Production (000 Tonnes)| 1112.4 | 1063.1| 977.9 | 1085.8 | 940.9

Table 4.1 Crop yield and production by type of crop statistical indicator and year (CSO, 2014b)

The selection process, while concerned with theeguc status of the crop impacted,
was not intended to simply identify the most impattpest or disease at present in Irish
agriculture. Indeed, this type of exercise may adgomplish identifying a pest which
is currently operating in its optimal thermal reginbut cease to be important in the
future under a different climate regime. Rathee, shecies selection was progressed in
an effort to identify an organism which could adaptthe future despite changes in
climate, or experience a negative or positive imme@ctly modifying their economic
impact nationally. The aphids were chosen owindly#&w their ubiquity on agricultural
crops on a worldwide basis. Their utilisation offelient life-cycle strategies between
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species, along with their wide range of plant hastsa global level suggests that this
group is highly adaptable. Their adaptability waghhghted recently in the UK, where
pyrethroid-resistant clones &. avenaevere identified, resulting in failure to control
the aphid in 2011 and 2012 in some locations. Tkien¢ of this resistance was
guantified by testing aphids across the UK fordkaes that conferred resistance to the
insecticide, resulting in 35-50% of the sampleitgspositive in 2012/2013 (Dewar,
2014). This adaptability, as well as the abilityoguce multiple overlapping
generations justified their selection as a growplréland, the most common aphids
found on winter and spring barley crops &e avenagR. padi and M. dirhodum
(Kennedy and Connery, 2001; Kennedy and Conner§5R0rhese species of cereal
aphids are also the most common found throughautJtk and have been reported to
cause losses there of £100 million per annum (8kir¥995). The specific aphid
species was chosen due to its identification asribgt abundant aphid species on Irish
wheat and barley by Kennedy and Connery (2001, R@35well as its role in vectoring
BYDV in Irish cereals. BYDV is a virus of grain @, which is transmitted via aphid
feeding on the plant phloem. Initially, virus sympts manifest as yellow upper leaves
in individual plants. As the virus spreads howelenger swathes of crop exhibit yellow
patches and stunted growth. Later sowing of autaraps, along with earlier sowing of
spring crops reduce the risk of BYDV, due to reducin aphid numbers at these times.
In Ireland, yield losses attributable to feedingndge byS. avenaen spring barley
have been estimated as 0.71 tonnes per hectaa dtid 0.83 t/ha in seasons where the
aphid was plentiful. Further losses resulting frBivDV infection in April sown crops
have been reported in the rangelol t/ha (20%) to 0.36 t/ha (7%) (Kennedy and
Connery, 2005). Considering the number of hectptasted with spring barley every
year [Table 4.} the losses can be significathe recent increase in the frequency of
milder winters in the UK has been implicated inuage of BYDV prevalence, due to
aphid activity facilitated by the warmer conditiofi$ie damage caused by the virus is
dependent on a number of different factors, incigdthe crop species/cultivar in
question, as well as the virus/isolate presentp&®ficular importance however, is the
proportion of plants infected, as well as the GSwaich inoculation takes place.
Generally speaking, the younger a plant is whes infected, the higher the yield loss
will be (Fabreet al, 2003). Lastly, the availability of data necestsitl consideration
before the species selection could be finaliseds Wil be discussed in Section 4.3.2.
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4.3 Data availability
4.3.1 Climate data

As this research is primarily concerned with thepamts of climate change, the
necessity for the incorporation of at least onenate variable in the analysis was
implicit. Chapter 2 highlighted the importance lofee separate climate variables acting
as drivers of change in agricultural pest dynam@®;, temperature and precipitation.
Despite the potential for indirect impacts of chaggCG; levels on agricultural pests,
the absence of this type of data on a regionaks¢ak well as the costly nature of
attaining such data) rendered the incorporatiorihcd variable in the final analysis
untenable. The remaining two variables howevemierature and precipitation) have
been consistently monitored within the Irish symostation network (most of which
have daily data availability from the 1940-50s).rtRarmore, available national
projections include daily projections for both dfese variables for fourteen stations
ranging from 1961 to 2099 (Fealy and Sweeney, 20D8g to the aforementioned
uncertainty associated with the magnitude and timeality of response of future
precipitation projections for Ireland, the potehfar increasing uncertainty in model
output as a result of this data’s utilisation wageg consideration. This uncertainty
would be compounded by the complexity associatet disentangling the interactive
effects of using both precipitation and temperatsedriving variables referred to in
Chapter 1. For these reasons, it was ultimatelidéddo omit precipitation as a driving
variable from the analysis and to concentrate gobel the relationship betweeh.
avenaeand temperature. Regionally downscaled temperdtura number of GCMs
and two SRES scenarios (A2 and B2) were obtainedlyFand Sweeney, 2008) for
fourteen synoptic stations in Ireland, represenitiath coastal and inland sites from: (1)
the Canadian centre for climate modelling and asl€oupled Global Climate Model
(CGCM2), (2) the Commonwealth Scientific and IndiaétResearch Organisation,
Mark 2 (CSIRO (Mk2)) (referred to hereafter as CS)R (3) the Hadley Centre
(HadCM3) model, as well as (4) a multi-model wegghensemble mean. The data was
of daily resolution and incorporated measures dhktbe maximum and minimum
temperature from 1961-2099. The utilisation of ttega will be discussed in greater

detail in Section 8.3.
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4.3.2 Pestdata

The presence of th®. avenaen other countries/geographic locations was paldity
pertinent in the final species selection, due te fact that observational and/or
laboratory data in an Irish context was eithereaaxigly limited or non-existent. Despite
the importance of aphids in relation to cereal srwplreland the overall research focus
thus far has primarily been concerned with thecaffy of chemical controls (e.g.
Kennedy and Connery, 2001; Kennedy and Connen5)2@3 opposed to an analysis
of their biology or population dynamics. As a résafl this dearth of knowledge on a
national basis, the availability of data derivednfr geographically proximate regions
was assessed, under the assumption that the spaciegy would be generally
comparable between geographically similar regiosiscl{ as the UK) due to the
similarity in climate. This assumption of similarits bolstered by an environmental
stratification study of Europe, that groups the Bid Ireland to the ‘Atlantic Central’
agroclimatic zone based on Principal Componentsiyaega (PCA) of climatic and
environmental variables (Metzget al, 2005).

[ Alpine North [ Attanic Central
I Boreal Il Parnonian
[ Nemoral [ ] Lusitanian
[ Atiantic North [ Anatofien

I Mediterranean Mountains

] Avine Soutn
I cos [ Mediterranean North
[ ] Mediterranean South
500
—

Figure 4.1 Environmental stratification of Europe based on AgroEcological climatic zones (Metzger
etal., 2005)
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Empirical data relating temperature to developman®. avenaevas available from

three different sources (Dean, 1974a; Kieckheferal, 1989; Lykouressis, 1985),

representing locations in the UK and South Dakd&A), as well as temperature
threshold data from Vancouver and Canada (Campbell, 1974). In consideration of

the fact that geographical differences have beemwsho exist in relation to species
responses to temperature (Campbatlal, 1974; Honek, 1996), it was deemed
inappropriate to use data derived from lower ldiital areas, owing to the reported
decrease in critical temperature thresholds forcisgedevelopment with increasing
latitude. As a result, only Dean's (1974a) UK da#s considered suitable for use in the
current analysis, owing to its derivation withiretK, Ireland’s closest neighbour and

most proximate latitude to Ireland.

Dean's (1974a) data was ultimately used as thedadeset to relate temperature effects
to changes in the developmental rate and populalymamics ofS. avenaeThis data
was identified as the most suitable option for teasons: Firstly, the data was gathered
at much shorter time intervals (hourly) than otsteidies (daily or at irregular intervals)
and also had the largest number of replicates. riégothe data was gathered from
aphid clones collected from a geographical regiddK)( sharing the same
‘Environmental Zone’ classification (Metzget al, 2005) as Ireland; as opposed to
South Dakota (Kieckhefeet al, 1989) or an unspecified source area (Lykourgssis
1985). The data is based on hourly temperatureornsgs ofS. avenaeeared on leaf
discs of barley (cultivar (cv) Proctor) under difat constant temperatures (Table 4.2).
The substrate utilised in Dean's (1973) study alwed to inform the final decision
regarding which crop to incorporate in the currenalysis, as the data would be most
representative of the aphid species’ temperatigpearese if the same host plant was
utilised in the analysis. The selection of thispcras the modelling substrate was
reinforced by the fact that barley (in particulae spring variety) consistently accounts

for the highest ‘area under crops’ in the Irish éam
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Temperature (°C) 1st Instar 2nd Instar 3rd Instar 4th Instar
10.0 98.5 ¢ 4.7) 82.2 ¢1.7) 91.9 ¢ 1.9) 98.2 ¢1.1)
12.5 85.7 & 1.4) 75.1£ 1.3) 70.2 £ 1.4) 74.9£1.0)
15.0 62.6 ¢ 2.4) 62.9 ¢ 1.5) 57.9 ¢ 2.0) 66.2 ¢ 1.0)
17.5 53.9 ¢ 0.7) 51.6 % 0.8) 52.84 1.3) 65.2 £ 0.9)
20.0 51.9 ¢ 0.9) 45.5 ¢ 0.7) 42.6 (= 0.8) 54.0 ¢ 0.8)
225 46.0 ¢ 1.5) 43.9£2.1) 43.8£ 1.6) 49.7£0.9)
25.0 41.9 ¢ 0.8) 41.0 ¢ 1.1) 38.7 ¢ 1.1) 48.4 ¢ 1.2)
27.5 50.4 ¢ 1.2) 48.0 £ 1.3) 47.8¢1.4) 56.4 £ 1.0)

Table 4.2 Duration (hours) of temperature-dependentievelopment inS. avenae with associated
errors in brackets (Dean, 1974a).

Additional data utilised to improve the reproduetisomponent of SAV4 was derived
from Wratten's (1977) work concerning alate repatide rates. Data describing the
reproductive rate over a period of twenty days wasved and utilised in the final
model to ensure that the well documented reducedbdeictive capacity of alates was
accounted for in the final model. The applicatidrwbich is described in later chapters.
Auxiliary data describing the daily aerial dynammfisS. avenaen various UK sites
representing a latitudinal transect was also athiftourtesy of Rothamsted research).
This data was derived from the Rothamsted insestegu(Harrington and Woiwod,
2007): a collection of fifteen suction traps thatarily samples aphids and has been
running since 1964 (Figure 4.2). Aphids are trapdady in the 12.2 metre suction
traps, which use a nine inch diameter fan to drawdewn to a gauze, which filters
flying insects out of the airstream. The insects @eserved at the base of the trap and

collected and identified on a daily basis.
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Figure 4.2 Location of suction traps throughout theUK, along with a photograph of a suction trap
(Rothamsted is denoted by the red marker)

4.4S. avenae as an agricultural pest in Ireland

At high densities, aphids can cause significanidyiesses in cereals (Rautapaa, 1966;
Vickerman and Wratten, 1979). These losses areedaus four different routes of
aphid damage: (1) Important plant nutrients areaektd by the phloem-feeding insects
which serve to weaken the host plant, by deprithey plant of nutrients required for
growth and propagation. (2) During this feedindyidp also inject saliva into the plant
which has been demonstrated to exhibit phytotoxa@lities. (3) Exudates produced by
aphids during feeding provide suitable substrate thee growth of sooty moulds
(Dedryveret al, 2010), while simultaneously blocking plant staa&Dixon, 1987).
The moulds themselves do not directly damage tisé plant; however they can act to
reduce photosynthesis which is detrimental to th&.hFinally, (4) their role as vectors
of plant viruses is extremely pertinent: of the rapgmate 700 plant viruses recognised,
almost 50% of the insect-borne viruses are vectbyeaphid species and many of these
viruses are responsible for diseases in economiicafiortant crops (Katist al, 2007).

In Ireland, the predominant strain of BYDV found tke MAV (vectored by
(Macrosiphum (Sitobionavenag strain (Kennedy and Connery, 2005; 2012). Due to
the sheer size of aphid populations, as well antimber of generations produced on a
yearly basis, genetic mutations occur at a mucleraocelerated pace than in long-lived
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animals (Dixon, 1987). Their ability to reproduceargmenogenetically (asexual
reproduction without the requirement for fertilisaf) serves to ensure that any
mutations which are advantageous will be propaggtedkly within the population,
potentially giving rise to increasingly damaging pesticide-resistant genotypes. This
ability to adapt has been evidenced not only in W& but also recently in Ireland
where grain aphids with the heterozygous kdr momafpotentially conferring some
resistance to pyrethroids) have been recorded I8 20hd 2014 (Gaffney, Personal
communication). Current chemical control measumescadten based on a calendrical
system and evidence of any aphids in-crop, as @gbtmseconomic thresholds dictating
the density at which spraying should occur.

4.5Biology of S. avenae
4.5.1 Life cycle type

As a group, aphids display a highly varied rangelifdfcycles, which can have
implications for the extent to which they can imipawmps. Each lifecycle type can
produce various morphs, each with specific fundiam relation to their population
dynamics, including reproduction, survival and éigal. Two principal types of life
cycles exist which are based on how the aphidsesliits plant host: heteroecious
(alternates between hosts) and monoecious (nonditeshating). The former inhabit
one host during the winter and then migrate to mrelated plant species in summer,
while the latter remains on one host, or moves béehnclosely related species during
the year.S. avenads monoecious on species of Gramineae (cerealsgaamskes).
Further divisions exist within these life cycle &g in relation to the
reproductive/overwintering strategy used, facilitgtthe production of different aphid
clones: holocyclic, anholocyclic, androcyclic andtermediate (Reimer, 2004).
Holocyclic clones give rise to sexual morphs whigfoduce overwintering eggs.
Following egg hatch and migration to a host, thieskviduals utilise parthenogenetic
reproduction. Anholocyclic clones are incapable ppbducing sexual morphs, and
persistently reproduce parthenogenetically througtibe winter. Androcyclic clones
produce males during autumn, which can mate wighfémales produced by holocyclic
clones. Finally, intermediate clones can producéh bsexual and parthenogenetic

clones.S. avenaexhibits all of these reproductive strategies, @ltfh anholocyclic
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modes are believed to be more common in areas whaters are mild (Cartest al,
1982; Dewar and Carter, 1984; Hand, 1989; Waltads ewar, 1986; Williams and
Wratten, 1987). This type of overwintering capadciyjows the winter survivors to
respond immediately to increasing temperatureshé gpring, facilitating maturation
and reproduction as soon as temperatures are dde{ae, 1989). This moderating
effect of winter climate has also been confirmed dther species of aphid in France
(Gilabertet al.,, 2009).

Research has highlighted the existence of latiiefgendent reproductive modesSn
avenae with holocycly increasing in occurrence towartle horth, while anholocycly
decreases (Llewellyat al, 2003; Walters and Dewar, 1986). This clinalypblenism

is believed to be the result of the survival adaget which is conferred via the
production of a cold hardy egg, over active formsaieas where the winter is severe.
The work of Clarket al (1992) bolstered this belief by identifying thastence to two
separate ‘components’ in relation to the entirghtiphenology ofS. avena®n either
side of latitude 54°N, however the reason for tleeparate components was not
definitively identified and they suggested thatlier analysis was needed incorporating
more species/life cycle strategies before the pwtteould be interpreted. Clagt al
(1992) conceded however, the evident importanasiotfer temperatures in relation to
the timing of the first catch in aphid species Wwhare anholocyclic (Harringtoet al.,
1990; Turl, 1980). Field observations from Rothadshave indicated that a high
proportion ofS. avena@opulations are anholocyclic. This fact, in conjime with the
negative relationship that has been found to ekistween winter temperatures
(Harringtonet al, 1990; Walters and Dewar, 1986) and time of fuetich in southern
populations ofS. avenadbolster the argument th&. avenads mostly anholocyclic
south of Scotland in response to temperature. Eurtbre, genetic analysis 8f avenae
across a latitudinal transect in the UK identifiesly low levels of genetic diversity
within this species between different locationspmarting the comparability of
populations despite their geographic origins (LIkymeet al, 2003). Establishing the
predominant mode of overwintering $ avenaeas extremely important, as it directly
influences both the timing of first flight as wels the potential numbers within the
spring migration. These two factors are particylgertinent to the current study due to

their influence on the resulting summer populatiymamics ofS. avenaeln Ireland,
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this aphid species has also been reported to oveEmanholocyclically (Kennedy and
Connery, 2000).

4.5.2 Polymorphism

S. avenaean be found as one of four morphs throughoutytes, two of which are
pertinent to this research: alate morphs or ‘wingedividuals and apterous morphs or
‘unwinged’ individuals. Differences exist betweemese two morphs in relation to
various aspects of their life cycles, in particul@production and development. Size
and fecundity differences between the two morphgehaeen reported (Watt, 1984;
Wratten, 1977), with apterae being the larger amdenfecund of the two. While size
alone has been demonstrated to influence fecunditgften (1977) suggested that the
development and maintenance of wing muscles irslditverts physiological resources
from embryogenesis, resulting in a lower reprodigctiate. In evolutionary terms, the
higher reproductive rate characteristic of aptenmasphs facilitates the maximisation
of plant resource exploitation upon initial immitgoa into a crop (in comparison with
an entirely alate population). Differences betwdssth morphs have also been
suggested in relation to development time, paiitylregarding the development time
of the fourth instar (juvenile developmental sta{@éarteret al, 1982). The proposal
that the fourth alate instar takes longer to dgveltan the apterous fourth has been
further evidenced in other temperature-developmetidies for this species
(Lykouressis, 1985; Williams and Wratten, 1987).tlBanorphs experience four
separate developmental stages (instars) before¢hadd|, however only the apterous
morph passes through a ‘pre-reproductive’ phaserbebecoming reproductively
capable (Dean, 1974a).

4.5.3 Generalised life cycle

Figure 4.3 illustrates both the holocycle and aabgytle in aphids. Within the
holocyclic lifecycle, the egg laid by the oviparsewinter hatches out in spring to
produce fundatrices (the first parthenogenetic geima). Following the production of
a number of parthenogenetic generations, alatesper@uced which emigrate and
colonise cereal crops. Parthenogenetic reproductmkes place until the late

summer/autumn when winged forms are produced,llysimaresponse to declining
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food quality and/or increased crowding on the hasint (Watt and Dixon, 1981).
Within these winged forms are the males and thepggrae (sexual females) who v
ultimately produce the apterc oviparae (eggroducing morph) who give rise to t
overwintering egg. By contrast, the anholocyclie Icycle involves overwintering i
grasses or cereais the active form either as nymphs or apterae. aiikty to rapidly
cold harden (RCH) enable tive overwintering stages db. avena to survive low
winter temperature@owelland Bale, 2004; Powell arighle, 2005. This species also
exhibits supercooling abilities to temperature®e-20°C, although mortality has be

shown to occur in advance of this thresk(Knight, 1987).

Anholocycle

Alates Summer

Alates produced Produced Migration

Spring migration

f_/H

Overwinter as apterae/nymphs
Parthenogenetic reproduction in Graminae
(primarily wingless)

= =

‘ Winter | Spring l Summer ] Autumn ‘

Overwinter in egg form ‘ @ Oviparae Overwintering

Overwinter in active form

Produced Egg
Fundatrix Parthenogenetic reproduction Produced
produced (primarily wingless)
Hf—/ Summer
Migration
Sexuparae
élatles prpduged Produced
pring migration
Holocycle

Figure 4.3Generalised lifecycle of holocyclic and anholocydliclones olS. avenae

Following immigration into the host crop, alate imgnants alight and produce apterc
offspring, which are ultimately the driving forcetind the seasons population b-up
via parthenogenetic reproducticS. avenadends to infest the leaves of young till
until the beginning of headiniZadoks growth stage (ZGSp), when they are four
mostly on the eargDean, 1974t. Production of asexual morphs continues until
summer, whe changes in the host plant and/or aphid densidyda the production «
winged forms. These alatae then migrate eitherinvite crop or to other Gramine
where they can overwinter parthenogenetic(Carteret al, 1982. General in-field

79



dynamics that have been reported in the UK incladéncrease in the population to a
peak during the summer, after which a rapid declales place over a week or so
(Karley et al, 2004). Following this decline, aphids reappeaméewly sown winter
crops or other Gramineae. Earlier sowing of wintesps and concomitant earlier
emergence of plants can facilitate sizable infestatin the autumn, allowing for
overwintering within these crops as well as theegagdrof BYDV within the immature
crop (Poehlinget al, 2007).

4.5.4 Host plant influence and crowding

The specific stage of growth of the host plant baen shown to influence both the
reproductive rate and survivorship $1 avenaas a result of the declining nutritional
guality of the plant (Watt, 1979; Watt and Dixor®81). From an adaptive standpoint,
this ability to respond to inadequate food qudtias the potential to confer significant
population benefits. Watt (1979) monitored the oepictive rate, weight and
developmental time foB. avenaat different stages of wheat growth in the fieldl an
found significant differences between the varioteyss. The reproductive rate $f
avenaewas found to be much higher on the ears of cetbals on the leaves. This
species colonises cereals ears as soon as thegrappéch facilitates a more rapid rate
of increase due to the difference in reproductieteptial. This ability means that even
if aphids colonise a cereal stand as late as eargamce, they still have the potential to
rapidly increase in population size. Both adult agchphal survival were also shown to
be impacted by the developing host plant, with niyadgurvival dropping dramatically
around the milk development period (~ZGS 73), atdltasurvival dropping by about
30%. Despite these conditioning changes to the lpdpao dynamics of. avenagWatt
(1979) reported a ‘crash’ in nearby crops, whildidp were still perceived to be
reproducing. This led Watt (1979) to suggest tmattlaer factor must be prompting the

population decline, either alone or in conjunctidth the aforementioned findings.

Watt and Dixon (1981) tested this theory in cogmegaof the fact that crowding has
been illustrated to impart an alate-inducing effiectaphid populations (Lees, 1967).
They monitored the number of apteriform and alatifandividuals in relation to the
corollary ZGS for two years in field wheat, as wa$i the impacts of crowding in
laboratory experiments. They found that alate pectida increased when the ZGS was
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kept stable and density was increased, but also wleesity was maintained and the
ZGS increased. These findings highlighted the ingmae of both plant growth stage
and crowding (separately) in the induction of adate S. avenagin addition to the

enhancing synchronous effect of ZGS on densitydeépet alate production. These
effects ultimately translate to a situation wheraphid populations are self-regulated,
determining their own population ‘crash’ in respen® the changing extrinsic and

intrinsic factors they experience.

Dixon (1998) further highlighted the potential inm@nce of the host crop in relation to
the final summer abundance of cereal aphids inewintops. He suggested that the
severity of the preceding winter can retard cropwgh to varying extents, such that
differing amounts of time remain before maturityrémached on an annual basis. This
delay in crop maturity has been shown to confeebeial effects to aphid populations,
by providing a longer period of time for aphid degment and reproduction.
Following on from this finding, one could surmidet spring crops could confer the
same type of effect depending on sowing date, mpé&zature conditions during the

early crop developmental stages.

455 Natural enemies

Aphids have many natural enemies, including polgoloia predators, aphid-specific
predators, fungal pathogens and parasitoids (ezfeto collectively here as natural
enemies). Thus far the ability of individual groups natural enemies to act as the
primary regulatory biological control ofS. avenaehas not been conclusively
established. The use of cages or other exclusiaihade to omit predators from the
aphids environment have provided results suggesfizedefinitive negative impact of
predators on aphid numbers (Elliott and Kieckhef&®00; Schmidtet al, 2003).
However, Kindlmann and Dixon (2010) outlined thdguial for exclusion chambers
or cages to modify the immediate microclimate eigrared by the aphids/predators or
both. Changes in temperature would most certaimipaict both the individual
development within these chambers, as well as patenteractions between predators
and aphids mediated by temperature. As a resuitomes from experiments such as
these should be treated with caution. This cagefatrther accentuated when the results
of Holland et al (1996) are considered. They utilised polytheneluston chambers
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which were 60cm high and buried 30cm deep, in dortefo prohibit the entry of
predators while simultaneously maintaining an ungea microclimate. Despite the
reduction of predators by 85% within the exclusjots, no difference was found
between the numbers of aphids in the exclusiors@nt the controls, suggesting a lack
of impact on the aphid’s numbers due to predatiandimannet al (2005) attempted
to elucidate the counterintuitive nature of thedater-prey relationship between beetles
and aphids, by physically removing eggs and adtisieviduals of two predatory species
from shrubs infested with the aph#phis gossypiiOnce again, aphid numbers were
found not to have been negatively impacted by tiesgnce of these predators. This is
not to say that natural enemies have no effectllabra aphid abundance. To the
contrary, in years when aphid numbers are low,rahnemy activity can be accredited
with reducing initial population numbers (Poehlirg al, 2007). This apparent
discrepancy between findings is most likely atttéile to the proclivity for research to
focus on a single or select small number of predatas opposed to an all-
encompassing guild of effects: (presumably duehi® ¥ast complexity involved).
Assessing the efficacy of a single natural enemyaphid populations, or indeed a
group of natural enemies remains a difficult unalartg, owing to the interactive nature
of the system involved, as well as the changeghilftinfluence of natural enemies
throughout different developmental stages of criamts (Vorley and Wratten, 1985).
While these findings generally dismiss the imporearof single enemy species,
typically it is accepted that any potential regatgtcontrol which could be conveyed
upon aphids would be by an entire guild of nateaémies, as opposed to a lone
species (Carter, 1994).

4.5.6 Aphid modelling

In consideration of the physiology and life cyclearacteristics of the chosen species
above, it is apt to reflect upon what facets ofltlogy should be included within the
final simulation model of its population dynamicas(well as what is feasible to
include). As Kindimanret al (2007:316) suggest, if one is to accept thatrahenemy
activities do not regulate aphid population dynaniben the modelling approach can
be ‘greatly simplified’. Following on from that assption, the model characteristics
considered necessary for an initial modelling asialpfS. avenaen an Irish context

include:
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» Temperature is the driving variable of all physgtal mechanisms within the
model

* The modelled population should illicit behavioumdar to reality, including an
initial slow rise of population numbers, followeg & steep decline or ‘crash’ at
some point each model year.

* Migration is the most important factor driving pdgtion decline.

* The population is self regulating, producing migrgtmorphs in response to

density-dependent and host plant cues.

4.6 Conclusions

This chapter outlined the critical aspectsSofavenaéiology to the current modelling
study, while simultaneously justifying the selentiof data sources for use as input into
the final model SAV4. Thus far, the current moadhglstudy is based on evidence which
suggests that climate and pest dynamics are ioakisi linked, and that this
relationship will persist into the future. Futureoderating effects of climate
(specifically temperature) will be quantified withian overall simulation model to
facilitate the formulation of aphid projections tands the end of this century. Before
this model can be executed however, it is impegdtmat the relationship between aphid
development and temperature be quantified in aamalutilisable fashion, to enable the
application of the relationship within the final ded. The next chapter will provide an
in-depth review of the evidence for the aforemerdtb dominance of temperature over
insect dynamics, as well as how that relationskap be harnessed to drive aphid

development within the final simulation model.
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CHAPTER 5
NONLINEAR RESPONSE OF INSECTS TO TEMPERATURE:

MODEL SELECTION

5.1Introduction

Since Réaumurs quantitative work on the relatign§tg@tween plants and temperature
in the early eighteenth century (Réaumur, 1735menous attempts to quantify the
impact of temperature on biological organisms hasen carried out (e.g. Briéet al.,
1999; Campbellet al, 1974; Estayet al, 2009; Lactinet al, 1995; Pruess, 1983;
Sharpe and DeMichele, 1977; Stinm¢ral, 1974). These models have been developed
based on an original proposition by Candolle (18%B&t organisms require a fixed
amount of energy in the form of heat, in order ¢velop to the finale of a specific life
cycle stage (known as ‘the law of total effectigenperatures) (Damos and Savopoulou-
soultani, 2012). This ‘heat’ or temperature, colstrthe enzymatic activities within
organisms and it is the action of these enzymeslwhegulate the physiological
reactions that facilitate development. The quardtion of the relationship that exists
between development and temperature is of utmogbiitance in Integrated Pest
Management (IPM) (a ecosystem-based strategy twatgests using a combination of
various techniques), as it is this relationship aehimparts the driving force on
phenology and in turn, agricultural managementeggias utilised on a national level.

The ability to make forecasts regarding the timaigevents in a pest population can
impact the scale of both the timing and extent (&xgense) to which chemical
management is relied upon in an agronomical contexvrder to attempt to simulate
pest events, it is first necessary to identify thest limiting variable impacting the
species development. In entomology, temperatumnsidered to be one of the most
important factors limiting insect development; aitdis on this premise that all
modelling approaches since Réaumurs (1735) botaolxservations have been based.
This chapter will provide a synopsis of the moggfrently used models in IPM to

calculate the proportion and timing of developmenpoikilotherms, as well as their
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species specific thermal requirements. A simplean-based framework for selecting
an appropriate model for calculating species-spedémperature thresholds and
development will be described. Finally, the setatiprocess utilised in order to identify
one model to describe the developmenSofavenaen respect to temperature will be

outlined.

5.2Insect developmental response to temperature

Evolution has ensured that insects are well adaptedheir local climate, with
temperature exerting a limiting effect on their eleypment, distribution (Bale, 2002;
Parmesaret al, 1999) and abundance. Insect development is teedizy temperature
via ‘control enzymes’ (Sharpe and DeMichele, 19WHich regulate an organisms
metabolic process rates (which only occur withidedined temperature range). The
term ‘control enzymes’ is a necessary simplificatiof the range of complex
biochemical reactions which take place within amgaoism, in order to facilitate
development. At temperatures which are too lowoorhigh for a specific species, the
enzymatic activity is inhibited, thus curtailingetmecessary mechanisms required for
development at either low or high temperature exé® As a result, a ‘sigmoid-shaped’
curve with a linear portion at intermediate tempees is now a widely accepted form
of the temperature-development relationship (Canhpbieal, 1974; Wigglesworth,
1965). This relationship can be illustrated by fhof the reciprocals of development
time (developmental rate) for a specific insectadepment stage; and the distinctive ‘s-
shaped’ (Figure 5.1) or sigmoid curve is the regethibiting the points at which the

control enzymes are inhibited or denatured in rarfgand C).
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Range A Range B Range C

Rate

Temperature ————»

Figure 5.1The relationship between the rate of development ahtemperature illustrating both the
non-inear (A and C) and linear portions used to calcudte the lower threshold (LT) and thermal
constant (K) (after Campbellet al., 1974).

Figure 5.1illustrates a generality in thiseld, in that within a species optin
temperature range, as the environmental temperdaaeases, the rate of developn
decreases and finally ceases at a base tempemttineeshold. The opposite is a
depicted, with an increase in developmerate accompanying increasing temperat
up until an optimum temperature is surpa, after whichthe rate controlling enzym
are inhibited once more. This relationship givee to the stereotypical developm
curve, which exhibits two distinct ‘sis’ (Bonhomme, 2000)an increasing portion (i
the range B) and a decreasing portion (range between which lies ¢ optimum
development point This temperatu-dependent development curve can be extrel
beneficial in IPM if informed with relevant datageading the biology of the species
question, as well as temperatueffects over the species range of I-lethal

temperatures.

In essence, the temperature to which a poikilotherexposed determines almost ev
rate process ranging from biochemical kinetics éwetopment time. As a result, t
response of insects to temperature is not only rapoin relation to developme but
can also cause variation in fitness through chamgdscundity and siz(Kingsolver
and Huey, 2008)These effectcan be scaledp to phenological outcomes in populat
dynamics on a season to season, or year to ye#, bdsch facilitate the use

phenological models in integrated pest managentergntomology, these models ¢
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generally empirically derived via the identificatiof (what is perceived to be) the most
limiting factor (temperature), in order to demoastrthe dependence of development
(the dependent variable) on the limiting factord@pendent variable). Central to
modelling the phenology of any pest is a thorougdeustanding of this relationship
that exists between developmental ‘rates’ and teatpees, and its role in relation to pest
management (such as the timing of reproductiongld@ment, population peaks or

migration).

5.3 Critical thresholds and degree days

The definition of ‘critical thresholds’ are fundamntal to any discussion regarding the
effect of thermal energy on organismal developm@attemperature increases above a
base temperature within a particular species’ teatpee range, their development
increases up to an optimum point, hereafter redetee as T after which further
increases in temperature impart a negative impathe rate of development. The ‘base
temperature’ or temperature below which no measeidévelopment occurs is referred
to as the lower threshold (LT), while the tempematabove which development ceases,
is termed the lethal or upper threshold (UT). Thiesécal thresholds’ are commonly
derived by utilising a preselected development rhadeconjunction with laboratory
data in which cohorts of organisms are kept atreetyaof constant (more common) or

fluctuating temperatures and their associated dpveént times recorded.

Insect development is dependent on time, but merénently, developmentahtesare
dependent on the climate to which the organismseapmsed during their life cycle
(Campbellet al.1974). As a result, the majority of models useddéscribe insect
development and phenology are temperature-basedhwiniclude some temporal
element. According to Andrewartha and Birch (198% amount of accumulated heat
required for an insect to complete a developmestadje is fixed and known as a
‘thermal constant’ (Uvarov, 1931). The method mostnmonly used to measure the
accumulation of heat is that of degree-days (DD)goowing degree days’ (GDD)
which facilitates the measurement of thermal eneaggve the LT (and sometimes
below the UT) on a species-specific basis (Cesaratal, 2001; Pruess, 1983; Zalom
et al, 1983). Most plant and insect developmentalsratesplay a largely linear

response over a range of temperatures (Camgbedll. 1974) within their thermal
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window and the use of DD is based on this linedatiaship. This assumption of
linearity is based on the notion that insects ae#l wdapted to their local climates,
which suggests that exposure to extreme tempesatwamild be rare within their
geographic region (Campbaedt al, 1974). With this in mind, it is therefore logida
assume that the amount of development that takese mluring a time period will be
proportional to the length of time multiplied byettemperature above the LT.

A degree-day can be defined as a measure of therdrabthermal energy accumulated
above a specified LT (in degrees °C or °F) during4ahour period, during which a
degree-day is accumulated for every degree the rrezaperature remains above the
LT. The relationship which exists between tempemtand rate of development has
proven to be an extremely useful methodology inlagsoal modelling and integrated
pest management. For example, DD are a widely ueell to enable proximal
indications of phenological events in agriculttaatl natural ecosystems by utilising the
accumulation of DD units based on observed dailynimim and maximum
temperatures (Faust and Weston, 2009; Pruess, Refi32008; Zalonet al, 1983).

The rate of development is the reciprocal of dgwelent time and it is this rate, plotted
against temperature which facilitates the calcatatof the critical thresholds. This
simplification of the relationship illustrates thienearity of the temperature/rate
relationship over ‘Range B’ in Figure 5.1 whileranges A and C; there is a distinct
non-linear response to temperature. Methods folirdeavith non-linearity in datasets
will be discussed in more detail in the next settioowever for the purposes of this
initial discussion of development rates, the lingasponse of development to
temperature has facilitated the derivation of L &hermal constants’ for numerous
species in the literature. The thermal constantiglefined as the number of DD above
the LT required for a development stage or germrat complete its development. In
the example of Campbedt al. (1974), the greater part of temperatures expeginc
the field were found within the ranges A and B (F&g5.1) which allows the majority
of the rate/temperature relationship to be desdrilpe a straight line in the Range B.
The extension of this line in Range A facilitaté® tderivation of the LT, using a
straightforward regression of the form below (Equratl) where a is the intercept and b

is the slope in the regression:
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y=a+bt Equation 1

which intersects the x axis at the LT (Equationv@)ere:

LT = —a/b Equation 2

In addition, K (Equation 3) can be calculated asr#tiprocal of the slope of the line in

Range B, where ‘b’ is the slope.

K=1/b Equation 3

However, the derivation of rates of developmenRaenge A (Figure 5.1) employing
this approach, were not considered ‘practical’ lampbellet al. (1974) owing to the
extremely low rates of development and high mdstalvhich were likely to occur.
These factors are important where all the crititeiesholds are desired and will be
discussed later in this chapter. This ‘linear agpnation’ method has been suggested
to overestimate the LT (Zalonet al., 1983). Despite this, owing to the low
aforementioned developmental rates reported fompésatures close to the LT, the
difference between predicted (based on the linppraximation) and actual (based on
laboratory data) is usually considered negligibllee derivation of thermal information
such as the LT and K are central to the use of BDntegrated Pest Management
(IPM), as degree day units only have biological mmeg when utilised in conjunction
with these two variables. The utility of DD has @&ygd much success owing to its
simplicity and predictive capacity within IPM (Peg 1983), facilitating the
development of phenological models for numerougisgebased both solely and partly
on the DD concept (Campbeit al, 1974; Faust and Weston, 2009; Pruess, 1983; Reji
2008). This type of methodology has also been nraddily-available online for the
general public in the form of ‘degree-day calcutat¢e.g. ISWS; UCDavis, 2012).
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5.4Degree day methods

Understanding the thermal requirements of any iggsaramount to the formulation of
degree-day models in pest management. Three maumasions are made when
utilising a DD approach: Firstly, that there isasb temperature (LT) below which no
development occurs. Secondly, that the amount efggnin the system at a given time
unit, is proportional to the amount of developmé#érdt will occur for that unit-time.
Finally, that the developmental stage will be costgdl when the predetermined number
of DD (K) is reached. In Ireland, the subject aoeDD in relation to IPM has been
seldom broached in the scientific literature; hogrethe studies which have utilised
some form of DD methodology in a biological conteliive used generic LTs for
groups of organisms (Burke, 1968; Fealy and F&f98; McEntee, 2010) in an effort
to generally quantify the thermal energy in theeysof interest. The evaluation of DD
methods has received considerable attention imtieenational literature to date, along
with the argument for the use of hourly temperatiat in preference to daily data. The
most common DD methods include: (i) averaging,qjingle triangulation, (iii) double
triangulation, (iv) single sine and (v) double smethod (a full description of each can
be found in Zalorret al (1983)). For each of these methods, the rateewéldpment is

assumed to be a function (f) of temperature ofdha:

dx _ .
& f(T(1)) Equation 4

where x is developmental age and T(t) is the teatpes at timd (Allen, 1976). This
essentially means that each of these methods astdewved to be entirely linear, owing
to the assumption that a straight line directhates temperature to rate of development.
For each method, six possible scenarios can egisiden the daily temperature cycle
and the developmental thresholds: The temperatyoie can be (i) completely above
both thresholds (ii) completely below both thresisol(iii) completely between both
thresholds, (iv) intercepted by the lower threshofd) intercepted by the upper
threshold or (vi) intercepted by both thresholdal¢zh et al., 1983). Depending on the
temperature regime, different equations can be tsexhlculate the DD for that day.
Evaluations of these methods have highlighted theraging method as the least
accurate (Roltsclt al., 1999; Zalomet al., 1983) specifically in cases (iv),(v) or (vi)
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where the temperature exceeded the UT or fell béth@aLT. This averaging method is
calculated by:

Max temperature + Min temperature
> — LT Equation 5

This method has been shown to be uniquely impamyadinimum temperatures below
the LT. For example, a LT of 5°C would yield andn@ct DD total of zero if the daily
temperature ranged from a minimum of 1°C to a maxmof 9°C (implying an average
of 5°C), when in fact there is energy availablé¢hia system once the LT is breached. In
case (iii) above, any of the methods are adequatpurpose, however the single sine
method (Baskerville and Emin, 1969) has emergednras of the more widely used
methods for estimating DD. This method takes adgentof the fact that a diurnal
temperature curve closely approximates a trigonomeine curve and uses daily
minimum and maximum temperatures to produce theeciD are calculated from the
area below the curve and above the LT. While treraying method utilises only the
LT, the single sine method requires an UT in ortecalculate the DD for that unit
time. However, this threshold can not be derivethgighe ‘linear approximation’
method discussed above due to the inherent liyeafrithe model. In order to derive a
UT, alternative methods must be utilised which geptthe nonlinear portion of
development in the upper part of the curve allowfog the estimation of a UT.
Nonlinear methods utilised for this purpose will Biscussed in detail later in this
chapter.

5.4.1 Hourly versus daily temperature data

Due to the dependency of development rate on teatyrer, the existence of diurnal
variation in temperature over the daily time pergitbuld not be neglected. Burke
(1968) calculated degree day accumulations forngeaof meteorological stations in
Ireland using both hourly and daily temperaturediie found that while the utilisation
of hourly data was preferable owing to its abitiyrealistically approximate the actual
amount of heat being accumulated per day, therdiifees between the two different
time steps were found to be ‘small’ from March tep&mber, while the differences

were slightly higher in the winter months. Thisding has been echoed in a study by
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Roltschet al. (1999) in which a variety of DD methods were tesisthg hourly versus
daily temperature data. They found that DD estisidtem each of the methods used
were more similar to one another during the spand summer months than that of the
winter months. The differences between the useoaflir and daily data can be related
to the temperature regime experienced on a daibyshas well as the relationship
between the daily maximum/ minimum temperaturestardievelopmental thresholds.
For example, a day in which the temperature remaiosnd the LT for the majority of
the day and suddenly increases for a short peridane, would produce a daily DD
accumulation estimation in excess of the actualggnia the system for that day.

Further error is induced in instances where thy againimum temperature is below the
LT, or in cases where unusually high maximum terapees occur (Zalonet al.,
1983). These types of errors however, are closdg@ated with the specific choice of
DD accumulation method as previously discussedpibeshe discrepancies related to
the choice of degree day calculation method, thennis to use daily minimum and
maximum temperatures instead of hourly, due tad¢hdily available nature of this data
from most meteorological stations. It is importéowever to bear in mind, that the
majority of experimentally derived developmentatadaas been reported using daily
maximum/minimum temperature approximations whicHl wicorporate any biases
which are unique to the method and time unit ofi@hoThis means that the use of
‘degree hours’ based on daily laboratory-derivedperature data will still maintain a
certain amount of error as a result of the soureeeldpment data. As a result, the
potential for hourly values to be ‘too accuratef faur current knowledge of species
development has been highlighted as a potentia¢issth this methodology (Zalomt
al., 1983).

5.5Non linearity in response to temperature

While the linear model (Equation 1) discussed aldua® been found to be sufficiently
adequate over favourable temperature regimes,cessarily simplifies the inherently
nonlinear relationship between development ratetangberature in insects. The linear
approach remains useful for estimating the LT an@C&mpbellet al.,1974), however it

does not facilitate the realistic extrapolationaiforatory data over a wider temperature
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range where the relationship shifts to one of mwdrity (Damos and Savopoulou-
soultani, 2012; Lactiet al, 1995). Attempting to use the linear model una@mlinear
circumstances would simply lead to larger diffeesbetween observed and predicted
development rates. Under controlled laboratory daws, the relationship between
temperature and development tends towards nonHipeser the full range of species-
specific non-lethal temperatures; and numerousnati® have been made in an effort to
model the nonlinear portions of development witRienges A and C (Figure 5.1) with
varying results (Brieret al.1999; Hilbert and Logan 1983; Lactat al.1995; Stinner

et al.1975). Nonlinear models can not estimate the thlecorastant (as with the linear
approximation method); however many facilitate tregivation of P, as well as the
lethal or maximum temperature (UT) via simulatidimese functions can also be used
to accumulate the amount of development experiebgedn organism in response to
fluctuating temperature regimes (Let al, 1995), a process that will be discussed later
in this chapter.

There are a wide variety of nonlinear models ablaor use in critical threshold
derivation, many of which have been assessed far #bility to realistically produce
thresholds which facilitate the execution of depehental models (Damos and
Savopoulou-soultani, 2012; Medeiresal.,2004; Sanchez-Rama al.,2007). These
models are designed in order to improve our abtlitysimulate development at the
nonlinear portions of development near the speaigsterests’ thresholds. Nonlinear
models delimit all of the factors which impact thgstem in question, to the most
influential variable in an effort to identify theependence of development on the
limiting factor (ie. temperature). If successflilese models can be utilised to describe
the behaviour of a system outside of the initialdibons of that system (ie. constant or
fluctuating temperatures) (Damos and Saopouloutsoiil2012). In general, nonlinear
models utilise either a sigmoid or exponential équaand vary in their degrees of
complexity (Briereet al.1999). These types of models generally provide @addi to
experimental data, and in some cases incorporatamgder estimates which can be
interpreted biologically (Logamet al, 1976; Schoolfieldet al, 1981; Wagneet al,
1984). This section will review a number of the marommon nonlinear models
available (chosen as a result of the frequencyeif tuse in the literature) and discuss

model selection criteria.

93



5.5.1 Stinner Model

The modified sigmoid function utilised by Stinregfral (1974) facilitates the derivation
of T°, but not the LT or UT, owing to the fact thatstasymptotic to the x-axis at both
low and high temperature extremes. Stinaeral (1974) purport that the proposed
model (hereto after referred to as the ‘Stinner etidds an improvement on Janisch's
(1932) model (hereto after referred to as the Stdnimodel’), in that the lower end of
the temperature range is better represented, wiakerate and high temperatures are at
least as accurate as the catenary Janisch mocdelsigimoidal equation of the Stinner
model assumes symmetry about the optimum (whiatotsbiologically realistic) and
some authors (Kontodimas al, 2004; Logaret al, 1976; Wagneet al, 1984) have
suggested that this model is inaccurate at higipéeatures as a result of this symmetry.
According to the Stinner model, the symmetry issidared negligible, owing to the
rapid descent to zero development following temipees above the optimum. The
model itself is relatively simple, incorporatingseggmoid function with an inverted
relationship when the temperature surpasses timapind is of the form:

c
1+ ek1+k2T’) Equation 6

r(T) =

where T is the temperature, c, k1 and k2 are eggbiconstants, and T' =T, where T <
Tmand T’ =2 * P"'—t, where T > . The model was found to be almost 30% more
accurate than the linear approach for the cabbageel, while comparisons between
the catenary exponential approach (Janisch, 198&)the Stinner model produced
differences in error of 14.8-118.9% and 6% respelti It is not entirely surprising that
differences were found, particularly between theedir and Stinner model, if one
considers the temperature range over which theingodel is capable of accurately
reproducing rate data (ie. it fails in the nonlingeortions of development). The
differences proclaimed by Stinnet al (1974) between the Janisch model and their
own model may simply be due to the different emghp&aced on explaining different
parts of the curve by the authors (the emphasibenStinner model was on the low
temperature portion of development, while the Jdmismodel concentrated

preferentially on the upper portion). Alternativeltycould be argued that ‘curve-fitting’
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to a pre-existing function for developmental daid always have potential to be less
accurate than a case-specific derived functiomfeect development.

5.5.2 Logan Models

The Logan model (Logaet al.,1976) is comprised of two asymptotic functions aad
been reported to be more descriptive than the &timodel (Wagneet al.1984). This
model has the added benefit of being capable omashg the UT, although the
calculation of a LT is still not possible. The firequation is concerned with the
ascending sigmoidal portion of development as teatpees increase, and the second
represents the descending part of development imiiteasing temperatures once the
optima is surpassed. The two models are commoidyreel to as the Logan-6 and the
Logan-10 models. The Logan-6 model is defined leyatjuation:

r(T) = ¥(efT — eme_(Tm_T)/AT

Equation 7
where T is the temperatung,is the maximum developmental rabas a constant which
defines the rate at thé™] Tm is the lethal upper temperature aW¥is the temperature

range over which physiological breakdown occurs Thgan-10 model is defined as:

1 Tm—t
r(T) = «a [1+ke_pt —e /AT] Equation 8

Wherea and k are empirical constants, ang,TTm andAT are as in Logan-6.

5.5.3 Logan Type Il Model

It has been noted the above Logan models can dweats growth at lower
temperatures (Hilbert and Logan, 1983). As a rethdse equations were improved
upon by Hilbert and Logan (1983) to facilitate tlalculation of the LT. The
mathematical equation for this model is:
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T — Th)? N Gt )]
r(T) == [IIU ((T (_ Th)? )— D2> - e( ’ AT ) l Equation 9

where T is temperature, r(T)is the rate of develepihat temperature T,,Ts the LT,
Tm is the lethal maximum temperature thresholdgb@ve Th)AT is the width of the

high-temperature boundary area, and fingllgnd D are parameters.

5.5.4 Lactin Model

Lactin et al. (1995) modified the Logan-6 model of Logahal. (1976) by removing a
redundant parametey and introducing an intercept paramelerThe parametei
allows the curve to intersect the abscissa at duhaptemperatures, thus facilitating
the estimation of a LT. Lactin’s expression is:

(Tmax-T)

e[meax_ 4 ] +2 Equation 10

r(T) = ePt —

where T is temperature, r(T) is the rate of dewelept at temperature T, Tmax is the
supraoptimal temperature at which r(T).=A andp are parameters to be estimated (the
range of temperatures between Tmax and the tenaperat which r(T) is maximum,
and the acceleration of the function from the LTthe UT respectively). The Lactin
model (Lactinet al, 1995) was tested against the original Logan m@deganet al,
1976) for six different insect species. Statistimaalysis indicated that the inclusion of
the parametex facilitated the best fit to observed data (Laetiral, 1995), however the
improvement was not found to be statistically digant. This does not however,
negate the utility of the modification carried dot the Lactin model. The significance
of the additive effect of was measured using a likelihood ratio test; wimcorporates

a measure of the residual sum of squares (RSS).RBf is contributed to by the
availability of data points, which is lower in th@wv temperature range for the tested
models. This point becomes more pertinent whenaomsiders that both the Lactin
and the original Logan model differ only in relatido the lower portion of the
temperature range. As a result, the significaneellef the improvement of the fit
statistic in the Lactin model can be explained gy $parsity of data points about the
lower temperature range. The Lactin model is capalblestimating all of the critical
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thresholds and has been extensively used withineltiog studies across a range of
species (Golizadebt al, 2007; Kontodima®t al, 2004; Royet al, 2002; Sanchez-
Ramoset al, 2007) including a species of aphid (McCornatlal, 2004). The ability

of the model to reflect the fact that developmesdses at suboptimal temperatures is a
realistic improvement on the original Logan modethile simultaneously providing a
LT for use in further modelling studies.

5.5.5 Briere Model

Briereet al (1999) developed a simplified model of developti{@miere model) which
incorporated the estimation of a smaller numbgrasmeters than Lactin’s (1995) and

is of the form:

r(T) = a*T*(T —Tmin) * VTl —T Equation 11

The Briere model was originally developed in aroefto improve on results using the
model of Logaret al (1976) for the grape berry mothopesia botrang by reducing
the number of parameters used by Logaal (1976). Advantages of the Briere model
include the explicit inclusion of the LT and UT hinh the equation, as well as a reduced
number of parameters for estimation. The parameterthis model should not be
construed as having any biochemical interpretatisrsuch; however, their graphical
representation can be interpreted in a biologicaéaningful fashion. While this model
is capable of estimating all of the critical threkls, it has been shown to overestimate
the UT on occasion (Jalaéit al, 2010; Kontodimast al, 2004). Despite this, the
model has been found to perform well for a numbespecies within the literature (e.g.
Golizadehet al, 2007; Haghanet al, 2006; Kontodima®t al, 2004; Nielseret al,
2008). The main strength of this model, accordmd@riéreet al (1999) lies in its
simplicity, as well as its fulfilment cd priori-defined criteria: (1) estimation of LT and
UT (2) asymmetry around®¥ (3) presence of an inflection point and (4) a phdecline

in development at high temperatures.
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5.5.6 The Sharpe and DeMichele Model

The empirical models above describe part of thparse curve to temperature and are
only a small representation of the array of nor@dmeodels available in the literature.
While many of the models available are based dwntire empiricism, some models
contain parameters which can be interpreted biokilyi (e.g.p as a rate increase in
Lactin). This can be construed as a major assehadel selection, as it not only
describes, but also endeavours to explain theioekitip between development and
temperature in terms of the underlying physiologiogechanisms (Walgama and
Zalucki, 2006a). A departure from the empirical migdis evident in the biophysical
model of Sharpe and DeMichele (1977), which was ifreatl by Schoolfieldet al
(1981) (hereafter referred to as the Schoolfielddelp As the name suggests,
biophysical models are based on the biophysics eatction-rates in response to
temperature. These types of models utilise the jgeertiat development is simply a
physical manifestation of the underlying enzymaiativity, within which, temperature
promotes or inhibits catalysis at a molecular le¥acording to Wagner (1984, 1995),
the use of models which are not based on biophylsia are inferior to those based on
true biological mechanisms, rendering their extlajan to untested temperatures
untenable. This biophysical approach to modellingvelbopment-temperature
relationships attempts to describe the biologicachanisms controlling species
development. The original Sharpe and DeMichele m{t&77) was formulated as a
complex biophysical model designed to describer#tte of development at both the
nonlinear development extremes as well linear portif development in-between. The
original model and it's modification (the Schoollemodel) are modifications of the
Arrhenius equation (Arrhenius, 1889) and assumes tthe rate of development is
controlled by a single enzyme which is reversibgnatured at extreme high and low

temperatures. The modification is of the form:

RHO:s (39g775) exp | () ﬁ
157

e () () + e [(8) (1)

r(T) = Equation 12

=]
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where R is the universal gas constant, T is tenyperaRHQsis the developmental rate
at 25°C, H is the enthalpy of activation of the reaction whis catalysed by a rate-
controlling enzyme, [Tis the temperature (K) at which the enzyme is Haf-
temperature inactive, gTis the temperature (K) at which the enzyme is Mmadfh-
temperature inactive, andylis the change in enthalpy associated with high exatpre
inactivation of the enzyme. The Schoolfield moagjuires the estimation of the highest
number (six) of coefficients of all the models. Theodifications performed
(Schoolfieldet al, 1981) also facilitated more intuitive biologigaterpretation of new
parameters, such as the role of the denominat{Equoation 12), which represents the
fraction of rate-controlling enzyme that is in an activatst Despite the realistic
biological basis for this model, in its originakfio (Sharpe and DeMichele, 1977), it has
been reported to overestimate insect developmentowat and high (near-lethal)
temperatures (Hilbert and Logan, 1983). The higrelke of correlation between the
model parameters also render it poorly suited winear regression techniques (Briere
et al, 1999; Wagnert al, 1984; Wanget al, 2004). The re-parameterisation by
Schoolfieldet al (1981) served to improve the non-linear regrespimblem; however,
its inability to estimate a LT due to the asympatature of the function and its high
number of fitted parameters decreases its utiitjmodelling studies.

5.6 Evaluation of nonlinear models

To date, no one model has emerged as superiordthats, but rather one mod=duld

be superior in relation to a specific species. Ea#dese models can be tested for their
ability to simulate field/lab data for the speciesquestion, using various approaches
such as ordinary least squares regression (OLSicliwiinimise the sum of square
residuals for the regression function of interg®amos and Savopoulou-soultani,
2012). The model can then be evaluated by assettsngsidual sum of squares (SSE)
or the adjusted coefficient of determinatior’4f which accounts for the amount of
variance explained within the model in question.afsexample, Sanchez-Raneisal.
(2007) evaluated a number of nonlinear models ieféort to identify the ‘best’ model
to provide fit to their data for two different spes of mites. Using the coefficient of
determination as a fit statistic, they found thavas necessary to use both the Hilbert
and Logan (1983) model and the Lactin (1995) mddetescribe the relationship
between temperature and development for two speciastes. This type of finding is
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iterated throughout the literature, with variousdeis performing better for different
species over a range of temperatures (e.g.6Ray;,2002; Wanget al.,2004; Sanchez-
Ramoset al., 2007; Golizadehet al., 2007) illustrating the point that some models
perform better than others for different speciesn& models simply out-perform others
in their ability to estimate a greater number odickd critical thresholds. For example,
the models of Sharpe and DeMichele (1977) and Legah (1976) do not estimate the
LT, while other models such as Lacghal (1995) and Briere (1999) estimate all three
critical thresholds (Table 5.2). With these pointsnind, a simple framework outlining
a number of botla priori anda posteriorievaluation criteria can be utilised in an effort
to inform final model choice (Table 5.1) for desang development. These criteria will
be employed later in the chapter to aid in thelfilevelopmental model selection

process foS. avenae

A priori A posteriori
* Does the model incorporate
* Is the model capable of deriving parameters which are biologically
the critical thresholds of interest| realistic in terms of the concerned
(Table 5.2)? species’ biology
* Does the model minimise the
number of parameters to be * The estimated parameters must
estimated (Table 5.2)? provide a good fit to the data
* Does the model include according to the fit statistics chosen

coefficients which can be
interpreted biologically?

Table 5.1A priori and a posteriori evaluation criteria for nonlinear models
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Calculates
Number of
Model arameters all Reference
P thresholds
Linear (Campbell
Y=a+ht 2 No etal.1974)
Stinner r(m) = c
14 k2T (Stinneret
(1 1¢1T) 3 No al..1974)
Logan 6 and 10
(T) = y(*07 — Tmm=DAD) 4 No (Loganet
r(T) = a((1/(1 + ke(pt))) — €T DAD) S al., 1976)
Logan Il (Hilbert
r(T) = [w(T = Ty)?/(T = Ty)?+ D) — e—((Tm—(T-Tb))/AT)] 5 Yes and Logan,
1983)
Sharpe and DeMichele
(Sharpe
r(T) = RHG5(T/298.15)exp((H/R)(1/298.15-1/T)) 5 N and
0 .
1+exp((H/R)(L/T,-1/T))+exp((H/R)(L/T-1/T)) ?g;\/';)chele,
Lactin
— @t dpTmax-(Tmax-T)A] (Lactinet
nT)=¢'-d + 4 Yes al..1995)
Briére
_ s B (Briereet
1D=axTx(T-F)xVT,=T 3 Yes al.,1999)

Table 5.2 Available models for estimating criticathresholds in species development models

5.7 Nonlinear models and the instantaneous fraction alevelopment

In an entomological context, it is critical thaettemperature-response of the organism
in question is obtainable over the entire tempeeaspectrum, if one is to succeed in
accurately describing the developmental curve avgiven time period. The universal
application of a range of nonlinear models is madssible by Taylors’ (1981)
observation that the nonlinear function which diss the temperature-development
rate curve is proximately similar for most speci€ke utility of the nonlinear models
described above can be extended past the derivatiothresholds, to simulating
development in a fluctuating temperature regimevdl®pment-rate models are
particularly useful in this instance, as they sélithe assumption that development rate
at a given temperature is independent of the ovéraimal regime (Litet al.1995) and
that the developmental rate is constant over fe@re of an organism under constant
temperature. As a result, development follows ain@df function in respect to

temperature and the amount of development achiemedye calculated by summing the
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individual amounts of development per unit timeslivorth mentioning that this form
of nonlinear modelling is deterministic, as it isledy concerned with the mean
developmental rate for a specific temperature,mmsed to the variability around that

mean.

The instantaneous rate for a given temperatureaisulated by dividing a ‘whole
development unit’ (i.e. 1) by the number of timatsirit took to complete the stage at
that temperature (Uvarov, 1931). This is the prenbghind using the reciprocal of
developmental time to explain the rate. This apgmoss termed ‘rate summation’
(Kaufmann, 1932) and facilitates the accumulatidn‘instantaneous fractions of
development’ up to a total of one, when developnienthe mean of a predefined stage

or generation is completed. The function is expeésss:

D= fT[T(t)]dt Equation 13

where D (development) is a function of temperatlne which is in turn a function of
time (t). The development rate (r) then adjuststamsneously to changes in
temperature (Liwet al. 1995). Development rate is the reciprocal of dgwalent time in
time units and is represented by values betweerd awhich facilitates the utilisation
of the integral of a function of development-rateotugh time, to simulate the response

of an organism to changes in temperatures (Medetrak, 2004).

5.8 Uncertainty regarding nonlinear models

As is the case with all models, the rate summatmproach utilising nonlinear
functions is ultimately a simplification of realitgnd as a result, has imperfections.
Differences between the rate of development atteohsand fluctuating temperature
regimes with the same mean temperature have beed fi&/orner, 1992) and have
been postulated to be a result of the inherentimeanlity of development (Fantincat
al., 2003). When temperatures fluctuate outside eflitear portion of development;
development will be retarded at high temperatures accelerated at low temperatures
in comparison to constant temperatures. This effekhown as the ‘Kauffman effect’

and the aforementioned differences can be partatlyounted for as a result of this
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phenomenon. According to Liet al. (1995) Equation 13 above adequately takes this
effect into account. Worner (1992) stated thatnbalinear function is assumed correct,
then an attempt to utilise a linear function fdrtamperatures would simply culminate
in underestimation of development at low tempeegand an overestimation at high
temperatures. The evidence for nonlinearity towasgp&cies-specific temperature
extremes has been visited throughout this chaptdrfar that same reason, a linear
approach is considered unsuitable. Bearing thisifamind, as well as the concession
that all models are inherently flawed, the nonlmeg@proach and corollary rate
summation technique will be considered in detailhie next section. The potential for
physiological mechanisms that act in conjunctiothvihe Kaufmann effect have also
been postulated by Worner (1992), however thisrageewas not verified either by
Worner (1992) or in follow-up work by Liat al. (1995).

5.9 Model evaluation

Up to this point, this chapter has provided an wesv of the biological basis for
temperature-driven insect development models, dsas®utlining what are considered
to be the most skilful and/or most widely employeddels in the area. While a number
of flaws were highlighted across the range of meditley are nonetheless considered
plausible depictions for systems which may neverfldly described. As such, the
approach taken here is one of pragmatism, in thett ef the models described will be
tested for their adherence to the predefined @itarTable 5.1, in an effort to produce a
small number of candidate models. This approacla ideparture from hypothesis
testing, which would culminate in the rejection afnull hypothesis in light of the
observed data, and the acceptance of an alterriatpathesis (accepted only as a result
of the rejection of the null). By contrast, this thred of model selection facilitates a
more robust approach to evaluating a model’s shill,comparing a range of models
against one another; as opposed to evaluating thdividually against an arbitrary
probability threshold (Johnson and Omland, 2004e &pproach is utilised in order to
identify the model which is ‘best supported by thea’; otherwise referred to as the
‘best’ or most ‘skilful’ model. In the first instae, this approach requires the selection
of reasonable working hypotheses (in this casedhel of the nonlinear developmental
models previously described maximise both the fitl gredictive capacity for the
species concerned). The remainder of this chapteowtline the selection process for
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the most appropriate model to describe the devedopraf S. avenaan response to
temperature, which will ultimately serve as the elepment core within the final

simulation model (described in detail in later deag).

5.9.1 Selection of models to test

In order to adequately describe the thermal perdoice ofS. avenaegone of the models
discussed previously had to be chosen in orderptimise the curve ‘fit' to the
development rate data of Dean (1974) (Table 58)wall as fulfilling the rest of the
criteria outlined (Table 5.1). According to tlaepriori criteria set out earlier in this
chapter, three models are potential candidatesuderin describing the temperature-
dependent development of the grain aphid, owinghe&r ability to simulate all the
critical thresholds of interest: (1) the Hilbertdahogan model (Hilbert and Logan,
1983), (2) the Lactin model and (3) the Briere niottethe context of this study, the
development of the grain aphid is being modelled dotemperate climate, which
increases the importance of a model that is capabéstimating the lower threshold.
According to the second priori criterion, the number of parameters to be estimated
should be minimised. This selection process woaltk the Hilbert and Logan model
(1983) as the least desirable owing to its 5 edtienparameters, followed by the Lactin
model (4 parameters) and finally the Briere mo@péarameters). The final criterion
stipulated outlines the importance of biologicdkenpretation of the coefficients, which
is particularly useful in facilitating initial pam@eter estimations for the nonlinear
regression procedure. Each of these models procheféicients which have biological
meaning, which means that only criterion number ts&lating to the number of
parameters) provides any real method of discerbeigveen these three models. For
that reason, the two models with the lowest nundfezstimable coefficients will be
used to fit curves to the data of Dean (1974) thedh individually assessed according

to thea posterioricriteria oulined in Table 5.1.
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Temp 1st Instar 2nd Instar  3rd Instar 4th Instar
10.0 0.010152 0.012165 0.010881 0.010183
125 0.011669 0.013316 0.014245 0.013351
15.0 0.015974 0.015898 0.017271 0.015106
175 0.018553 0.01938 0.018939 0.015337
20.0 0.019268 0.021978 0.023474 0.018519
22.5 0.021739 0.022779 0.022831 0.020121
25.0 0.023866 0.02439 0.02584 0.020661
27.5 0.019841 0.020833 0.020921 0.01773

Table 5.3 Development rate (per hour) of instars #-of S. avenae under different constant
temperatures. After Dean (1974).

5.10 Model fitting

Each of the curves were fitted by iterative nordineegression (Minitab version 16.1.1)
based on the Marquardt algorithm (Minitab, 2010)ickhis informed by the partial

derivatives of the dependent variable with resgeceach parameter. The method
combines the ‘steepest descent’ method, whichnsidered to be skillful during early

iterations, with the ‘Gauss-Newton’ method whichbistter at subsequent iterations.
This approach involves iterative alterations to tregameter values in an effort to
reduce the sum of square errors between the datdspand the function (ie. the

algorithm converges on the set of parameters whighimise the sum of the square
residuals). Convergence-failures can occur whengutiis analysis for a number of
reasons, including (1) the data contains numbextsate too large or too small; (2) the
selected model does not fit the data well; (3)ittitgal values are too far removed from
the ideal parameter values; (4) the data pointaren@ngruously distributed or finally

(5) the calculations are not sufficiently preciseidentify convergence at the correct
instance. The data used here (Dean, 1974a) didaise any of the aforementioned
issues (specifically 1, 2 and 4). Issue 5 was dedh by setting the convergence
criterion to 0.00001 and the maximum number ofatiens was set at 15000 (in an
effort to minimise the liklihood of convergenceldaes). Issue 3 required a more
focused approach, as it was recognised that inr ¢odachieve a satisfactory nonlinear
analysis and to expediate convergence to the optinmarameter set, obtaining

appropriate starting values for the model coeffitsevas critical.
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Firstly, the behaviour of each of the functionsraspect to their parameters was
considered. As mentioned earlier, a number of thempeters within each of the
nonlinear functions can be biologically interpreté&dis facilitated an approximation of
certain parameter starting values. These startialges were also compared with
similar experiments and model fitting studies ftiney insect species (e.g. Jalkdial,
2010; Kontodimaset al, 2004; Sanchez-Ramag al, 2007; Walgama and Zalucki,
2006b). Studies on different groups of insectshiertinformed the initial parameter
values, in respect to the sign (positive or negatier magnitude of the coefficient.
Convergence on a ‘local SSE minimum’ (a parametdr goduced by nonlinear
analysis when the SSE (sum of squares due to esrog longer improving, but when
there exists a different set of parameters whicluiither optimised) was tested for by
running the same analysis with different startirdues to ensure that the parameter

estimates were consistent.

5.11 Lactin and Briere Model fit

Figure 5.2 and Figure 5.3 illustrate the bestirfi¢ to the observations using both the
Lactin and Briere models respectively. On initiabmination, both of the functions
appear to describe the data quite well. In the cddeactin, the LT and the UT are
determined via simulation (Figure 5.2), which proelsi values for the LT ranging from
-3.9°C to -0.2°C, while the UT varies between 28i@ 30.2°C across the instars. The
SSE is consistently smaller across the instargyusia Lactin model (Table 5.4 (i)). In
reference to the Briére model, the thresholds @arebd directly from the parameters
(owing to their explicit inclusion) ‘Tmin’ and ‘Tlrespectively (Table 5.4). Tmin in this
case ranges from approximately -28°C to -10°C; evhiie lethal threshold (Tl) is
estimated to be between 31°C and 32°C for instars 1
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(i)

Parameter 1% Instar 2" Instar 3 Instar 4™ Instar
Lactin
p 0.001G0.00011 0.001G:0.00011 0.001%0.00016 0.000&0.000100
Tmax 34.16134.28336 36.95943.88506 36.54564.83136 36.11364.81106
A 1.35130.90177 1.95330.85221 1.9361%1.09978 1.69630.99479
A -0.99950.00171 -0.99880.00157 -0.999#%0.00242 -0.996£0.00154
SSE 0.0000036 0.0000022 0.0000053 0.0000024
(i)
Parameter 1% Instar 2" Instar 3" Instar 4™ |nstar
Briere
A 1.0E-05-3.00E-06 9.0E-0&2.00E-06 1.1E-0%3.00E-06 6.0E-06:2.00E-06
Tmin -10.35346.1563 -16.40887.945 -10.70546.1939 -28.34917.9174
TI 31.287&1.02317 31.52540.99066 30.824%0.88012 32.053121.4686
SSE 0.0000059 0.0000048 0.0000074 0.0000049

Table 5.4 Values of the fitted coefficients, theiassociated Standard Errors (SE) and SSE using
(i) the Lactin model and (ii) the Briere model fordescribing the temperature-dependent
development of the immature stages @. avenae.

5.12 Analysing the A posteriori evaluation

In order to choose the ‘best’ model between the thvea posterioricriteria outlined

in Table 5.1 were applied. Firstly, each of the eledvere assessed for the level of

biological realism in the estimated parameterspamticular, the LT and UT. In

relation to the LT, significant disparities exigtiwveen the values across the instars

within and between both of the models assessed. iThiery useful in determining

which of the models appears to be more skillful tiwo reasons. Firstly, the LTs

provided by the Briere model are much lower tharawwvould be realistically

expected forS. avenaeAs outlined in earlier chapters, this work is nparily

concerned with the dynamics of anholocyclic cloog$S. avenagwhich have been

found to be chill-susceptible, exhibiting high l&seof mortality at very low

temperatures (Powell and Bale, 2005).
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Powell and Bale (2005) have previously found tHahes of this species have the
ability to rapdily cold-harden (RCH) when acclins®d to low-temperature regimes.
RCH relates to an increase in survival of the s®eat ‘discriminating temperatures’
(defined as the temperature that results in apprately 20% survival after direct
transfer from the rearing temperature to a sub-tengperature for a period of 3
hours). Despite this ability, the lowest discrinting temperature for nymphs cited
by Powell and Bale (2005) was -11.5°C. Even thotiggse temperatures did not
induce 100% mortality in the aphid nymphs, the mdttogy employed required the
aphids to be returned to an ambient temperatud®WE before development could
be observed. For this reason, it is highly unlikthgt the LTs estimated by the
Briere model are biologically realistic. Secondhe Standard Errors (SE) associated
with the Tmin coefficient for the Briere model degge relative to the size of the
coefficient itself. When the other SE for this mbdee examined relative to their
associated coefficients, it becomes apparent lieatodel is better at estimating the
other two parameters within the function than ‘Tmilhe Lactin model also
constituted an improvement over the Briere modetwit's SE’s were assessed, as
the SE’s associated with the estimated coefficimtdhe Lactin model were never

as large relative to their associated coefficients.

The second posterioricriterion on which the models were assessed iscbas the
fit of the data to the newly parameterised functibhe statistic chosen in order to
assess the fit of the data to the model was the BlSiE statistic was chosen as it has
been widely applied in regression analyses througtie literature as a measure of
discrepancy between observations and modelled ddta.SSE was consistently
smaller across all of the instars under the Laatialysis (Table 5.4) which indicates
that the distance between the observed data anthddelled data was minimised
more efficiently than the Briere model. In summahyjs section has used a criteria-
based approach in order to select the most apptepronlinear function for use as a
development model fo6. avenaan the final simulation model. Qualification of
model skill was based on both the biological realsf the model parameters as well
as how they performed statistically. This approhaighlighted the Lactin model as

the most suitable function for the analysis.
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5.13 Conclusions

Insect development and temperature are inextricadiywined. This chapter
provided a summary of current knowledge regardimg telationship that exists
between insect development and temperature; wisiteautlining a range of models
available to simulate insect developmental respav&s a range of temperatures.
The existence of a predominantly linear relatiopskas described, with the caveat
that the relationship does not persist outside asertbounds or temperature
thresholds. The descriptive capability of this tielaship (based on enzymatic
activity) facilitates the simulation of insect déyement under a fluctuating
temperature regime and is at the core of all inseatlelling studies. The linear
model has proven to be both reliable and accurasr the linear portion of
development-related temperatures, however it doeseccount for the nonlinearity
inherent to the majority of species’ developmerdspite this limitation, historically,
degree day methods are the most commonly utiligggtoach in phenological
modelling. While this type of model is likely sudfent for those organisms whose
development and reproduction are practically cadino temperatures within the
linear portions of a development curve, for mangcsgs, the necessity to define
what occurs outside of that region is evident {paldrly in the case of economically
important agricultural pests). For this reason,rbalinear approach is justified for

use in this study.

The requirement to choose the most appropriateimearl model requires bota
priori and a posterioridecisions to be made. The criteria outlined irs tthapter
provided the necessary checklist of decisions tgpégormed when choosing a
model to describe temperature-dependent developnrenpoikilotherms. The
number of critical thresholds required is paramoianthe selection of a specific
model, however once this has been fulfilled, threaming decisions are assisted via
the use of statistical tests, curve fitting andidgacal interpretation. The nonlinear
development rate-tempertaure functions described hee typical of most insects
(Briere and Pracros, 1998). As a result, thereaamamber of nonlinear functions or
development rate models that could potenially hdegcribed the development $f
avenae depending on the selection criteria utilised. ldoer, following ‘model

fitting’ and parameter assessment, the Lactin maded chosen to describe the
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development-temperature relationship $ avenaein order to provide the
development-submodel required in the overall sitmutamodel described in the
next chapter. The use of the Lactin model will pdevthe mechanism to describe the
core development o$. avenaghowever additional facets of the species biology
need to be incorporated into the final model igalistic representation of population
development are to be achieved. The next chaptdr decribe each of these

additional model components of the aphids biologgetail.
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CHAPTER 6

DESCRIPTION OF THE SIMULATION MODEL

6.1Introduction

The previous chapter outlined a criteria-based ctiele process to identify an
optimal nonlinear function capable of describinge tlinstantaneous rate of
development inS. avenadn response to temperature. The chosen parameterise
model (Lactin model) (Lactiet al, 1995) was utilised within the simulation model
described here to quantify the rate of developnretthe spring/summer population
dynamics ofS. avenae The Lactin model will account for the ‘developrtien
submodel within the overall simulation model, re¢ekto as SAV4. The simulation
model is comprised of numerous components, inctudimmigration, morph
determination, reproduction, mortality, temperatymereproductive period and crop
growth. Elements of the model are based on Ca(t9%8) original FORTRAN
model (SAM7) and Skirvins (1995) modified versiohtibe same model; however
the core development submodel has been completdBsigned, and the equations
used for the other model components have been eghdaproved. The model has
been programmed in Matlab and can be found in AppeA and B. The previous
models were developed in the UK and were desigoedddel the dynamics &.
avenaein conjunction with predator populations in whelhe model outlined here
utilises literature-derived data from UK sourced aesulting empirical relationships
to describe the dynamics 8f avenaen spring barley in the absence of biological
control/predator factors, which will then be apglie an Irish context under climate

change scenarios.

6.2SAV4

SAV4 assumes that the entire populatiorSofavena@verwinters anholocyclically
(in an active form). The use of a simulation mofaglilitates the simplification of
various biological processes down to their compopants (as previously outlined

in hierarchy theory), which can in turn be allowt interact within a larger
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‘systems’ framework (Figure 6.1). This simplificati of reality facilitates the
simulation of complicated aphid dynamics despite #Hbsence of a stable age
distribution and the existence of simultaneous layg@ing generations. The
framework (Figure 6.1) portrays the immigration af stochastically simulated
number of alate aphids daily, which are assumeaegooduce as soon as they alight
in-field. Reproduction is dependent on temperatmeyph and the crop growth
stage. The newly born nymphs are firstly identifiagl either alate or apterous
morphs depending on the crop growth stage (GS)papdlation density, and then
begin development in response to modelled temperadn an hourly basis. The
nymphs ‘age’ until they become adult and emigratetife case of alates) or they
enter a pre-reproductive phase, before themselwesniing reproductively capable
(in the case of apterous individuals) and produciagy nymphs which will in turn
age through the model. Each of the components &4S#e illustrated in Figure 6.1
and will be outlined in detail in this chapter.
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Figure 6.1 Process diagram illustrating the physiddramework of SAV4

6.2.1 Model Initiation: Determination of the ‘Start date’

According to Kluekeret al. (2009) the spring migration of anholocyclic aghatre
particularly affected by both the abundance of gnaceous overwintering
sites/plants; as well as the severity of the prigpdinter. In this model, the impact
of winter temperature is explicitly employed in thienulation of the ‘date of first
catch’ of S. avenagwhich is defined as the first Julian Day (JD) onichhan aphid
is caught on an annual basis. This metric has tmerd to be the most ‘consistent
indicator’ of spring flight (Walters and Dewar, ¥)8and will be utilised here as
such.Walters and Dewar (1986) highlighted the strendtthe relationship between
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S. avenae’'phenology and temperature, by illustrating a sgjrpositive correlation
between first catch of the species and mean wiateperature, across three different
traps within southern UK (Brooms barn, Rothamsted &/ye). They also tested for
correlations between the same two variables actimsssame sites foSitobion
fragariag a holocyclic aphid species. Walters and Dewar86)9found no
significant correlation between time of migratiomdawinter temperatures at any of
the sites folS. fragariae while for S. avenaea significant relationship was evident in
all but the most Northern UK sites. They positedttthis relationship between
winter temperature and first catch existed onlythese species that exhibit an
anholocyclic lifecycle strategy. AS. avenaeis capable of overwintering both
holocyclically and anholocyclically, they suggestbadt anholocycly predominated
in areas where the temperatureffirst-flight relasioip existed, while holocycly

prevailed in regions where the relationship wasioeis (as witls. fragariag.

Walters and Dewars (1986) findings, which point &oa¢ a latitudinal distribution
of lifecycle types in the UK have been supportedadblyers (Helden and Dixon,
2002; Newton and Dixon, 1988); wherein samples f@aeottish trap sites indicated
that the majority of aphids were holocyclic (in quamison to mostly anholocyclic
aphids from more southerly sites). For this reasoras assumed that aphids below
the most southerly of Scottish latitudes (approxetya54° 38'N) would exhibit
anholocycly as a lifecycle strategy (i.e. includingland). Walters and Dewar (1986)
also noted that the relationship did not diffemgigantly between three of the most
southerly suction trap sites: Brooms Barn, Rothathsand Wye. Due to the
similarity between these three sites; aphid catata drom just one of the sites
(Rothamsted) was consequently employed to desthibeelationship between first
catch and winter temperatures. This relationshipsttutes the submodel which

describes the initialising JD for each annual tieraof SAV4.

Data describing the daily catch numbersSofavenaet Rothamsted from 1968 to
2012 were obtained from Rothamsted Research in the Ulkscrpt was written to

identify the date of ‘first catch’ from the obsetiems for each consecutive year from
1968 to 2012. Meteorological data for Rothamsted @aigo obtained for the same
period from Rothamsted research. Various combinatmf months were tested for
the strength of the correlation between the mearpéeature and date of first catch.
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In agreement with Harrington and Clark (2010) m@anuary/February temperature
produced the strongest correlation with the datefirst catch (JD). 2008 was
identified as an outlier, owing to the magnitudetiué residual associated with the
data point. This year was removed from the dataséta linear regression analysis
was carried out on the remaining data (Figure &Z2yther examination of 2008
revealed very windy unsettled weather during Felyraad March, while April was
the coldest recorded since 2001; all of which cdwdsle contributed to the delay in
first aphid catch and the subsequent atypical gmih the catch. The resulting
regression equation was then incorporated into S#&/4imulate the date of first
catch based on the mean January/February tempesaifithe temperature data and
ultimately, ‘kickstart’ aphid immigration into thenodel. The coefficients of the

regression analysis are presented in Table 6.1henequation is of the form:

y=PBot+ Br*x Equation 14

where y = start day and x = temperature.

B1(Slope) Bo (Intercept) R?

172.312 -10.639 63.7%

Table 6.1 Linear regression coefficients for simalting the model’s ‘Start day’
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Figure 6.2 Scatterplot of mean January/February temperatures at Rothamsted frm 196¢-2012
versus date of first catch ofS. avenae

6.2.2 Model Initiation: Determination of the ‘End date’

Previous workSkirvin, 1995 defined the end of migration in subjective terms@:
visual examination of the data: The end date wasmed to occur where periods
time (after the start date) longer than three dayaurred wherein no aphids we
caught, but which also subsequy rose to a peak of at least ten. This approac
identifying the end of migration was tested witle thddition of 19 extra years

catch data from Rothamsted. However; the methodeprdo be ineffectiy; in that
the end date (in many cases) was iified as occurring in the autumin order to
maintain biological realisr the end date could not occur in autumn as this a
include catch data belonging an entirely separate migratigie. aphids leaving th
crop as opposed to enterinc. As a result, less restrictive rules identify the end
date wereapplied where certain conditions were met: a peabtwo/three days,
where the daily catch afterwards rosea peak of more than ten individuals. W

these criteria could not be applied, a sctive decision was made as to when
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approximate ending of the small spring migratioeweed (i.e. where a dip in the

population occurred before the large summer pdaé3pite the subjective nature of
the ‘end-date-determination’, the regression ammlysvealed that there was a
statistically significant relationship between #tart and end dates of migration for
S. avenaeising an alpha level of 0.05 (Figure 6.B)vo years of data were omitted

due to their identification as outliers in relatimthe analysis (1989 and 2002). The
coefficients derived from this relationship are whoin Table 6.2 and are used to

simulate the ‘end date’ of the migration basedhmnvalue of a known start day.
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Figure 6.3 Relationship between start and end datexf spring migration

B1(Slope) Bo (Intercept) R?

0.542 92.319 57.2%

Table 6.2 Linear regression coefficients for simuking the migration end day
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6.2.3 Formulation of the temperature regimes

The formulation of temperature regimes (cold, matkerand hot) was deemed
necessary; due to the expectation that the imngradrofile associated with each
regime would differ between cold, moderate or hmirgy/summers (discussed in
section 6.2.4). The use of regimes also facilitdtedpartitioning of the data (Figure
6.3) describing the relationship between start and day of migration into three
separate categories (i.e. one per regime) (Figdre Bhis facilitated the simulation
of the end date of migration in cognisance of t@perature conditions for that
period. Analysis of the start and end dates froen Rothamsted observations from
1968-2012 indicated that the end of the spring atign never surpassed the month
of July. As a result; it was deemed inappropriatetilise Skirvins approach (1995)
which used August temperatures as a contributalesezribing temperature regimes
which are (for the purposes of the current modeReld to the spring migration. A
different time period was selected as the basag@nst which the temperature
regimes would be designated. Owing to the assumpthat the overwintering
populations ofS. avenaare entirely anholocyclic; the incorporation of feratures
preceding flight was considered apposite. Thisngg to the role of temperature in
population survivorship during the late winter mtwjtas well as eventual build-up,
flight and reproduction within that same populatbkis approach assumes that any
development which takes place prior to first flighlti be directly linked to pre-flight
temperatures and subsequent flight dynamics. Teatyes occurring during
migration were also considered for incorporatioto ithe delineation-of-regimes
process; for the same reason as above.

Various combinations of monthly temperatures weralysed; of which the period
‘February 1st to July 18th’ was finally chosen @wadter referred to as ‘Feb-Jul’).
The date of July 18th may seem arbitrary at fitahge; however it was chosen due
to the fact that it is the latest recorded ‘end-dfmy the spring migration at
Rothamsted within the data record. The analysis eeaged out thus: Firstly, the
mean temperature over the Feb-Jul period was eaéiiffor each year using the
daily minimum and maximum temperatures. Annual asges were calculated as
follows: The mean Feb-Jul temperatures were cakedléor the period 1968-2012

and normalised against the overall mean for theogeto provide temperature

119



anomalies per annum. This resulted in one stanskdd{temperature) difference
between the overall mean and the annual mean fdr year within the period of
interest. The absolute value of this ‘standardiéiérence’ was then checked to see
if it fell within one, two or three standard dewats (SDev) of the overall mean.
This facilitated the grouping of years into tempera regimes: The years whose
values were within one SDev of the overall meamewmategorised as a ‘moderate’
temperature regime. Those years whose ‘differelagebetween one and two SDev,
were allocated to either the cold or hot regimgéheling on whether their mean lay
below or above the overall mean). As previously nosed, various periods were
assessed for their suitability. The final choicetiofie period was based on the
biological considerations outlined at the beginnaighis section, as well as visual
inspections of the resulting scatterplots (stayt\é&rsus end day) for each regime. In
some cases, the period of time selected produgghes with as few as five data
points; which was not considered statistically agetg for purpose. In addition, if
any data points exerted an overly-influential dffen the underlying relationship

between start and end dates ‘within-regime’, threetperiod was removed.
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Figure 6.4 Regression lines fitted to the ‘Feb-Julfegime-specific start and end dates (JD)
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Upon visual inspection of the finalised regressiforseach temperature regime, it
was apparent that the moderate and hot regime didappear to be overtly
differently from one another (Figure 6.4). Eachtlod regimes were analysed to test
for statistically significant differences betwedre tslopes and intercepts, in order to
justify their categorisation. The cold and modera¢gime were found to be
significantly different, however the coefficient$ the moderate and hot regimes
were not. Consequently, the slopes of the hot andemate regime were set as equal
in an effort to determine the impact of the intptcen the final output of the
regression (i.e. the end date). This resulted diffarence of 5 days between the
outputs of both regimes, which could potentiallyealthe final aphid population
dynamics due to the additional time available fevelopment and reproduction as a
consequence of the amalgamation of regimes. Coes#guthe maintenance of
their partitioning into separate regimes was deefietbgically justifiable. The
coefficients describing the relationship betweeartsand end days within regimes

are shown in (Table 6.3).

Regime Bo B1 R* N
Cold 78.262 0.683 74% 7
Moderate 101.81 0.449 44% 29
Hot 115.09 0.3815 64% 8

Table 6.3 Linear regression coefficients for simuking the regime-specific migration end day

6.2.4 Stochastic simulation of the daily catches

In cognisance of the absence of suction trap catohdield counts of. avenaén
the ultimate study area (Ireland); a method of &g incoming aphid numbers
for the model was required. This was achieved hydoaly sampling from a
negative binomial (nbin) distribution: the parametef which differed per regime.
This approach assumes that the distribution foh eagime is not specific to
Rothamsted; and is in fact transferable due taléigendency on temperature. The
process firstly involves collating the Rothamstediches that occurred between the
start and the end date for each regime. Each eéttatasets were visually inspected
for any anomalies (i.e. any years within the ddtadech did not approximate what

was occurring in the rest of the dataset). One haf years was identified as

121



anomalous (1984) owing to the presence of largey daitch numbers within the
spring immigration period. This particular year'asdedate had been flagged as
difficult to discern; owing to the absence of apgriod-of-no-catches’ prior to the
large summer migration. As a result, the year watuded from the analysis owing
to the inconsistent nature of the data within tegime. A negative binomial was
fitted to each of the datasets and the parameté@isegorobability of success) and r
(the number of successes) were derived (specigath regime). The parameters for
the negative binomial distribution describing eaaffime are illustrated in Table 6.4;
while the associated probability density functigR®Fs) can be seen in Figure 6.5.
Depending on whether the mean temperature betw2e3?Jand 200 (Feb-Jul) are
categorised as ‘cold’, ‘moderate’ or ‘hot’; the msponding nbin parameters are
utilised in the daily simulation submodel to randpsample the ‘daily catches’ for

the length of the migration period.

The utilisation of different temperature regimesaasapproach is substantiated when
the simulated catch profiles are considered. Figbi@ depicts 10 migration
simulations of 31 days each (mean length of spnmgration) per regime, which
suggest that the magnitude (number of aphids cadgihyt) can be quite different
between temperature regimes. This difference, injurmtion with the earlier
submodel illustrating how the migration period danshifted earlier or later in the
year in response to winter temperatures, providierdnt temperature-dependent

‘initiation periods’ to the model.

Regime r p Mean Variance
Cold 0.2716 0.3563 0.4907 1.3771
Moderate 0.2646 0.1532 1.4625 9.5467
Hot 0.6399 0.5163 0.5994 1.1609

Table 6.4 Negative binomial parameters used in th@mulation of daily aphid numbers
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Figure 6.6 Simulated daily aphid catches (resultsfdgen runs) per regime
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6.2.5 Immigration

The aphid population is initiated using the simedhtdaily suction trap catches
described above. This process incorporates thenggsn that aphid numbers in the
field can be calculated using suction trap catclvdsich is supported by field
evidence from other aphid species (Harrington andiwd, 2007) and other
geographic locations (Teulat al, 2004). In particular, Leather and Walters (1984)
found that suction trap data relating & avenaecan be extremely useful in
forecasting outbreaks/predicting colonisation. Trhemigration submodel utilised the
simulated number of aphids caught in the suctiap to infer the number of aphids
in-field, by multiplying the daily catch o6. avenaeby two separate factors: a
‘deposition factor’ and a ‘concentration factorgnsistent with Carter (1978). The
former has been calculated based on the aphids fiiglaintime (Table 6.5) along a
concentration gradient (Taylor and Palmer, 1978)SAM7, the flight time was
assumed to be 2h and the density-height gradiert;iproviding a total of 237
aphids (asterisk in Table 6.5) per hectare for egodhd caught in the suction trap. In
the absence of field count data for Ireland, iassumed that this relationship is
broadly similar in an Irish context, in order taifdate the calculation of aphids in-
field and provide initial conditions for the moddlhe latter factor; refers to a
phenomenon outlined by Carter (1985), wherein tapodition factor is found to
underestimate the number of aphids in-field by @diaof 40. This concentration
factor has been found to hold for various varieties/heat and it is assumed for the

purposes of this model, that the factor remains#me for barley crops.

These daily numbers alighting in-field are usedséed’ the model by providing the

reproducing alate cohort. It is assumed that tihedigiduals have recently moulted

and will remain in the crop until they die. Thismioer can then be divided by the
number of tillers per hectare to get the numbeapifids per tiller. The model does
not incorporate topographic characteristics; whigkans that all fields are assumed
to be the same. As a result, the aphid numbers@renodified to allow for field

characteristics (slope, soil type, drainage etc).
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Density Mean Flight Time (Hrs)
Gradient 0.5 1 2 4 8 12 24
0 10315 5157 2579 1289 645 430 215
-0.5 1660 830 415 207 104 69 35
-1 948 474 *237 119 59 40 20
-1.5 2016 1008 504 252 126 84 42
-2 10315 5157 2579 1289 645 430 215

Table 6.5 Number of aphids alighting in field (pethectare) per each individual aphid caught in
a suction trap (Taylor and Palmer, 1972).

6.2.6 Temperature

For the purposes of this study, it was considergaorapriate to model the hourly
temperatures that drive development within the rhtmte¢wo reasons: Firstly, it was
deemed necessary to model development at an houmgstep; owing to the
instantaneous rate at which aphids have been showmespond to temperature
(Rabbingeet al, 1979). Secondly, as the data used to train theéemwvas based on
hourly data (Dean, 1974a), it seemed apt to mairttee same timestep in order to
avoid rounding errors when converting hourly datadaily. The current study
utilised a ‘WAVE’ model after Hoogenboom and Hudl®86); which can be found
in its entirety in Reicoskgt al (1989). The day is split into two portions: thestf
half of the day is modelled using the minimum terapge (Tmin) and the
maximum temperature (Tmax) from that day; while seegond segment uses the
Tmax of the same day in conjunction with the Tmintlee following day. The
‘suncycle’ function (Begler, 2008) was used in arttesimulate the time of sunrise,
based on the Julian date and the latitude of théeimlocation. The daily Tmin is
then set at the simulated time of sunrise, whike Tmax is set at 2pm daily. The
equations comprising the WAVE model simulating timurly temperature are as

follows:
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0<H<RISE and h
T(H) =T _mh |
1400 < H< 2400 (H) = Tav + amp(eos (75 prep) Esuaton s
n(H — RISE)
RISEH=1400 T(H) = Tav = amp(cos 14 —RISE Equation 16

where RISE is the time of sunrise in hours (24 Holock) and T(H) is the
temperature at any hour. H is the time in hours smesl on a 24 hour clock.
Numbers correspond to times based on the 24 hoak.dh is = H+10, if H < RISE,
h=14 if H>1400. Tav = (Tmin+Tmax)/2, amp = (Tmax mih)/2 and

amp=amplitude.

6.2.7 Reproduction

Reproduction is dependent on the temperature exqped by the aphid, the morph
of the aphid, as well as the crop GS. Apterousviddals have been found to exhibit
higher fecundity levels (Ankersmit and Dijkman, B9&Vratten, 1977) than that of
alates, and for that reason, each morph is tres¢pédrately. Akin to Skirvins
approach, this submodel also consists of two lideactions fitted to the data of
Dean (1974a) for apterous individuals (Figure @yl two functions for alates
(Figure 6.8). The first regression describing thlatronship between reproduction
and temperature was fitted to Deans (1974a) data zero development at 3°C
(LT) to maximum development at 20°C, while the setwas fit in agreement with
Skirvins approach (between 20 and 30°C). The repripee LT where zero
reproduction occurs has been amended from thasadiloy Skirvin (1995). This
modification of the reproductive LT is in line witiesults summarised by Williams
and Wratten (1987), who stated that the temperagpeduction relationship was
well described when temperatures above 3°C weral.uBer that reason, a
reproductive LT of 3°C was included and the coroesjing linear functions to
describe apterous rates of reproduction below 20&8& updated accordingly. The
form of the linear function is described in Equatid4, where y is the dependent
variable (number of nymphs}, is the interceptf; is the slope and x is the
independent variable (in this case, temperaturbe parameters of each separate

regression can be seen in Table 6.6.
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Figure 6.7 Fecundity of apterousS. avenae response to temperature (source: Dean, 1974a)

In the case of alate reproduction, Wrattens (1%&je data was used to infer the
reproductive capacity of alates at 20°C. Two linfeacctions were then fit to the data
(Table 6.6): One between the reproductive LT of 3@ the "' of 20°C; and the
second between theé!fand UT of 30°C (Figure 6.8). The data was not abéd in

its ‘raw’ format, so a trial version of digitisigpftware (Enguage, 2012) was used to
extract the mean daily fecundity 8f avenaat 20°C from Wratten's (1977) work.
This data was utilised in conjunction with an asedr20-day adult survival period
to calculate the mean daily nymphs produced over time period. A 20-day
survival period was chosen owing to extremely l@productive and survival rates
reported after that time period has been surpa@3edn, 1974a; Wratten, 1977).
This submodel assumes that alates that alightld-&re immediately reproductively
capable, while all apterous individuals must pdseugh a pre-reproductive delay
before reproducing. Alate individuals that matuii¢him the model are also assumed
to emigrate as soon as they reach maturity. Aswtrghe only reproducing alates in
the model are those individuals who are depositdeld.
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Figure 6.8 Fecundity of alateS. avenae response to temperature (source: Wratten, 1977)

Morph and Temperature

Range Bo Bs
Apterous 3°C-20°C - 0.3766 0.1772
Apterous 20°C-30°C 9.1917 - 0.3050
Alate 3°C-20°C - 0.3653 0.1218
Alate 20°C-30°C 6.2100 -0.2070

Table 6.6 Fecundity parameters for both morphs of. avenae in response to temperature

The variability of the reproductive rate f avenaén response to its host plant was
highlighted by Watt (1979). As with previous mod@Barter, 1978; Skirvin, 1995);
an increase in reproductive rate was applied ateergence and before the milky-
ripe stage (GS 59 — 73) in line with Watt (1979)uliplied by 1.6). The
reproductive rate is set to zero after GS 80; asctiop is not suitable for aphid
reproduction (Watt, 1979). The reproductive datalised here to produce
reproductive rates of both morphs were not avaslalhourly intervals, but rather
on a daily timestep (Dean, 1974a; Wratten, 1978).aAresult, nymph production
was simulated on a daily, rather than hourly tiraésa order to minimise the error,

as well as the complexity associated with averaguighe daily data over a 24 hour
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period. This step is somewhat justified when Cartgi978) initial findings

regarding the effect of daylight on reproductioa taken into account. He reported
that the mean number of nymphs born per hour wigfieantly higher during

daylight hours than under dark conditions. Whilg fmdings were not proven to be
entirely conclusive, in the absence of hourly relpiction data, daily reproductive
rates were applied at the same timestep that additgged in-field. As a result, the
number of alates and reproductively capable apseadults are checked daily within
the model and multiplied by the morph-specific oearctive rate, producing the

number of nymphs born each day.

6.2.8 Morph determination

The morph that each aphid will become is decidduirét. All nymphs produced by
both alate and apterous parents are summed béfrentorph (alate or apterous) is
determined. The morph is dependent on both the demelopmental stage and the
density of aphids at that particular timestep. Thisding has been iterated
throughout the literature, citing increases inealatoduction concurrently with the
deterioration of the host plant and crowding (Sdéral, 1969; Watt and Dixon,
1981). The multiple linear regression equation usedescribe the percentage of

nymphs that become alates is:

Percentage alates = 2.603 x Aphid density + 0.847 x GS -
27189 Equation 17

Equation 17 above, relating the proportion of nymfiat develop into alates to the
crop GS and the density of aphids per tiller isdaaon winter wheat development
stages and aphid density on said crop at the tirth-of nymphs (Carteet al,
1982). In the absence of detailed data for Ireldhs, work assumes that the core
relationship holds for all crops, i.e. that incredsrowding and deteriorating host
plant quality will induce a high proportion of adatto be produced in the latter
stages of barley growth (Watt and Dixon, 1981).
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6.2.9 Nymph and adult survival

Survival is treated separately for nymphs and adalthe current model. Due to the
lack of detailed survival data fd. avenaga simplistic approach to introducing
mortality to the system was utilised. Mean moryatif immature stages is available
in Deans (1974a) work across the temperature ranig@0-30°C. Mortality is
generally low across the instars. This findingupported by Williams and Wrattens
(1987) analysis which reported survival means d%9Using this data, a survival
probability is applied daily to the nymphs in thestem. Dividing the daily data into
hourly intervals based on daily data would not eciany more detail than could be
achieved on a daily basis alone, but could in facvide a further source of error in
the model. As a result, as new aphids are ‘born’aodaily basis the survival
probability is applied. This is accomplished by tiphying the probability by the
number of nymphs in the system daily and the raswubtracted from the overall
number of nymphs. This survival probability is edéted using Skirvins (1995)
approach; wherein the probability of a nymph sungus adjusted depending on the
amount of development which has taken place irdtily timestep. The adjustment
is used owing to the fact that the length of thetan changes depending on the

temperature experienced. The equation used is:

Hh
Survival = [ HT Equation 18

Where | is the temperature-dependent proportionyofiphs surviving to complete

the instar; Hh is the amount of development whattktplace in the timestep and Hi
is the length of the instar (i.e. 1). The methoddalculating | has been adjusted for
simplicity and is calculated by fitting an asymjataegression (Figure 6.9) to the
data of Dean (1974a) and is of the form:

Nymphal survival (I) = 0, — 0, X exp(—03 X Temp(I)) Equation 19
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Figure 6.9 Proportion of nymphal survival in resporse to temperature

Coefficient Value
0, 94.4449
0, 3.3221e-008
03 -0.7256

Table 6.7 Regression coefficients used in descrilgimymphal survival in response to
temperature

The coefficients of Equation 19 are described ibl@&.7. In order to account for
the effect of plant GS on nymphal survival, thegandion of nymphs surviving past
GS 73 was reduced in accordance with the findingsVatt (1979). A fixed
proportion after this stage of 0.45 (Watt, 1979)swehosen working on the
assumption thatS. avenas preference for the ears of the crop would be

predominant.

For adult survival, a constant longevity of 20 dayss adopted from the moment the
aphid becomes a reproductively capable adult. @&ksumption is based on three
separate lines of reasoning: Firstly, accordinBeéans (1974a) experimentation, the

mean adult life span across the temperature ra®g€-25°C is 20 days. Dean
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(1972) also found that adutt. avenaeurvived a mean of 20 days when reared at a
constant 15°C on barley. Finally, according to Wénat(1977) after 20 days, adult
aphid survival and reproduction are extremely I0iratten (1977) acceded that
individual variation was high in the experimentatitnowever, the current work is
interested in the population as a whole, not irhilials. For these reasons, adult
longevity was limited at 20 days. When adults reacthis age within the model,

they were ‘killed off’ within the model.

6.2.10 Development

The relationship between rate of development amghézature for each of the instars
is illustrated in Figure 6.10. Each of the instdesvelopmental relationship with

temperature was described separately, owing tdaittethat Dean (1974a) reported
data for each of the individual developmental stagelependently. Development
was quantified by summing the instantaneous frastiof development in response
to hourly temperature using the Lactin functiondiim et al, 1995) parameterised

for each individual instar as described in the jines chapter. This quantification of
temperature-mediated development is calculatedirwitite model array, facilitating

the ‘aging’ of newly born nymphs daily. The diffae between this approach and
that utilised in by Carter (1978) and Skirvin (1998 that this approach purports
that the relationship between development rate t@nmaperature is nonlinear as

opposed to being linearly related.
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Figure 6.10 Rate of development if$. avenaein response to temperature across all
developmental stages.

A common misconception regarding nonlinear funaiathat it is theshapeof the
function that defines whether the function is lineanonlinear, when in fact it is the
parameters which dictate the type of function. €afL978) and Skirvins (1995)
approach utilised linear parameters which consttae equation being utilised to
one basic form; wherein every term in the modeldditive and contains only one
parameter that multiplies the term. In contrasplimear parameters facilitate many
different forms of nonlinear equations, the shapaiich are usually informed by
prior knowledge of the chemical or physical progsrtof the system in question.
This flexibility facilitates the use of models suab the Lactin model to describe the
entirety of the temperature-development relatignsihier the temperature range of
interest (once prior knowledge regarding the systeas been obtained). This

flexibility is not a characteristic of linear paratars mentioned above.

Growth rates have been suggested to decreaseen itettars inS. avenageas

resources are allocated to embryo development @eamnd Dixon, 1990b; Newton
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and Dixon, 1990a). This is particularly the caséhwiourth instar nymphs that are
destined to become alate adults (due to the foomatif wings). As a result,
development in @ instar alate nymphs takes longer than that ofpteraus ' instar
nymph. The original SAM7 model proposed that thalitawhal time can be
quantified as 1.5 times that of the developmena¢ tof apterous individuals. This
proposition is based on work on a different specibewever data which
distinguishes between morphs $f avenadLykouressis, 1985) suggest that in this
species, theinstar does indeed exhibit a longer developmetittz in the alate
form. As a result, it was decided to maintain teeumption that @ instar stage in
the alatiform nymphs would take 1.5 times longemttheir apterous counterparts to
complete development. The original approach utili@@arter, 1978; Skirvin, 1995)
multiplied the number of apterous nymphs by 1.5nreffort to produce the number
of apterous % instars that would be present if both morphs vedrequal duration.
This model used a different approach; by calcugatime amount of hours that"4
instar apterous nymphs took to reach unity (coreplietvelopment to a total of one)
in response to hourly temperatures and multiplythmat number of hours by 1.5 to
produce the @ instar alate development time. All alates wereiassl to emigrate as
soon as their % instar was completed, while apterous individuaésevassumed to

enter a prereproductive stage before producingoiffg themselves.

6.2.11 Pre reproductive period

The development rates describing the prereprodeigteriod forS. avenaavas not
of similar shape to the preceding four instars Feg6.10). As a result, the Lactin
model was not a suitable function to describe thenpulsory pre-reproductive
period that apterous individuals must pass througgfore they become
reproductively capable adults. Alates do not passugh this stage and emigrate
upon reaching adulthood as previously mentioneduldic polynomial (Figure 6.11)
was found to describe this relatively short livéae in apterous individuals; with an
R* of 98.6% and is of the form:

p(x) = Pix*+ Px* + P3x + P, Equation 20
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Where p(x) is the prereproductive rate, x is terapge and B P, P; and B are
coefficients to be estimated (Table 6.8). Thisdinfinction was treated in the same
fashion as the Lactin model and was used to acatmulevelopmental time in
response to temperature for the prereproductiveogheFigure 6.11 illustrates the
derived temperature-rate relationship using thevabpolynomial, while the
coefficients of the regression are representecalnel6.8.
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Figure 6.11 Pre-reproductive rate of development impterousS. avenae in response to
temperature (Source: Dean, 1974a).

Coefficient Value
P1 -0.1688
P, 0.0327
Ps3 -0.0014
P4 1.9e-5

Table 6.8 Polynomial coefficients used in the caltation of the prereproductive period of S.
avenae.
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6.2.12 Crop growth

Cereal crop development is driven by temperatuce qrantified as growth stages
(GS) in accordance with the Zadoks growth scald(kset al, 1974). Data to
describe the development of spring barley (cv. @agm conjunction with the daily
minimum and maximum temperatures were acquired aDaturtesy of Shane
Kennedy, Teagasc) for three sites in Ireland (®@arM/exford and Cork) for 2011
(Figure 6.12). Degree days were summed using afLd°@ for each of the three
sites, to provide a measure of the thermal energhe system. Development was
quantified using the Zadoks scale (Zad@ktsal, 1974) for cereals and regressed
against the cumulated degree days (CDD) for eaclithefsites using a cubic
polynomial as in Equation 20, where x is the CDD &dditional regression was
executed on the collapsed data for all three sikash of the four derived models
were used to simulate the growth stages for tles sitdividually, and then assessed
for their goodness of fit using the SSE (sum ofasga due to error), RMSE (root
mean square error) and MAE (mean absolute errabl€l6.9). For each site, the
site-specific GS model performed best by minimisihg error between modelled
and observed data. Overall however, the collapsadem(which used the data from
all three sites) was the most consistent in mirimgishe errors across all of the sites
collectively (see Table 6.10 for coefficients). Rbis reason, a pragmatic approach
was taken, wherein the collapsed model was utilisedder to render the GS model
more spatially generalised while simultaneouslyntaning a satisfactory fit to the
data. The model fit to the data is illustrated igufe 6.13.
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Figure 6.12 Location of three spring barley sites

Wx model Ck model Cw model Collapsed model
WX 363.9964 521.6343 937.7 482.6209
4.627262 5.539348 7.426899 5.328176
Cw 798.6019 325.8173 232.8888 339.425
6.8539 4.3779 3.7012 4.4684
Ck 428.6139 253.7829 380.9376 263.7782
5.3455 4.1133 5.0394 4.1934

Table 6.9 Error associated with each of polynomiatquations fit to site-specific and collapsed
GS data for Wexford (Wx), Cork (Ck) and Carlow (Cw). SSE is in the blue rows. RMSE is in
the white rows.

P, P, Ps P, R°

-2.3921e-08  5.0981e-05 0.0378 0.3684 97%

Table 6.10 Polynomial coefficients utilised to desbe the relationship between DD and crop GS
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Figure 6.13 Observed Zadoks crop GS in response @DD at three Irish sites in 2011 with a
fitted polynomial model using GS data from all three sites

In order to ensure that the polynomial was in fadtiust enough to describe GS
progression for barley crops, an additional ye@12) of GS data was obtained for
the same three sites and the model was testetsfadiherence to the observations.
GS data was plotted against its corollary CDD, wiithe combined model was
plotted for every CDD point, in an effort to detene how well it approximated the
data. Overall the model represented the observed @&l over the three different
locations, considering that the model is non-giteetfic (Figure 6.14). As a ‘higher
level’ test of the skill of the combined GS modelvas applied using site-specific
CDD (as input to the combined model) for each efitiree sites and it's adherence
to the observations assessed. The model perforaréidyarly well for the Wexford
and Carlow sites (Figure 6.15), however the ersmoaiated with the Cork site is
larger than for the other two (Table 6.11). Desflieefact that the GS model was not
designed to be site specific, generally it perfatmeell when applied at a site-

specific level.
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Figure 6.14 Observed Zadoks crop GS in response &DD at three Irish sites in 2012 with the
fitted polynomial model derived using GS data fronthree sites in 2011
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Figure 6.15 Observed 2012 Zadoks crop growth stagés three Irish sites vs fitted GS
polynomial

Collapsed model
Site SSE RMSE
Wexford 161.9189 3.8367
Carlow 364.3971 5.1018
Cork 1196.3511 10.4288

Table 6.11 Error associated with the utilisation othe fitted GS model against site-specific 2012
GS data for Wexford (Wx), Cork (Ck) and Carlow (Cw). SSE is in the blue rows. RMSE is in
the white rows.

6.2.13 Tiller numbers

Past models have utilised different approacheshiemproduction of tiller numbers;
including choosing a static number of tillers pmit area (Kluekeret al, 2009;
Zhou et al, 1989), as well as using the actual recorded fidler data recorded
(Carter, 1985; Skirvin, 1995). A major limitatiosing either of these approaches is
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the explicit incorporation of tiller numbers in thpFoduction of the final model
output metric: ‘aphid per tiller’. This unit of mearement is highly influential in the
final model calculation of the level of aphid inf&son; and as a result necessitates
temporally representative counts. The attainmenthef metric was complex, as
multiple factors impact the potential number dkt# (per unit measurement) in any
one year, and the utilisation of a fixed numbenad a realistic representation of
what occurs in the field over a season. Consequeattiller model based on Irish

field data was developed for use in SAVA4.

Tiller count data was gathered in 2011 from spbagey (cv. Quench) at the same
three sites (Figure 6.12) from which the GS data wellected (Data courtesy of
Shane Kennedy, Teagasc). A subsample of tillersooaated from a quadrat of 6 x
1m row lengths, taken in the field at each sit@s&ithree replicates. The tiller data
was plotted, which suggested that the ‘shape’ ef flot for tiller numbers was
approximately the same for all three sites. Assalteall of the data from the three
locations was collapsed into one dataset. Whileethmts were slightly erratic at the
beginning of the growing season, the peak usuaktywed towards the end of May
followed by a decline as the crop moves into stgtaresion. Tiller numbers levelled
off approaching harvest, however a late ‘flushtildérs also appeared to occur. The
data was analysed for the ‘best’ type of model éscdibe tiller numbers, and a
fourth degree polynomial was chosen and fit to ts#a (Figure 6.16). The
relationship between GS and tiller numbers wasdaorbe significantd=0.05) and
the newly parameterised model was plotted agamastpendent tiller data from 2012
to illustrate how well it described the observasiqfigure 6.17). The spread of the
data between sites was not considered to be iealever the model validation
using the 2012 data produced reasonable outputsn wdoenpared with the
observations. As a result, this approach was cersitlan improvement on the use

of static tiller numbers and was incorporated thi overall model.
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6.3 Conclusions

The use of simulation models to describe the pajmalynamics of aphid pests has
been widely established as a useful tool for hgitting the underlying processes of
pest/crop systems. The model described here i§irdiestep in an Irish context to
describe the life cycle &. avenadn spring barley in response to future temperature
projections. While complexity does not necessagyate to skilfulness, the sparsity
of data for the Irish domain necessitated a nowel @mpirical-based approach to
modelling the aphid’s dynamics. The assumption thkttionships derived between
aphids and temperature in the UK are similar tos¢hn Ireland, facilitated the
partitioning and quantification of various portion§ the hemipterans lifecycle in
such a fashion that each compartment can dynamica#ract with the next on a
hourly/daily timestep. This iterative quality eneblthe model to simulate how the
aphids respond to both temperature and host cnaudhout a season. The next
chapter will progress this analysis, by describthg validation and sensitivity
analysis of SAV4, before the incorporation of tenaere projections as model input

in an Irish context.
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CHAPTER 7

VALIDATION

7.1 Introduction

Due to the fact that no universal convention existtest the validity of ecological
models, Rykiel (1996) stated the importance ofrdefj the validation criteria for
individual models as a precursor to any modellioggvaly. The principle validation
criterion for the current work is concerned withsessing SAV4's ability to
reproduce observed behaviour in real aphid pomuratiThe model described here
has a number of predefined purposes or performaegeirements: (1) To
adequately represent the structure of the domicamsal relationships that shape
avenaés population dynamics. (2) To serve as an indicatd the potential
directionality and magnitude of response in Irishpgations ofS. avenaeto
changing temperature as a result of climate chg@yd.0 emphasise the importance
of data to modelling endeavours such as the curesearch, as well as the highlight
the existing knowledge gap regarding pest monigprm an lIrish context. (4) To
promote discussion on potential adaptation stratetp projected changes in Irish
pest populations as a result of climate changerder to confirm that SAV4 does in
fact meet the performance requirements above, meeldication and validation
was carried out. In the context of this researetidation is taken to mean that the
model described in this work is ‘acceptable foriittended use because it meets
specified performance requirements’ (Rykiel, 1926)2 Following on from the
validation, the model was subjected to a sengptigitalysis in order to assess if
SAV4 was sensitive to specific input parameters| érso, why these sensitivities
were occurring. This approach also serves to qualdifich parameters merit further

efforts in data collection in future applicatiorfstioe model.

7.2 Verification

Verification of the model is the process of deterimg that firstly, the model
correctly represents the programmer’s conceptuabdeinmf the system; and

secondly, that the physical logic of the program.(the code) is functioning as
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intended. The first part of the verification (inghparticular case) is implicit in the
construction of the model, given that that bothabeceptual model and the program
were designed and written in conjunction with oneother. Submodels were
programmed according to the specifications of theceptual diagram illustrated in
Chapter 6 (Figure 6.1), ensuring that both the eph@l and the mechanical aspects
of the model were coordinated. The second parthef \erification procedure
involved checking that the numerical algorithmsoirporated in the model were
calculating variables correctly. This part of therification process essentially
equates to ‘debugging’ the model, which was caraetliteratively throughout the
construction of the model using a variety of tecless to verify calculations and

built-in error checks in the code.

7.3 Conceptual validation

The conceptual validity of the model is concerneidhwhe justification of the
abstractions of reality within the model i.e. thia¢ relationships that comprise the
conceptual model, do in fact describe the systemtefest. Much of this part of the
validation is concerned with referencing the appeip sources that é&fine
behaviours, relationships, characteristics, anadgs®es’ (Livet al, 2011:153) for the
system to be represented within the model. Thefseereces were stated throughout the
description of the model in Chapter 6. Furtherifigsttion is required however, for
facets of the system’s behaviour which are knowexist, but are omitted intentionally.
Omissions such as these can technically rendemaeptual model false or invalid,
owing to their known involvement in ecological ftion. For example, the current
model has omitted all natural enemies/predatorggtirom the conceptual model. This
omission is justified when the uncertainties sundhog their effects are considered
(outlined in chapter 3). While it is accepted thia¢ current model could potentially
benefit from the inclusion of an accurate natuma¢raies submodel, the sparsity of
monitoring and consumption-rate data on both aonatiand international level could
diminish the potential usefulness of such an inolusissues regarding the limited
amount of data regarding the searching and handiteg of beetle predators has been
highlighted by Skirvin (1995). Ultimately, the faittat theability of natural enemies to
act as a regulatory biological control & avenaehas not been conclusively

145



established provides reasonable justification fsr exclusion and simultaneous

maintenance of a robust conceptual validation.

7.4 Operational validation: Modelled GS

This portion of the validation procedure is conesnwith how well the model
reproduces the aphid system. The assessment ofl-slallles carried out by
comparing model-derived measurements with realdvonheasurements, and
assessing how accurately they correspond. No $eiitktta was available in an Irish
context, so data used in the original SAM7 modelr{€, 1978; Cartest al, 1982)
was utilised, owing to its suitability for this tgpf study .i.e. daily measurements of
aphids in field. This approach also had the addedefit of facilitating direct
comparison between the current model and previoodeta (SAM7 and Skirvin's
(1995) model: SACSIM), allowing for an assessmehSAV4's performance in
relation to the previous two. Field count data @&alp numbers ofS. avenae
(measured in numbers per tiller), along with thairig and magnitude of peak
numbers were the chosen metrics to evaluate thabdap of SAV4 to reproduce
population dynamics in-field. Field data used ia talidation of the original SAM7
model in Norfolk from 1976-1979 was digitised (ugiplot digitising software
(Huwaldt, 2014)), along with published observed aimulated winter wheat GS
data (Carteet al, 1982; Carter, 1978) for use in the current \&lwh procedure.
Other data incorporating a measure of the peak mwsftbming of aphids was also
identified and maintained for utilisation in thelidation (Entwistle and Dixon,
1986). One year of Rothamsted-derived data usédkeivalidation of SACSIM was

also digitised for analysis later in the chapter.

The validation of SAV4 has two main componentssiiyr to investigate how well it
performs in relation to the field observations a®tondly, to test how well the
model performs in comparison with previous modé€larfer, 1978; Skirvin, 1995).
This first section will compare the outputs betw&&M7 and SAV4 in an effort to
identify which model is more skilful in reproducirtige field observations. In order
to facilitate a fair comparison between SAM7 andV8Ait is imperative that the
same input data that was previously utilised isiuseanitiate the current model. For
this reason, daily aphid catches from the Broonra kaction trap in Norfolk were
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obtained from Rothamsted research facility, whdenperature data was obtained
from the BADC database (2014) for the local MIDASt®n in Norfolk (Morley St.
Botolph, SRC 1D:422). The final input required waep GS data. Carter (1978) and
Carter et al (1982) provided two separate approaches to nindelGS’s for
Norwich: (1) Equation 21: A single polynomial basaad 1977 field data. Equation
22 and Equation 23: two separate linear regressamnployed for different GS
segments. Carter (1978) stated that Equation 2&restimated crop growth early in
the season and offered Equation 22 and Equatias 28ternatives (where Equation
22 is used for GS 30-50 and GS 70 onwards, whileakogn 23 describes GS 30-50).
Carteret al (1982) later stated however, that Equation 21 fia®r purpose and
provided graphs illustrating the fit of this polyn@l to field data.

GS = 0.173 « CDD — 0.000125 * CDD?

+26.336 Equation 21
GS:30-50 & >70 GS =27.92+0.11 «CDD Equation 22
GS: 50-70 GS =3596+ 0.1 «CDD Equation 23

Both approaches were tested for their ability tweate the data published in Carter
et al (1982:36), in order to ensure that the same mioghelt was utilised here (e.g.
Figure 7.1 and Figure 7.2). While Equation 22 awngdfion 23 appear to improve
the issue of underestimation of the GS early ingteving season in Equation 21,
the model does not capture the GS well in the midigh GS’s (GS 50 upwards).
Upon further examination of the remaining yearsdata, it appeared that this
underestimation was consistently occurring. As a8aultg the modelled GS'’s
presented in Carteet al (1982) were digitised, in order to ensure comrsisy
between the GS inputs for both SAM7 and SAV4. SAMs ran using the suction
trap catches, daily temperatures and digitised fetl€&sS’s as input from 1976-
1980, and the output compared with both SAM7 ougnd the observations on an
annual basis. This approach assured a fair congpab&tween the models, by
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ensuring that any changes between the outcomesdvieub result of the internal
dynamics of the models, and not the initialisinguhdata.
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Figure 7.1 Digitised Zadoks GS data vs Carters pohomial GS model (Equation 21)
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Figure 7.2 Digitised Zadoks GS data vs Carters GS odel (Equation 22Equation 23)
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7.4.1 Norfolk 1976: Digitised modelled GS

Two fields of observations were used for 1976, bofttwhich were cultivar (cv.)

Maris Huntsman (MH). Figure 7.3 and Figure 7.dstrate the outputs from SAV4
on a daily timestep, as well as the digitised fighdervations and the original output
from SAM7 for 1976. A slightly different set of melied GS data was available for
each field, so both datasets were used to tespditential difference in model

outcome as a result. Carters reduced-predationlaiom output was chosen to
compare against SAV4 in both instances, as it wassidered the most directly

comparable to SAV4 (since it does not employ a g@tied subroutine).

SAV4 performed reasonably well, providing supefibito the data in comparison
with SAM7 in field 1 (cv.MH) (Figure 7.3). The timg of the peak was predicted
correctly; however the magnitude of the peak wasrestimated by approximately
35 aphidsttiller. This constitutes an improvement gredictive capacity when
compared with SAM7 (Table 7.1) whose peak day wasdetestimated by 5 days,
while the peak number was overestimated by apprabeiyn 46 aphidsttiller. The
same outcome occurred in field 2 in 1976 (alsoMM), with SAV4 outperforming
SAM7 in relation to both peak and magnitude (Figufel). Both models
overestimated the observed peak number of aphieis{fTable 7.2). The ability of
SAV4 to predict the timing of the peak event in thve separate fields (despite inter-
field variation in GS inputs) suggests that the elad not overly sensitive to very
slight changes in GS input. However, the differemcpeak magnitude between the
two fields highlights the fact that the GS is im{ag dynamics as expected.
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Figure 7.3 Comparison of in-field aphid observatios from 1976 in field 1 (cv. MH) in Norwich,
with output from SAV4 and SAM7 using GS model outptifrom Carter et al. (1982).

Data Source Peak day (JD Peak numbel

Observation 182 47.5
SAV4 182 82.1(+34.6
SAM7 177 +5) 92.6 (+45.1

Table 7.1 Summary of validation outputs for 1976 (feld 1) using modelled GS (offset in
brackets).

150



90 I T T T
—%— 1976 Observations: Maris Huntsman /\
SAV4 1976 |

80H SAM7 Reduced predation 1976 4 i

70

e (4] [e}]
o o o
T T T

Aphid per tiller

w
o
T

20

10F

0
100 120 140 160 180 200 22(
JD

Figure 7.4 Comparison of in-field aphid observatios from 1976 in field 2 (cv. MH) in Norwich,
with output from SAV4 and SAM7 using GS model outptifrom Carter et al. (1982).

Data Source Peak day (JD Peak numbel

Observation 182 51.¢
SAV4 18z 69.9 (18
SAM7 177 5) 87.2 (35.3

Table 7.2 Summary of validation outputs for 1976 (feld 2) using modelled GS (offset in
brackets).

7.4.2 Norfolk 1977: Digitised modelled GS

Two fields were also used in the analysis for 183ing modelled GS input. Figure
7.5 and Figure 7.6 illustrate the output from twtfedent fields of winter wheat
(cv.Maris Freeman (MF) and cv. MH). Once againheafcthe cultivars displayed
an offset in growth patterns to each other, soai$ Weemed appropriate to test how
SAV4 would respond to these differences. In boesathe peak day was accurately
described by SAV4, while SAM7’s estimation was ldtg two days. SAM7’s
prediction of the magnitude was closer to the olekrthan SAV4 in both cases.

SAV4 in comparison; underestimated the peak madaity approximately half in
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both field cases. The slight differences in crop @&islated once again, to only
negligible differences in SAV4 magnitudes betweeids, while the differences

between SAM7’s output was slightly more pronounced.
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Figure 7.5 Comparison of in-field aphid observatios from 1977 in field 1 in Norwich, with
output from SAV4 and SAM7 (cv. MF) using modelled G.

Data Source Peak day (JD Peak numbel

Observation 19:¢ 66.5
SAV4 19¢ 38.4 -28.1
SAM7 195 (+2 74.1 (+7.6

Table 7.3 Summary of validation outputs for 1977 (feld 1) using modelled GS (offset in
brackets).
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Figure 7.6 Comparison of in-field aphid observatios from 1977 in field 2 in Norwich, with
output from SAV4 and SAM7 (cv. MH) using modelled (8.

Data Source Peak day (JD Peak numbel

Observation 19¢ 89.2
SAV4 193 1) 39.6 -49.7
SAM7 195 (+2 88.1+-1.2)

Table 7.4 Summary of validation outputs for 1977 (leld 2) using modelled GS (offset in
brackets).

7.4.3 Norfolk 1978: Digitised modelled GS

Only one field was utilised in the analysis for 89in Norwich (cv. MH). Both
SAV4 and SAM7’s projected the same peak day (T@lb¢ which were both 6 days
early in comparison with the observations. The ole®nal ‘peak day’ (JD 215) in

this year could be viewed with some dubiety, int the peak number for this day is

almost identical to the aphid/tiller recorded on2I® (aphid/tiller value: 4.99). As a

result, the identification of a ‘peak day’ is caasted to be based on extremely

small population differences between days. If thést have any error associated

with them (which is highly possible in biologicampling), the peak day may very
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well be shifted backwards by 9 days. Such a shifguld improve the
correspondence between the current model and genaiions for this year. SAV4
calculated the magnitude of the population moreuetely than SAM7, with a
difference of 1.3 aphidst/tiller between modelledl abserved (compared with an
offset of 11.6 for SAM7). This year was categorigsathin SAV4 as a ‘cold regime’
year. The number of aphids in the spring migrati@s also small, which explains
why the observed numbers are relatively low. Fer riost part, SAV4 appears to

have correctly assimilated both of these facts.
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Figure 7.7 Comparison of in-field aphid observatios from 1978 in Norwich, with output from
SAV4 and SAM7 (cv. MH) using modelled GS.

Data Source Peak day (JD Peak numbel

Observation 21t 5
SAV4 209 -6) 6.3 (+1.3
SAM7 209 +-6) 16.6 (+11.6

Table 7.5 Summary of validation outputs for 1978 uag modelled GS (cv.MH) (offset in
brackets).
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7.4.4 Norfolk 1979: Digitised modelled GS

Data from only one field of winter wheat was avhi&afor analysis this year. Aphid
immigration did not occur until very late in theasen (JD 184), which meant that
alighting individuals were arriving in the crop whéhe simulated GS’s were at a
much later stage of development than they woulthleetypical year. Furthermore,
this year was classified by SAV4 as a ‘cold regimypear, which probably served to
limit the thermal energy available for developmenboth those individuals in-field

and the crop. This translated within SAV4’s outfdot a scenario where the
population dynamics did not have the opportunity‘aild up’, resulting in a

misrepresentation of the magnitude. SAM7’s outpas wloser to the observed in
both timing and magnitude of the peak in this yéaable 7.6) with SAV4

underestimating the peak day by 3 days and the peatber by approximately 5

aphidsttiller.
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Figure 7.8 Comparison of in-field aphid observatios from 1979 in Norwich, with output from
SAV4 and SAM7 (cv. MH) using modelled GS.
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Data Source Peak day (JD Peak numbel

Observation 20¢ 5.2
SAV4 205 -3) 0.4 5.1
SAM7 207 1) 1.9 (-3.6)

Table 7.6 Summary of validation outputs for 1979 uag modelled GS (cv.MH) (offset in
brackets).

7.4.5 Norfolk 1980: Digitised modelled GS

Interpretation of this year’s output must be trdatgth caution, as the suction trap at
Brooms barn did not trap intermittently between 148 of May and the % of June
that year. As a result, the aphid catch-data inprgsncomplete, which modifies the
input to the model ultimately impacting its ability replicate the observations. If
allowances/modifications were made in previous wedarding the catch data for
SAM7, they were not explicitly outlined (Carter,78 Carteret al, 1982), which
renders the comparison between SAV4 and SAM7 umdigi#e. To complicate the
situation further, only one set of GS data was lesty digitisation; while two fields
of aphid sampling data (using two different cults)awere available. Which field of
aphid data was associated with the GS data availebs not clear, and as a result
SAV4 was ran (using available catch data) basedrdy one set of modelled GS
and the output compared against both fields of.daf/4 appears to fit the MH
observations better than the MF field data (Figu@. If one is to assume that the
GS data was derived from the MH field, then thekpéay was underestimated by
SAV4 by 5 days, but the magnitude of the peak wasiate. SAM7 was closer to
the observed peak day in both cases; however ttestimated the magnitude by
more than double for MH and by a factor of 7 for Kable 7.7).
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Figure 7.9 Comparison of in-field aphid observatios from two fields in 1980 in Norwich, with
output from SAV4 and SAM7 using modelled GS: (a) cvMH (b) cv. MF

Data
Source Peak day (JD) Peak number

Obs 192™ | 197™9 50.4M" | 15.6™"
SAV4 187 (-5 to 10) 49.7 (-0.7 to 34.1)

SAM7 189™7(-3) | 190™7 (-7) | 111.6™" (+61.2) | 108.5™7(+92.9)

Table 7.7 Summary of validation outputs for 1980: NH and MF (offset in brackets).

7.4.6 Discussion: SAV4 using modelled GS data

The previous section illustrated the comparisorwbeh SAV4 and SAM7 using
simulated GS data from the work of Carétral. (1982). The number of occasions
when SAV4 outperformed SAM7 in its predictive capagusing the metrics of
peak day and peak number) were quantified in coisgramith the number of times
that SAM7 surpassed SAV4 (Table 7.8). This comparislustrated that overall,
SAV4 represented an improvement on SAM7. Corratasinalysis was also carried
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out using the observed and modelled peak metricerder to statistically quantify
the skill of each of the models in comparison te @mother (Table 7.9). 1980 was
excluded from the analysis owing to the data cocagilbns outlined in section 7.4.5.
Both Pearsons r §r and Spearmans rhog)(rwere calculated as measures of
correlation between each of the peak metrics amd dihserved valuess was
considered to be more appropriate in this instaoa@ng to its lack of assumptions
regarding the distribution of the data, as welita$ack of sensitivity to outliers. This
analysis indicated that SAV4 was as skilful as SAAitalculating the timing of the
peak (with perfect rank correlation as quantifigdrd), however it did not improve

upon SAM7’s peak number projections.

SAV4 SAM7
Year Peak day | Peak numbel | Peak day | Peak numbel
1976 (1) 1 1
1976 (2) 1 1
1977 (MH) 1 1
1977 (MF) 1 1
1978 1
1979 1 1
1980 1 1
Total 4 4 2 3
Overall total 8 5

Table 7.8 Quantification of events where improvemes in predictive capacity were made for
both SAV4 and SAM7

Metric (R?) SAV4 () | SAM7 (rp) | SAV4 (r SAM7 (rJ)
Peak day (n=6) .99 .97 1 1
Peak numbel 56 87 43 54
(n=6)

Table 7.9 Correlation analysis results for comparisn between SAV4 and SAM7 using modelled
GS data.
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7.5 Operational validation: Observed GS

Analysis of the modelled versus the observed G§ flatn Carteet al (1982) work
highlighted the fact that the GS model utilised was always a good representation
of the observations. As a result, the observed &8& \were used as input to SAV4, to
test if the model simulations are improved wheneragcurate GS data is provided.
The next part of the validation is an independest bf the mechanics of SAV4 and
its ability to produce realistic outcome (as opmb$® a comparison with SAM7).
The utilisation of (mostly) observations as moadhwgdut, facilitates a level of ‘error
accounting’ within the model; wherein the erroritglly associated with modelled
inputs is reduced, leaving only the error assodiat&h the model-mechanisms,
natural variability and digitisation technique. SAWas ran using the suction trap
catches from Brooms barn, daily temperatures arskrobd GS’s as input from
1976-1980. The output from SAV4 was then comparél the observations on an
annual basis to assess if the ability of SAV4 tpreduce aphid dynamics is
improved when accurate GS data is utilised. SAMpuatis included in each of the
graphs for reference, but it is important to ndtattthe SAM7 output has been

produced using modelled GS data, not observed.

7.5.1 Norfolk 1976 Observed GS

Figure 7.10 and Figure 7.11 illustrate the outduisn SAV4 on a daily timestep
using the digitised observed crop GS data, as a®lthe field observations and
original output from SAM7 for 1976. Once again, ttr@ps in each of the fields
progressed at slightly different rates, so both ewesed to test the potential
difference in model outcome as a result (a summoampe output can be found in
Table 7.10 and Table 7.11). SAM7 provided a moreigate timing of peak day than
SAV4 in both fields (by two days). The directionplof the offset was different

however, with SAM7 underestimating the timing ok tpeak day, while SAV4

overestimated the timing of the event. The magmeitafithe peak numbers for this
year in both fields was well described by SAV4'stpui (discrepancy of

approximately 5 aphids in field 1 and just 1 aphidield 2), but was overestimated

by SAM7 (difference of approximately 45 aphidséilin both model runs).
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This outcome for SAV4 is different from the scepawhere modelled GS was
utilised (Section 7.4.1), where slight betweendfidlifferences in the crop GS
elicited only a small response in magnitude. Iis itase, the use of observed GS’s
(which were considerably different from the mod&lleounterparts) served to
significantly alter the projected peak day in SA¥#utput for both fields (Figure
7.10 and Figure 7.11), illustrating how large diieces in GS input can induce quite
different overall model results. This fact highliglthe importance of the accuracy of
the GS data, as the crop GS influences reprodueationmorph determination (both

of which exert a fundamental influence on the papoah dynamics).
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Figure 7.10 Comparison of in-field aphid observatias from 1976 in field 1 (cv. MH) in
Norwich, with output from SAV4 and SAM7 (incorporating reduced predation to make it more
comparable with the current work).

Data Source Peak day (JD Peak numbel

Observations 18~ 47.t
SAV4 189 (+7 52.3 (+4.8
SAM7 177 (-5) 92.€ (+45.1

Table 7.10 Summary of validation outputs for 1976Kield 1) using observed GS’s (offset in
brackets).

160



90

SAV4 1976
———— SAM7 1976: Reduced predation

T T
—#— 1976 Observations: Maris Huntsman (\

80 H

70+

60

T

40

Aphid per tiller

T

20

0 ——
100 120 140 160 180 200 220
JD

Figure 7.11 Comparison of in-field aphid observatias from 1976 in field 2 in Norwich, with
output from SAV4 and SAM7 (incorporating reduced predation to make it more comparable
with the current work)

Data Source Peck day (JD) Peak numbe

Observations 182 51.¢
SAV4 189 (+7 52.7 (+0.8
SAM7 177 -5) 87.2 (+35.3

Table 7.11 Summary of validation outputs for 1976Kield 2) using observed GS's (offset in
brackets).

7.5.2 Norfolk 1977 Observed GS

SAV4 performed well in both fields, projecting tipeak day accurately in both
cases. These results constituted an improvemepgahk day outputs, compared with
when modelled GS data were employed (Table 7.12Tabte 7.13). The magnitude
of the peak was reasonable in both MF and MH (diffee of 11 and 14 aphidsttiller
respectively); however the simulated magnitude pced by SAM7 was closer to

the observations (difference of 8 and 3 aphidsrtitespectively). Once again, the
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differences in the rate of growth in both fieldsrevenanifested in slight differences

in magnitude between the two fields.
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Figure 7.12 Comparison of in-field aphid observatias from 1977 in field 1 in Norwich, with
output from SAV4 and SAM7 (cv. MF).

Data Source Peak day (JD Peak numbe

Observations 19¢ 66.5
SAV4 19¢ 77.4(+10.9
SAM7 195(+2) 74.1(+7.6

Table 7.12 Summary of validation outputs for 1977MF
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Figure 7.13 Comparison of in-field aphid observatias from 1977 in field 2 in Norwich, with
output from SAV4 and SAM7 (cv. MH)

Data Source Peak day (JD Peak numbe

Observations 19¢ 89.:
SAV4 193 75.5 -13.8
SAM7 195 (+2 88.1-1.2)

Table 7.13 Summary of validation outputs for 1977MH (offset in brackets).

7.5.3 Norfolk 1978 Observed GS

As in section 7.4.3, aphidsf/tiller and GS data wly available for digitisation from

one field of winter wheat in the Norwich study aned 978. The simulated timing of
the peak day is improved using the observed G$icied the discrepancy between
modelled and observed to just three days (Figuké)7While the magnitude of the
peak event does not constitute an improvement emtbdelled GS scenario, the

peak number is still well captured (Table 7.14).
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Figure 7.14 Comparison of in-field aphid observatias from 1978 in Norwich, with output from
SAV4 and SAM7 (cv. MH)

Data Source Peak cay (JD) Peak numbe

Observations 21t 5
SAV4 212 -3) 7.3 (+2.3
SAM7 209 -6) 16.6 (+11.6

Table 7.14 Summary of validation outputs for 1978MH (offset in brackets).

7.5.4 Norfolk 1979 Observed GS

Once again, only a single field of winter wheat \@&ailable for this year’s analysis.
SAV4 overestimated the timing of the peak day da@s in this case which is less
accurate than the peak derived using modelled @G8I€T7.6). The use of observed
GS data constituted an improvement in the projestagnitude of the peak however
(Figure 7.15).
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Figure 7.15 Comparison of in-field aphid observatias from 1979 in Norwich, with output from
SAV4 and SAM7 (cv. MH)

Data Source Peak day (JD Peak numbel

Observations 20¢ 5.5
SAV4 214 (+6 3.8 +-1.7]
SAM7 207 1) 1.9 3.6,

Table 7.15 Summary of validation outputs for 1979MH (offset in brackets).

7.5.5 Norfolk 1980 Observed GS

The problems associated with the data for this yeer already been outlined in
section 7.4.5. Maintaining the assumption that @& data is describing the MH
crop, the use of observed GS does not improvereitigtric in this case. The peak

day is underestimated by a week, while the magaits@ff by about half.
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Figure 7.16 Comparison of in-field aphid observatias from two fields in 1980 in Norwich, with
output from SAV4 and SAM7 using modelled GS: (a) cvMH (b) cv. MF

Data Source Peak day (JD Peak numbel

Observations 192 ™M™ 197™") 50.4M7 15.6™M")
SAVA4 18E (-7 to 12 21.2(-29.1t0 5.7
SAM7 189 ™™ 190™F) 111.6MY  108.5M")

Table 7.16 Summary of validation outputs for 1980MH and MF (offset in brackets).

7.5.6 Discussion: SAV4 using observed GS data

The use of the observed GS data improved the pi@jscin the majority of model
runs (mostly in relation to the magnitude of thalge Correlation analysis was
carried out on the output from SAV4 and comparetth \previous output when less
accurate GS data was utilised. While both thand the ywere reduced slightly in
relation to the peak day, the peak number statigdic vastly improved with the use
of observed data, resulting in a statistically sttmodel (Table 7.17). This serves to

highlight the importance of using a GS model whghs accurate as possible.
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SAV4 (CGS) | SAV4 (CGS) | SAV4 (OGS) | SAV4 (OGS)
Metric (R?) (rp) (ro (rp) (ry
Peak day (n=6) .99 1 0.95 0.94
Peak number (n=6) .56 43 0.96 0.88

Table 7.17 Correlation analysis results for compagon between SAV4 using modelled GS data
(CGS) and SAV4 using observed GS (OGS) data.

Naturally, the use of observed GS data is not ptessn cases where future
projections are required. For this reason, ond fitep was taken in the validation of
SAV4 using the Norfolk data. All of the digitisedSGlata was regressed against the
CDD for Norfolk (based on the minimum and maximwmperatures) in an effort to
provide an improved GS model, from which furthesjpctions could be derived for
comparison against the remaining peak aphid data f1981-1984 (Entwistle and
Dixon, 1986). SAV4 was ran using this new GS poiyied model which is of the

form:

GS =p(x) = Pix> + Px* + P3x + Py Equation 24

Where P1, P2, P3 and P4 (Table 7.8) are coeffeiemd x is the CDD. A
comparison of the new GS model with Carters origia&@ model (Equation 14), as
well as the observed GS’s can be viewed in Figuté.7A visual comparison of the
new GS model and Carters original GS model ag#iiresbbservations suggests that
the new model constitutes an improvement on Ca@&snodel. The results from
this final model run for Norfolk using Equation 2dn be viewed in Figure 7.18. The
output from SAV4’s ‘model start’ (i.e. the simuldtdD of first aphid catch) routine
is also included in Figure 7.18a in order to tds# explanatory power of the
subroutine in a different spatial area to wheredhginal algorithm was developed
(the original data source being Rothamsted). SA¥&ogpmed well in this task,
bolstering the assumption that aspects of the gyolof S. avenaeare indeed
transferable between different geographic locatioased on thermal dependencies.
Overall, SAV4 performed well, particularly regardinhe predictions of peak day
(Figure 7.18b). 1980 and 1981 are notable, in thatmagnitudes of the observed
and simulated peaks are significantly differente Thscrepancy regarding 1980 can
be explained owing to the data issues outlinediezam the chapter. 1981 has
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previously been highlighted as an atypical yearemsim high aphid immigration
does not translate to high aphid peaks in the citopppears that SAV4 did not
capture the intricacies of the population’s ‘ratenzrease’ during flowering, which
is extolled by Entwistle and Dixon (1986) as impottduring anomalous years such
as this. Overall however, SAV4 provided reasonablput when compared with the
observations (Figure 7.18).

P1 P, Ps P, R°

0.000000 0.000654 0.450646 -12.539525 96%

Table 7.18 Polynomial coefficients utilised to desbe the relationship between DD and crop GS
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Figure 7.17 Comparison of Equation 24 polynomial (i&n), Carters GS model (Carter GS)
(Equation 14) and GS observations (Obs) from 197®t1980 inclusive.
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Figure 7.18 (a) Modelled and observed (Obs) startay, (b) peak day (measured in JD) and (c)
peak number of aphids annually from 1976-1980 in Navich.

7.5.7 Operational validation: Rothamsted

The final part of the validation procedure was @ned with the output from SAV4
in a different geographic area. One year of fadth from Rothamsted was available
from Skirvin's (1995) validation procedure in 1994is part of the validation, while
brief, serves to provide some indication of how SAs6mpares to Skirvin’s (1995)
model (SACSIM), as well as the potential skill oA\ in a different location to
above. Once again, the field data was no longatadba in its raw format, so it was
digitised from Skirvin’s (1995) work. Suction tragatches from Rothamsted were
used to ‘seed’ the model with initial aphid numbevkile minimum and maximum
daily temperature data derived from the Rothamstedther station (BADC, 2014)
were used to drive the model. Suction trap data wsasl as opposed to simulated
catches, in recognition of the fact that the stettha&lement of SAV4 would serve to

provide a large range of potential outcomes, asosgp to the desired single
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population trajectory for that specific year. Fertmore, the comparison of SAV4
with Skirvin's (1995) model (SACSIM) was deemed es=sary in order to assess
which model was more skilful in reproducing the etvaitions (SACSIM also used
observations as input for the validation, whichilfiates the direct comparison of the

models).

Regrettably, the GS input data used in SACSIM mgéw exists; which hampers the
direct comparison of SAV4 and SACSIM. Skirvin's 969 Fortran code reflects the
use of the same GS model that Carter (1985) us=piteé Carter (1978:57) having
previously stated that this polynomial regressiasda on the year 1977 was not
adequate. As a result, this GS model (Equationwy used in the comparison of
SAV4 against the Rothamsted observations and SACS$Mg the T of January as
the starting point for accumulation of DD (usingaker and Gilbert's (1976)
algorithm). Since no GS observations were repoftedl994 in Rothamsted, the
model output could not be checked for inconsisesiealidated. Figure 7.9
illustrates the output from SAV4 for 1994 in Rotheied. SAV4’'s peak day
projection was slightly closer to the observatitmn SACSIM, while the peak total
numberftiller was higher than SACSIM (Table 7.189th models overestimated this
metric by more than an order of magnitude. As alfstep, the improved GS model
outlined in Section 7.5.6 was used as input to SIM;$0 assess the impact on the
final output. The output (Figure 7.20) is summatise Table 7.20. The improved
GS model had no effect on the peak day projectionvever the magnitude of the
peak dropped significantly in the direction of tbhbservations. This resulted in
SAV4 outperforming SACSIM in both aphid metrics. Wwkver, without GS
observations, it is not possible to test if SAV4oistperforming SACSIM for the
right reasons. If the assumption is made howelet, it is appropriate to accumulate
DD from the £ of January to describe resulting crop GS’s, thewdeptable to state
that SAV4’s output constitutes an improvement onCSMM, based on the limited

observations available.
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Figure 7.19 Comparison of in-field aphid observatias from 1994 in Rothamsted, with output
from SAV4 and SACSIM using Carter’s GS model (Equaibn 14).

Data Source Peak day (JD Peak numbel
Observations 18¢€ 14

SAVA4 178 +8) 70.€ (+69.5

SACSIM 176 +10) 63.€ (+62.4

Table 7.19 Summary of validation outputs for 1994n Rothamsted using Carter's GS model
(offset in brackets).
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Figure 7.20 Comparison of in-field aphid observatios from 1994 in Rothamsted, with output
from SAV4 and SACSIM using new GS model (Equation £).

Data Source Peak day (JD Peak numbel
Observations 18¢ 14
SAV4 17€(-8) 43.7(+42.3
SACSIM 17€ (-10) 63.€ (+62.4

Table 7.20 Summary of validation outputs for 1994n Rothamsted using new GS model
(Equation 24) (offset in brackets).

7.6 Sensitivity analysis

Before the validated SAV4 was applied in an Irisintext, a basic sensitivity
analysis (SA) was employed. The implementation 8Aain model performance is
useful, as it serves to highlight (i) parameterscWwiiequire additional research in the
future in order to reduce output uncertainty, figrameters or variables that ‘add’
nothing to the model and can essentially be remauad (iii) which parameter-
driven inputs contribute the most to model varigpiiHamby, 1994). SA is defined
as ‘the process of defining how changes in modpltinparameters affect the
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magnitude of changes in model output’ (Mulligan anthinwright, 2013). The
process is particularly useful, in that it servesléscribe the general importance of a
parameter, and by proxy the effort which shouldirbgested in obtaining data to

reduce uncertainty in that parameter.

Generally speaking, the method utilised for sevigjtianalysis is determined by the
computational practicality/ease of obtaining ousputDue to the intensive
computational requirements of SAV4, the run-timmits the extent to which a SA
can be applied. For this reason, a small numbgrandmeters deemed the most
biologically significant to the dynamics of SAV4 wechosen for analysis. This
method of SA is referred to as ‘Screening’, andngployed specifically in instances
where model complexity is high and the number ofapeeters intractable. This
technique discriminates between parameters to bleded in the SA and those
which are assumed unimportant to the final outpumally, a ‘local approach’
(Cariboniet al, 2007) was employed, wherein the influence ofselmoparameters
are tested by adjusting their values and maintgialhother variables as static. The

parameters or inputs included in the SA were:

i.  Nonlinear Lactin parameters used in the quantificabf temperature-driven
development.
ii.  Temperature
lii.  The crop sowing date (in JD)
iv.  Survivorship parameter

v.  Stochastic aphid number input

Using extreme values in a SA is a particularly uktfol for testing the assumptions
of the model. This approach facilitates not onlg ttentification of parameters to
which the model is sensitive, but it also contrdsuto increasing confidence in the
role of parameters if the outcome behaves in a&Byatic and predictable manner.
Identification of the ranges of values over which test the model, can aid in
highlighting the potential uncertainty associateathvparameters tested across their
extremes. Three sources of parameter uncertaintpeacknowledged at this point:
(i) imprecise measurements (ii) natural variatiof) {nknown differences between

the UK and Irish aphid populations. Despite theseedainties, the SA subjectively
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facilitates the assessment of influential paransefexpected or unexpected), as well
as the identification of areas within the modebécaddressed in future work.

In order to analyse the sensitivity of the modeltsingle parameter change at a
time, the stochastic input of the model was omitted) — (iv) above and a year of
real catches and temperatures from each of the teggmes was utilised as input to
SAV4. This was carried out due to the difficulty wisentangling potential
sensitivities in the output if both a parametemdérest and the input aphid numbers
are altered simultaneously. Fixed data for eaclmedtemperature, catches, start
and end dates) was chosen by ranking the yearsnw#hch regime by their
temperature difference from the overall regime maad choosing the year closest
to the mean regime value. This approach was ulilisean attempt to ensure that a
‘mid-range’ year from each regime was chosen, aposed to a potentially
anomalous year of data. This same premise waseapfai the chosen year’s start
dates: if they appeared anomalous in relationa@ather years within the regime, the
next year fulfilling the criteria was chosen inste&ach of the temperature regimes
were ran using the ranges of SA values specifieldwben order to identify

sensitivities, as well as potential regime-speafiects.

7.6.1 Lactin parameters

The errors around the mean developmental timeS favenaavere used in the SA
to test the sensitivity of SAV4 to potential error the Lactin parameters. The
reported developmental time errors (Table 4.2) waded to the mean
developmental time reported by Dean (1974a) andetimew values were used to
refit the Lactin function in order to assess hove thewly derived parameters
(representing the error around the developmentahineould impact model output.
Both of the new fits (Lactin plus the error and tuiagninus the error) are illustrated

in Figure 7.21 for each of the instarsSnavenae
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Figure 7.21 Original Lactin model fit (black dashedline) and newly derived Lactin model fit
based ont error incorporation (red lines).

The newly derived parameters were separately eraglay SAV4 in order to test
their influence on the final model output. Reginpeafic SAV4 outputs produced
from three sets of Lactin parameters derived uginghe mean developmental time,
(i) the mean developmental time minus the errat @) the mean developmental
time plus the error (Figure 7.22). Findings suggleat SAV4 does not appear to be
overly sensitive to changes in the Lactin paransefgine output illustrated in Figure
7.22 is intuitive, in that the ‘plus error’ outpotoduces slightly lower peak numbers,
due to the lengthening of the developmental pentidnately elongating the time to
adulthood and reproduction, and lowering populatiembers. In the case of the
‘minus error’, the opposite is the case. The chanigethe timing of the peak
numbers and the peak numbers themselves in resporike SA are small (Table
7.21), suggesting that SAV4 is not overly sensitiwechanges in the parameters
(assuming that their values are derived from dadaltes within the spread recorded

in the initial lab studies (Dean, 1974a)). The $madgnitudes of these changes are
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reasonably consistent across each of the reginuggiesting that not only is the
development submodule acting as expected regatelimgerature, but also that there

does not appear to be any hidden interactive affedt changing the Lactin

parameters.
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Figure 7.22 Regime-specific SAV4 outputs produceddm three sets of Lactin parameters
derived using: (i) the mean development time, (iilhe mean development time minus an error
and (iii) the mean development time plus an error.

Peak Peak Peak
Parameter Peak Peak Peak (APT) (APT) (APT)

set JD cold JD mod JD hot cold mod hot
Mean 196 180 171 1.62 33.55 55.32
Plus error 196 181 171 1.53 30.78 50.93
Minus error 196 179 171 1.70 37.10 57.34

Table 7.21 Peak metric change in response to Lactparameter SA (APT=Aphids Per Tiller).
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7.6.2 Temperature

While the importance of temperature is implicitie model’'s dynamics, the level of
model sensitivity in response to modification ofe themperature inputs was
unknown. As a result, two temperature incrementsewlosen by which to perturb
the model: (ix2°C and (ii)£4°C. These increments were deemed reasonabléy first
in consideration of potential future changes ingemature, but more importantly,
they were considered of ample magnitude to proadange over which SAV4'’s
sensitivity could be assessed. The SA suggestedsthds is particularly sensitive
to temperature, indicating large differences betweetputs when temperature was
modified by+ 2/4°C. This finding is not surprising, consideritigge dependence of
the model-dynamics on temperature. The relationbleipveen final model output
and temperature increase is revealed as a lineaatthough not in the direction that
one might expect. Increases in temperature acrbss #he regimes produced a
consistent decrease in APT output, while decremstmmperature precipitated APT
increases. This is perhaps counterintuitive to wivauld have been expected
considering the relationship between temperatuckiasect development, however

the mechanisms which drive this negative lineati@hship can be explained.

There appears to be two processes driving thetsatysillustrated in Figure 7.23-
Figure 7.25. Increases in temperature facilitateearier and more pronounced
population-increase in the ‘increased-temperatunedel population, due to the
earlier onset of sexual maturity as a result of itheeased rate of temperature-
dependent development (particularly evident in Fegli24 (a) Figure 7.25 (a)). This
increase in density over a short period of timenmtes the production of
progressively higher numbers of alates owing towvding, resulting in population
decline. Simultaneously, the increased thermalgnar the system also serves to
advance the timing of the critical crop GS’s, cagpthe growth of the population
(due to the earlier occurrence of GS’s which wensuitable for aphid hosts).
Ultimately, SAV4 appears to be highly sensitivetémperature inputs, due to the
phenological relationship between the model popmraand their host plant. This
sensitivity is not viewed however, as a negatiyygeasof the model. To the contrary,
the SA served to bolster confidence in the modelJaage changes in the most

important driver (temperature) promoted systematid logical changes in SAV4
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output. It is worth noting however, that while tisisction of the SA highlights the
sensitivity of SAV4 to temperature inputs, it doest necessarily indicate the
expected directionality of the final model output response to increasing
temperatures, due to the unrealistic nature ofstiatic’ model inputs for the purpose
of the SA.
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Figure 7.23 SAV4 output from cold-regime temperatue SA. Magnitude of output response to
(a) increased temperatures and (b) decreased temdures.
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Figure 7.24 SAV4 output from moderate-regime tempeaature SA. Magnitude of output
response to (a) increased temperatures and (b) deased temperatures.
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Figure 7.25 SAV4 output from hot-regime temperatureSA. Magnitude of output response to (a)
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increased temperatures and (b) decreased temperaes.
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7.6.3 Crop sowing date

In Ireland, spring barley is sown from the middfeMarch onwards, depending on
weather conditions. The timing of this practiceormied the SA concerning the
sowing date. Three separate sowing dates were h@$eearly March (i) mid
March and (iii) the end of March; the output frorhiah is illustrated in Figure 7.26.
The use of different sowing dates had the effethifting the developmental crop
GS that the aphids encountered when entering théein&arlier sowing dates
allowed for more plant development to take plactigeaphids entered the crop,
meaning that aphids were encountering a more aéda@S when upon alighting in-
crop. This allows less time for feeding and repiddun on the plant, before the crop
becomes unsuitable for population progression. Explains the lower APT'’s
depicted in Figure 7.26 (a) while (b) and (c) ithase the opposite effect. Intuitively
enough, this part of the SA suggests that SAV4erssisive to changes in sowing
date. There is a caveat which must be considerddthis finding however: despite
the fact that more time is available to crops fevelopment when they are sown
earlier, this does not guarantee that there willebeugh heat in the system to
facilitate development at earlier times in the seadt is reasonable to assume
however, if crops are sown earlier in reality, thatvailing weather conditions are
probably suitable for crop development. Once again,section of the SA reinforces
model confidence in the constructed phenologickticmship between crop and

aphid host, and the resulting output.
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Figure 7.26 SAV4 magnitude (top row) and GS outpugbottom row) using three different spring
barley sowing dates: (a) March ¥, (b) March 16" and (c) March 3% (CR = Cold Regime, MR =
Moderate Regime, HR = Hot Regime).

7.6.4 Survivorship

Survival percentage was altered k$% for each of the temperature regimes,
resulting in an unequivocal linear increase in auywhen survival was increased,
and a decrease in output when survival was deae@sgure 7.27). No effects of
interactive processes were evident in the outplog. Magnitude of the divergence in
outputs across each of the survival levels andregi(particularly moderate and
hot), suggests that SAV4 is particularly sensitigethis input parameter. Unlike
previous SA variables however, the variance indtgut can not be explained by
interacting factors built into model, and as a ltgss entirely dependent on the
accuracy of the survival submodel. Since a simplistndering of survival was
implemented in SAV4 (described in Chapter 6), t8& has highlighted an area
which merits more effort in data acquisition if entainty derived from this input is

to be reduced in future applications.
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Figure 7.27 SAV4 output using two different level®f survivorship

7.6.5 Stochastic input

The final part of the SA concerned the potentiak#evity of the model to stochastic
inputs. Temperature data characterising each ofeiimperature regimes were used
as input, and SAV4 was ran for each regime usiegsime start date (JD 119) and
the regime-specific negative-binomial parameterssttachastically produce aphid
catches (based on the approach described in CHgpteue to the stochastic nature
of the input, model output varies between simuletjadespite the use of identical
starting conditions. For this reason, 500 repetgiof SAV4 were executed for each
temperature regime, in order to ensure an adeqgatele size from which the
distribution of the output could be assessed. Rte500 years of simulated data for
each regime, the annual peak APT was obtainedtiregsin 500 data points for each
of the regimes. A histogram was plotted for eachtha regimes as an initial

analytical step (Figure 7.28), resulting in theniication of two different output
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distributions. The cold and moderate regime botlprapmated a normal

distribution, while a lognormal distribution fit @éhhot regime best. The Probability
Distribution Functions (PDF) and parameters forheagegime are illustrated in

Figure 7.29. While the spread in the output acreggmes was quite large, the PDF
approach provides a starting point for making iefees regarding the probability of
APT magnitudes being achieved under specific teatpex regimes. For example,
under the cold and moderate regime, while the dufmge is quite large (up to 334
APT) the probability of achieving these large magmes are extremely small, in
comparison with the APT values which lie closethie mean of the population. The
hot regime displays a lognormal distribution, skdwewards low probabilities of

high values for that specific regime, however th@sgnitudes are much lower than
the other regimes, perhaps indicating lower lee¢élmodel sensitivity to stochastic

input under higher temperature-regimes.
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Figure 7.28 Histograms depicting frequency of stoastic peak APT output from SAV4 on a
regime-specific basis using a fixed start date bag®n 500 model runs.
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The use of a fixed starting point for each of tegimes achieved a fair comparison
between the stochastic output for each regime, fiexyes considered unrealistic
regarding the likelihood of all three regimes iitng at the same point in time
(when the effect of temperature on the timing diidgalighting is considered). For
this reason, and for the sake of completenesseseptative start dates for each of
the regimes were substituted in for the fixed sdate and SAV4 was re-ran for each
regime (500 model runs per regime). The regimeifpestart dates are displayed in
Table 7.22. It was suspected that changing thé d#édes could have a significant
impact on the output from the stochastic distributand Figure 7.30 confirmed this
supposition. The movement of the cold regimes staté to a later point in the
season resulted in a decrease in the output magniftom this regime. The
moderate regime maintained the same start dateveassiapplicable to a moderate
temperature regime, and as a consequence, no chasgecorded. Finally, the Hot
regime was initiated at a much earlier point in #®ason owing to the effect of
warmer temperatures on SAV4 alighting. The advasfcthe start date altered the
magnitudes recorded for this regime as well asr tregquency (Figure 7.30 and
Figure 7.31).

Cold regime Moderate regime Hot regime

155 119 104

Table 7.22 Regime-specific start dates (JD) utilisein the SA.

It is accepted that all models which contain ststihgrocesses will produce outputs
that vary within simulations, despite the use odniical starting conditions and
parameters. For this reason, SAV4’s apparent $@hsito the stochastic inputs
described here is not unexpected. However, thenpatdor the output ranges to
change not only their frequency, but also theitritigtion, when the start date is
perturbed in combination with the stochastic inputsnfirm the importance of
firstly: the accurate simulation of the start dgtkenology, and secondly: the
interactive effects that occur between the modattiay point and the stochastic
aphid input. The ability of SAV4 to provide reasblea predictions of start date
occurrence has already been detailed in the previbapter, however the precise

quantification of the uncertainty associated wtik tise of stochastic inputs would
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require in-depth statistical analysis that is beltime scope of the current work. In
the context of this research however, the SA hatemded in emphasising the
importance of the initial numbers used to ‘seedV8Aand for this reason, the effort

which should be invested in obtaining reliable daathis input parameter in the

future, thus reducing uncertainty.
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Figure 7.30 Histograms depicting frequency of stoastic peak APT output from SAV4 on a
regime-specific basis using regime-specific startades (note the difference of scale across the x-
axes).

186



14 T T T

T
Empirical Exponential
Distribution

——mu=095

12 &

e
)

Probability Density
o
=]

0.4

02

3 5 6
Cold APT
x10°

T T T T T T T I
Empirical Normal
Distribution
mu  =206.02

6 sigma = 67.72

IS

Probability Density
w

0.01 T T T T T I

Empirical Normal
Distribution

0.009 - mu  =1561.62 -
sigma = 56.96

0.008

Densi

Probabil

0.001

Figure 7.31 Regime-specific distributions for SAV4utput using identical start dates.

187



7.7 Conclusions

This section provided an overview of the validateomd SA procedures carried out
on SAV4 before its final application in an Irishntext. SAV4’s validation criterion
was outlined at the outset of this chapter in otdeguide the validation procedure.
That criterion concerned the model’s ability torsguce observed data; which has
been satisfied throughout the course of the vatidaanalysis. SAV4 has been
shown to provide reasonably skilled peak aphiddasés, without the necessity for
‘data-hungry’ predation subroutines. Using the datiion data utilised by previous
models SAM7 and SACSIM; SAV4 was shown to providgioved predictions of
peak aphid metrics for both Norwich and Rothamsiidee importance of using a
skilful GS model was highlighted through the sysaém comparison of model
outputs: in the first case, using the modelled G&uts originally used in both
SAM7 and SACSIM; secondly using the observed G®ustrecorded; and finally
using an improved GS model. The GS model usedanntiplementation of SAV4 in
the next chapter has been described in detail afidated in Section 6.2.12, thus
providing a robust measure of crop growth for thishl context. The validation
procedure carried out here highlighted the skill 8AV4 in two different
geographical areas within the UK, highlighting pstential applicability across
different domains. Due to the absence of apprapuiata in the Irish context, the
model could not be validated for the Irish dom&lowever, the earlier classification
of both Ireland and Southern England as comparipieclimatic zones (Metzget
al., 2005), coupled with the assumption that thentfaérbiology of the species is
proximate between similar climates, assures thesteaability of SAV4 to an Irish

domain.

The SA provided in this chapter identified consisiigeimportant inputs influencing

the final output of SAV4. The identification of tlspread in SAV4 output as a result
of the incorporation of the stochastic aphid eleimenas expected, and can be
interpreted as a source of uncertainty within maéput which merits future data
collection efforts in an Irish context. It is impant to note, that while SA serves to
highlight potential model sensitivities, the anadysan be quite subjective when the
range of arbitrary parameter ranges are consideDe$pite this, the outputs

presented here provide a level of confidence inikeractive nature of the built-in
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relationships in SAV4. The linear relationship beén SAV4 inputs and outputs
provide evidence that the model structure is fumitig as expected, and that
unforeseen nonlinearities are not impacting thalfmodel outputs. The range of
outputs also indicated the importance of ensurivag the values utilised in each of
these inputs are adequate to describe the phenomeqneestion. The next chapter
will employ SAV4 using climate observations and jpotions for a range of
geographical locations in Ireland in an effort esdribe howS. avenagopulations

will respond to changing temperatures in the future
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CHAPTER 8

RESULTS

8.1Introduction

Ireland experiences a predominantly maritime clanas$ a result of the prevailing
westerly winds and its geographic position on tlestern edge of Europe flanked by
the North Atlantic Ocean (Keane and Sheridan, 2084y trends in key climate
variables have mirrored much of what is occurrimgaoEuropean and global scale.
Long term national precipitation averages have daidid a 5% increase in
comparison with the 1961-1990 average (Gleesbral, 2013), while spatially
rainfall is the highest in the west, declining inNarth-easterly direction (Walsh,
2012). According to Dwyer (2012) annual mean terapges for Ireland have
followed a similar increasing trend to that repdrtglobally, with temperature
increases of 0.8°C reported over the last 110 yd#wsrate of which was more
pronounced from the 1980s onwards (McElwain ande®wg, 2007). Temperature
increases are evident in every season, and minitaomperatures in both winter and
summer ‘have tended to be higher than the 1961-B98@age’ (Dwyer, 2012:11),
particularly over the last 20 years. These incre@seve facilitated a reduction in the
number of frost days (< 0°C) resulting in a shoetbfrost season and a reduction in
the number of ‘consecutive cold days’ (Sweeeéwl, 2008:32). These increases,
along with a greater contribution to annual meanperatures derived from winter
warming (Dwyer, 2012; McElwain and Sweeney, 2003;BMvain and Sweeney,
2007; Sweeney and Fealy, 2002) have also been aeroed by an increase in the

extent of heatwaves and decreases in summer igedalvas the case in 2006).

Evidence outlined in this work espousing the weltepted relationship between
insects and temperature has established the patémtichanges in the prevailing
temperature regime to cascade down to pest popugtresulting in changes to their
annual and seasonal dynamics. Changes are occumitgsh climate, and this

chapter will describe the outputs from the previpaescribed model (SAV4), using

both current temperature observations, as weleg®mal projections for a range of
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locations around Ireland. Firstly, a brief summafyprojected changes for Ireland
will be provided, as well as an outline of the GCi®d here. Resultant outputs will
facilitate the assessment of the directionality amagnitude of change (if any) in
Irish populations of5. avenaén response to projected climate change by utdisi
number of aphid metrics. These metrics include mnessof phenological events: the
date of immigration into the crop (start day), thete at which pest thresholds are
surpassed, the date of highest aphid numbers @@k as well as quantity metrics

including the peak magnitude (APT) and voltinism.

8.21Irish Projections

A summary of future climate projections for Irelamtlude a reduced number of
frost days, a higher likelihood of extreme eventsreased rainfall events in winter
(+20% in the midlands) and less frequent precipitain summer (particularly for
the eastern and southern parts of the country)yea Sweeney, 2007). According
to a downscaling approach utilised by Fealy and eé®wg (2008), Ireland’s future
climate is projected to experience temperatureesmes of 1.4-1.8°C by the 2050s,
with the largest increase in temperature occurdimgng the autumn months (Figure
8.1). This rise is followed by an even larger ims®e during the 2080s, with
projections of mean autumnal temperature incregsahing as high as 2.7°C. Fealy
and Sweeney (2008) also report the emergencepadreounced ‘continental’ effect
towards the latter part of the century. Other adéd projections report future
temperature increases in the region of 1.2-1.4?Gh period 2021-2060 (Dunmt
al., 2008), providing broadly consistent temperatprejections as Fealy and
Sweeney (2008) towards the middle of this centanjreland, despite the use of an
alternative methodological approach. Dureteal (2008) projected slightly more
enhanced warming towards the latter end of théucgrihan Fealy and Sweeney
(2008), with an increase in the region of 3-3.4fldich was produced utilising both
the A1B (predominantly) and the A2 SRES storylinésaly and Sweeney (2008)
reported a 3°C increase in summer temperatures vithenA2 scenario was
incorporated in the analysis, which suggests tvathfe most part, both analyses are

broadly in agreement.
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Figure 8.1 Ensemble mean seasonal temperature inage for the 2020s,2050s and 2080s (Fealy
and Sweeney, 2008)
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8.3 Current climate data

In advance of simulating future population projent forS. avenagobserved daily
temperature data was obtained for a selection abmyc stations representing
coastal and interior locations and used as inpuA¥4 (Malin head, Casement,
Kilkenny, Shannon and Roches point) (Figure 8.8sjiite the absence of data with
which to validate these outputs, they serve asidicator of the potential interannual
variability that exists between model outputs undaerrent climate, as well as
highlighting years which appear to be at highek tes aphid outbreaks than others.
Figure 8.3 illustrates modelled aphid magnitudesttie selected locations between
1961 and 2009 (Kilkenny and Roches point had leadable observations ranging
from 1961-2007 and 1961-1990 respectively). Themtade of the outputs appears
to be anomalously high in some years, althoughustrbe stated that the simulated
outputs exclude the effect of pesticide applicaiofhe years indicating extremely
high numbers could be interpreted as those yearshwiave the potential to be
‘aphid outbreak’ years in the absence of chemicaltrol. The timing of the peak
days displayed in Figure 8.4 indicates that thes/é@splaying highest magnitudes,
are the same years which display the earliest pdakconverse also appears to hold
true, with the lowest-magnitude-years demonstratirg latest timing of the peak.
Intuitively, this situation makes sense, whereiosth years with extremely fast rates
of development display exponential-like populatigrowth, eliciting the density
dependent response much earlier than those pamadatiith slower rates of

development.
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obtained.
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Figure 8.3 SimulatedS. avenae magnitudes for a selection of locations in Irelandising

temperature observations ranging between 1961 and@9.
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Figure 8.4 SimulatedS. avenae timing of peak magnitudes for a selection of locains in Ireland

using temperature observations ranging between 196ind 2009.

Limited qualitative data was obtained for a furtheration in Oakpark Co. Carlow
(Figure 8.2) relating to the level of BYDV in spgirbarley and weekly counts of
aphids between 1990 and 1996 in winter barley (@gff personal communication).
The consideration of this data is primarily a giiedition exercise, as opposed to

quantification for three reasons: Firstly, the ablebunts were not identified to
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species level (although evidence suggests than#jerity of aphids encountered in
these years were in fa& avenagKennedy and Connery, 2005). Secondly, the
count data reported is sampled from winter barleyopposed to spring barley:
meaning that the count observations were deriveoh fa crop which was at later
stages of development than would be simulated iIN&Acinally, the existence of a
large magnitude of aphids (either modelled or ok does not necessarily
guarantee a high level of BYDV in the crop. Despiitis fact, even if BYDV is not
recorded at a high level, the feeding action ohmgmbers of aphids can still serve
to reduce yield. For these reasons, the data geglan Table 8.1 are treated as an
indicator, as opposed to entirely robust data. ddwent data were collected using a d-
vac suction system, which sampled areas of’1The data displayed in Table 8.1
represent the sample taken during the last weekpoil, while the BYDV level
represents the overall recorded level for that aeadlinimum and maximum
temperatures from 1990-1996 were obtained fromTisagasc facility in Oakpark
and used as input to SAV4. The modelled counts abld 8.1 represent aphid
numbers (per R) output from SAV4 averaged over the last week prilkannually
from 1990-1996. Figure 8.5 represents the peak ewtiming (as opposed to the
April count) for the same location and years. SAd¥dpears to have correctly
identified two high risk years (1990 and 1993), keer its output did not
adequately represent the final high risk year: 19@6nversely, the lowest risk year
(1991) was correctly identified by SAV4, both usithg April model count, as well
as the final peak metrics. These findings are evdd in both Table 8.1 and Figure
8.5. SAV4 also produced reasonable counts foraheBYDV risk years (1992 and
1994), despite the offset between winter and spbiadey GS. More advanced GS
(as was probably the case with the winter barlegld be expected to produce
higher aphid numbers earlier in the season thanSthé4 outputs, owing to the
promoting effect of later GS on reproduction. Tbaild explain the occurrence of
higher aphid counts in comparison to the modelletput in Table 8.1. Generally
speaking, it appears that SAV4 could provide priglary levels of aphid risk,
particularly in extreme low or high years (sucHL 890, 1993 and 1991).
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Year BYDV level in Observed aphid Modelled aphid
Spring barley numbers n? numbers n?

199¢ High 314 68.E

1991 Low 0 0

1992 Low 7 18.¢

199: High 116.2 102.¢
199¢ Low 13 7

199t High 77 6

199¢ Low 54.5 3.€

Table 8.1 BYDV levels recorded in spring barley anaphid count (per nf on the last week of
April) in Teagasc research facility, Oakpark Co. Calow (Source: pers. com).
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Figure 8.5 SAV4 peak day versus peak APT from 1990 1996 using temperature data derived
from Oakpark, Co. Carlow.

8.4 Future climate data

In order to assess the potential changes in fulpted population dynamics in
response to the temperature change, future cliprajections are required as input
to SAV4. Downscaled data was obtained for fourtieesh synoptic stations (Figure
8.2) derived from three different GCMs: CGCM2, COIRVIk2), HADCM3 model,

as well as the multi-model ensemble mean (refetoetiereafter as ‘Ensemble’),

which utilises the three previous models and ixwated based on the Climate
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Prediction Index (CPI) (Murphyet al, 2004). The CPI enables allocation of
weighting to individual models based on their apito reproduce the statistics of
observed temperature over a common time slice (198D), providing an objective

means by which model reliability can be quantified.

For each of the three GCMs, an A2 and B2 scenagterfed to above) were
available, while the ensemble incorporated inpatnfrboth scenarios to produce a
single dataset. It has long been recognised, iffateht GCMs can produce entirely
different projections even when forced with the sachmate scenarios (Hulme and
Carter, 1999). For this reason, the uncertaintp@ated with the use of a single
model-scenario combination was addressed via fhigatibn of multiple GCMs and
both the A2 and B2 scenarios. Overall, this resulin 7 different sets of
downscaled data employed as input to SAV4 for ezcthe synoptic stations. In
recognition of the fact that the chosen data woesdilt in the production of a large
body of outputs, the focus for the results wasreehon the ensemble outputs, using
the individual GCMs to provide ‘ranges’ in the finautput. This approach was
identified as the most parsimonious for two reasdfsstly, the use of multiple
model drivers contributes to the reduction of utaiaty in the results by removing
over reliance on a single GCM which could potettiatarry it own biases.
Secondly, the Ensemble provides the sole sourcelatd which facilitates the
contribution of all GCMs and scenarios simultandpas outlined above). Finally,
the extreme ranges existing in the outputs areumted for without the need for

production of multitudinous graphs.

8.5Baseline observations

In advance of the utilisation of the downscaled gerature data, it was first
necessary to check that it was fit for purpose. phease ‘fit for purpose’ in this

instance, concerns the ability of the GCMs refertedabove to reproduce the
statistics of past climates: specifically, temperatfor the period 1961-1990. This
approach works on the assumption that if the teatpes is simulated reasonably for
past climates, that the models are capable of pindureliable temperature
projections for the rest of the century. Observethimum and maximum

temperature observations were obtained from tisé Imeteorological service (Met
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Eireann) for each of the fourteen synoptic statimmghe period 1961-1990. In their
entirety, the stations provide representation dhhbmastal and inland locations at
relatively low-lying locations. No missing data weecorded for the time period
analysed, although two of the stations opened p@80 (Table 8.2). The stations
were individually assessed for their suitability tese in the current study, resulting
in exclusion of three stations: Cork airport, Dublairport and Mullingar Il

Consideration was given to the potential for thghhi impervious nature of the
airport sites to affect the temperatures recordéds, in conjunction with the fact
that both sites are in close proximity to otheraptic stations (Roches point and
Casement respectively), meant that the spatiabsdgrived from the SAV4 output
would not be greatly impacted by the removal ohbaitports. Finally, the removal
of Mullingar Il from the analysis is due to its adlely short data record in
comparison to the other stations. Ultimately, theselusions resulted in the
utilisation of observed temperature data from atewd the fourteen synoptic

stations.
Station Name Location Height (m) Year Opened
Belmullet Coastal 11 1956
Birr Interior 73 1954
Casement Aerodrome Interior 94 1944
Claremorris Interior 71 1943
Clones Interior 89 1950
Cork Airport* Interior 154 1961
Dublin Airport* Interior 71 1939
Kilkenny Interior 66 1957
Malin Head Coastal 22 1957
Mullingar II* Interior 104 1973
Roche’s Point Coastal 43 1877
Rosslare Coastal 26 1956
Shannon Airport Interior 6 1937
Valentia Observatory Coastal 11 1866

Table 8.2 List of Irish synoptic stations with relerant metadata. (Those marked with an asterisk
were not used in the analysis)
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8.6 Baseline downscaled data

The downscaled data utilised was previously biasrected (Fealy, Personal
communication) however a visual inspection of theffthe temperature data to the
observations was carried out to ensure the ideatifin of any potential anomalies
which could cascade error through to the SAV4 outfius worth mentioning that
the divergence between the temperatures deriven the A2 and B2 scenario does
not occur until later in the century (Nakicenoetal, 2000), however both were
included in the baseline assessment for completeBedth the A2 and B2 scenarios
provided reasonable representation of the obsenatfor the baseline period of
1961-1990. Figure 8.6 below illustrates the meanptErature for the timeslice 1961-
1990 for (1) the observations, (2) A2 and (3) Be@nseios for each of the GCMs and
the Ensemble using Kilkenny synoptic station aspaasentative example. No major
anomalies were discovered in the data, aside frorapparent ‘step jump’ between
the spring and summer seasons in the CGCM2 maéely Iresulting from bias
corrections performed on the original data. Thgetpf step jump in the input data
has the potential to produce anomalous results f8&V4 considering that the
change occurs during a season where aphid develdpsnikely to be taking place.
The fact that the step jump is apparent despiteutigeof a mean across the thirty
year time slice, suggests that the jump is sysieaigt occurring throughout each of
the years and is not being masked by averagingsadime. For these reasons,
CGCM2 output was flagged to be ‘assessed with gauthroughout the rest of the
analysis.
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Figure 8.6 Meteorological year of mean observed tgmerature for the baseline period (1961-
1990) versus modelled mean temperature for the sanperiod using separate models and
scenarios.
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8.7 Baseline outputs

Station-specific modelled Tmin and Tmax daily valweere used as input for SAV4
for the time period of 1961-1990 for each of thedelescenario combinations
outlined above. While the previous section enstinatithe temperature data was not
introducing bias into the system; this section ysed the output from SAV4 for the
baseline period, to ensure that the results pratiwe comparable between the
observed baseline period (hereafter referred tdobserved baseline’), and the
modelled baseline period (hereafter referred to'Eassemble baseline’). This
inspection enables the identification of systemgiic non-systematic) biases
between SAV4 outputs based on the observed versdellad temperature inputs.
This step is particularly important, as the resditectly impact the manner in which
the future model outputs are interpreted. Ultimatsimilar SAV4 outputs using
both observed and modelled baseline inputs enaldegeee of confidence in the
input-assimilation-output relationship, which cahen be utilised for future
projections. The daily mean of SAV4 outputs over 80 year period from 1961-
1991 was calculated, in order to produce a yeanedn APT over the course of a
season for each station. Figure 8.7 provides astiwaf the SAV4 baseline output
for a subset of the stations representing a latidldransect through Ireland for each
of the GCMs and the multimodel Ensemble (The fultpot from each of the

GCM/station combinations can be viewed in Apperlix
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Of the four model outputs, CGCM2 appeared to bddhst skilful model at simulating
comparable baseline output to the observed basalitppit. HADCM3, CSIRO and the
Ensemble produced reasonable matches between ebdeageline and model-driven
output (Figure 8.7). Further examination of thepois revealed that any offsets that
existed between the baseline results did not appeaccur systematically between or
within models (rendering the utilisation of biasrrextion of the outputs extremely
difficult). As a result, the Ensemble baseline wé##ised as the final standard against
which the modelled future SAV4 output will be comgé (as opposed to using the
observed baseline driven by temperature obsengti@onsequently, any differences
reported within the remainder of this chapter agtative differences between the
Ensemble baseline and Ensemble future output, sindéiserwise stated. Both the
observed baseline and Ensemble baseline outpuhéofull suite of synoptic stations
can be viewed in Figure 8.8. This approach fatdgaa more qualitative analysis of the
S. avenaedynamics in response to climate change, by progidndication of the
directionality and magnitude of the change in papahs as the century progresses,
without the requirement for specifying the exacpyation numbers at the baseline
period. This approach seems particularly apposite¢his case, due to the apparent
consistent inflation of the SAV4 APT outputs (reasdor which will be discussed in
the next chapter). Where appropriate; actual owtpuipposed to relative output is used.
All ranges reported around the results were obthaime calculating the mean relative
differences recorded in the metric of interest ssrthe individual GCM outputs for
each of the individual timeslices, and then sebgcthe most extreme values (maximum
and minimum). These ranges served to provide aitdatidn of the uncertainty or

model-spread surrounding the modelled outputs @4 (Figure 8.13).
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8.8 Future simulations

For each of the eleven stations utilised, downsca@ximum and minimum daily
temperatures were used to provide temperature ifpuBAV4 for the period ranging
from 1990-2099 (Fealy and Sweeney, 2008). For eaodel year, SAV4 outputs
consisted of the number of APT per JD, as well lees iming of the population
progression to a peak on a daily timestep. Ultilgat@is output produced a seasonal
profile of S. avena&lynamics per annum for each station in the aralydiree 30-year
timeslices were extracted from the future modetedput (along with the Ensemble
baseline for reference): The time period centredl9rthe 2020s; (2) the 2050s and (3)
the 2080s. For each of these time periods the dadgn APTs were calculated across
the 30 years of output to produce a ‘typical’ appidfile for each time period in
response to the prevailing temperature across ehathe eleven locations. This was
carried out in order to account for the naturaliatality evident within each of the
models, ultimately facilitating the high level idd#rcation of trends within and between

models, as opposed to the use of model extremes.

8.8.1 Start date and regime

The start date is described as the date upon whehFirst aphid alights in-field. Figure
8.9 illustrates the simulated start dates from 12899 for each of the station locations
analysed. A clear trend towards earlier startddateevident as the century progresses
and temperature-increase continues. The sensitanglysis in the previous chapter
suggested the potential for earlier start dataaftoence the final model output. When
these earlier start dates are considered in comjunwith the increasing prevalence of
modelled moderate and hot regimes as the centugrgsses (Table 8.3), increased
frequencies of higher model outputs could be exgaeotving to increased development
time and thermal energy. This will be examinedHartin the next section. The relative
advance of the start date (measured against mddedieeline outputs) are illustrated in
Figure 8.10, indicating the range of potential tstdates across different GCMs.
Generally the Ensemble mean start dates lie ateéhtre of the ranges for each station.
While the variability within each of the GCM timesds is muted by averaging across
the 30 simulated years, the selection of the minmand maximum ranges from the
collection of these mean points per model servprtwvide a measure of the spread in
start dates owing to the individual GCMs (as opdose the more conservative
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Ensemble). The extent to which each of the GCMsgedificross this metric are
illustrated in Figure 8.11, indicating in all casather start dates remaining static or
advancing between time periods depending on theehsodwinter temperatures. The
start dates appear to be advancing to a greatentext some GCM/ SRES scenario
combinations (referred to hereafter as GCM/SRES)r asthers. For example, the
HADCM3 B2 start dates between the 2020s and thé®2@ppear to remain static,
while in every other case, this metric is advancifgis apparent lack of change in this
metric suggests that the degree of increase inewitemperatures for this specific
GCM/SRES combination between the 2020s and 205@suish less than for other
GCM/SRES combinations (all of which display sigeéfint advance between time

periods).
Ensemble

Station 1961-1990 2020 2050 2080
Malinhead 1 29 0 0 29 1 0O 19 11 O 0 30
Belmullet 1 29 0 0 20 10 O 2 28 O 0 30
Clones 6 24 O o 27 0O 11 19 O 0 30
Claremorris 3 27 O 0o 27 0 9 21 O 0 30
Casement 1 29 0 0 25 0 5 25 O 0 30
Birr 1 29 0 0 17 13 O 1 29 O 0 30
Shannon 0 13 17 O 0O 30 O 0O 30 O 0 30
Kilkenny 1 29 0O 16 14 O 1 29 O 0 30
Rosslare 0 25 0 24 0 0O 30 O 0 30
Valentia 0O 10 20 O 0O 30 O 0O 30 O 0 30
Rochespt 0 20 10 O 28 O 0O 30 O 0 30

Table 8.3 Station-specific occurrence of temperat@ar regimes (cold (blue), moderate (green) and hot
(red)) per timeslice over the 139-year Ensemble metirun.
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8.8.2 Magnitude of aphid numbers

SAV4 outputs display a consistent trend towardgydarpeak magnitudes when

compared with the Ensemble baseline as the cepragresses (Figure 8.12). Trends
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appear to be less pronounced in the earlier pattteotentury (2020s) than the 2050s,
while the 2080s persistently display the highestidymumbers and earliest peaks. The
mean relative magnitude differences between eadheofimeslices and the Ensemble
baseline were quantified and plotted for each @&f time periods and GCM/SRES
combinations (Figure 8.13). All of the synoptictgtas displayed similar increasing
trends in the APT magnitude relative to the basedia the century progresses, with two
exceptions. Firstly, the relative magnitude chabgiveen the 2020s and the 2050s for
the HADCM3 B2 output is negative (albeit a smaffaetence), a trend which is evident
in all stations except Valentia and Roches poitie Bforementioned lack of change
between the HADCM3 B2 start dates for these timeogds, serves to curb potential
magnitude increases derived from advancing phegdlwgt would be comparable with
the other GCM/SRES trajectories (the start datestoth had advanced consistently).
In conjunction with the static nature of the stdates between the 2020s and 2050s in
the HADCMS3 outputs, the occurrence of ‘moderatgjimees was much higher during
the 2020s (accounting for 62% of regime allocatithgn in the 2050s (46%) (Table
8.4). This impacts the final magnitudes due to lingher stochastic seed numbers
characteristic of the ‘moderate’ regime, over thmld’ or ‘hot’ regimes. The
combination of a static start date and lower sagdbers at the start of the HADCM3
B2 model run, translated to a lower accrual of dphumbers than would have

otherwise been expected.

The second anomaly in the generally increasingdtisnAPT is evident in the output
between the 2050s and 2080s for the HADCM3 A2 hutthis case, the start dates have
consistently advanced as expected, ruling out thadrt influence on final APT. Further
examination of the regime frequency between theedime periods served to elucidate
the reason for the contraction in APT. The freqyeat ‘hot’ regimes is markedly
increased in the 2080s for HADCM3 A2, in contrastits occurrence in the 2050s
(Table 8.5). While this trend is expected, thetsimfthe frequency of ‘hot’ regimes
from 47% in the 2050s to 97% in the 2080s is sigdfitto alter the stochastic input
from a ‘moderate regime’-dominated distribution, @o almost entirely ‘hot regime’
time period. The influence of this type of shifbrn one regime to another is evidenced
in the converse case of Valentia and Shannon, whéine number of hot regimes
between both the 2050s and 2080s are proximatehpawable: these two stations are
the only locations that reported an increase in ARTHADCM3 A2 between the 2050s

and 2080s.
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HADCM3 B2

Station 1961-1990 2020 2050 2080
Malinhead 4 26 O 1 28 1 2 20 8 0 15 15
Belmullet 2 26 2 0O 21 9 0 16 14 O 4 26
Clones 8 22 0 3 24 3 3 17 10 0 14 16
Claremorris 7 23 O 2 25 3 3 18 9 0 13 17
Casement 4 24 2 1 22 7 2 18 10 O 8 22
Birr 4 24 2 1 20 9 2 15 13 O 4 26
Shannon 1 12 17 O 7 23 O 7 23 O 0 30
Kilkenny 4 23 3 1 20 9 2 15 13 O 4 26
Rosslare 1 22 0 18 12 O 11 19 O 1 29
Valentia 1 11 18 O 7 23 O 7 23 O 0 30
Rochespt 1 17 12 0 12 18 O 8 22 O 0 30

Table 8.4 Station-specific occurrence of temperat@r regimes (cold (blue), moderate (green) and hot
(red)) per timeslice over the 139-year HADCM3 B2 mdel run.

HADCM3 A2

Station 1961-1990 2020 2050 2080
Malinhead 4 26 O 1 28 1 0 25 5 0 6 24
Belmullet 1 27 2 0O 22 8 0O 19 11 O 0 30
Clones 8 22 0 1 28 1 1 23 0 1 29
Claremorris 8 22 O 1 28 1 0 23 0 1 29
Casement 4 24 2 1 23 6 1 22 7 0 1 29
Birr 4 24 2 1 22 7 0O 19 11 O 0 30
Shannon 1 11 18 O 8 22 0 2 28 O 0 30
Kilkenny 4 24 1 22 7 0 17 13 O 0 30
Rosslare 1 21 8 0 18 12 0 12 18 O 0 30
Valentia 1 11 18 O 8 22 0 2 28 O 0 30
Rochespt 1 14 15 0 12 18 O 7 23 O 0 30

Table 8.5 Station-specific occurrence of temperat@ar regimes (cold (blue), moderate (green) and hot
(red)) per timeslice over the 139-year HADCM3 A2 mdel run.
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The GCM ranges associated with reported APT chargested here are comparably
larger than the Ensemble mean outputs for eactheftime periods (Figure 8.13),

indicating the extent of the uncertainty associat@tl the projections. The magnitudes
of these ranges are projected to increase as titargeprogresses. This dispersion of
the APT metric is not entirely unexpected when ¢betribution of various sources of
uncertainty to the final output are consideredudeig (1) the SRES scenarios utilised,
(2) the GCMs and (3) SAV4-derived uncertainty assalt of the stochastic production
of ‘seed’ aphid numbers discussed earlier in thesisgity analysis. The temperature
data produced under the two SRES scenarios utiisegldo not generally diverge until
approximately the 2050s (Fealy and Sweeney, 2Q@8th probably contributes to the

increase in the magnitude of the ranges in the 20&0d 2080s resulting from

variability in the temperature input between theak2l B2 scenarios.

The fact that the Ensemble mean for each time g@egonot symmetrically placed
within the range of potential magnitudes can bdarpd by the effect of averaging out
over an extended period, ultimately dampening tla¢unal variability that could

otherwise exist on an annual basis and contributiheé final mean. The existence of
larger ‘upper range’ magnitudes than lower rangesimply due to the existence of
extreme years when all model factors facilitatedeapedited doubling time for the
aphid population (and hence a large peak magnitubhe)contrast, extreme low
temperatures can only maintain low population sipeslecimate the population almost
entirely. It can not push the population into negatspace, hence producing

asymmetric ranges around the output mean.

The spatial distribution of the relative APT magudi-changes for each of the three
timeslices are illustrated below (Figure 8.14). Tdea was interpolated between the
eleven sites using the IDW (Inverse Distance Weidhtechnique in ArcGIS v10.2.
This technique uses the known data in conjunctigh weights which are calculated
based on the distance between known (synoptiostédcations) and unknown points.
Consequently, points that are ‘further away’ haesslinfluence than points that are
‘near-by’. The idealised scenario, would be toisgila dense network of points for this
analysis, however, as only eleven points were albkd| the technique is employed with
a caveat: Interpolated surfaces near more isolpt@ats will display smoother more

uniform surfaces than those areas wherein mulsgaigons are located.
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The 2020s displays the least amount of change i wRgnitudes across each of the
timeslices. This was expected due to the relatisatall temperature changes projected
for this time period. During this time period howeeya trend towards larger magnitude
differences begin to emerge within the coastaltlona. This increase can be explained
by the effect of continentality on aphid dynamias s mediating effect on the
temperatures experienced by the model populati@nti@entality can be described
essentially as a ‘coastal effect’, which is chadsed by an increased range of
temperatures experienced inland in comparison tene@nvironments. This effect is a
consequence of the reduced heat capacity of lancbmrast to water surfaces and
results in warmer winter temperatures in coastalirenments relative to inland
locations. The opposite is also true, in that sumiemperatures in coastal regions tend
to be cooler than that of their inland counterpaktsa result of this phenomenon, it can
be posited that the prevalence of increased matgstaround the coastal margins for
the 2020s (illustrated in Figure 8.14) is due te ¢arlier occurrence of aphids in-field,
due to the modifying effect of winter temperatuces their time of spring migration.
The previous chapter emphasised the importancéefstart date of immigration in
conjunction with the regime experienced, and tlgh&i magnitudes illustrated here for
the coastal stations attests to this. The advahteecstart date reported above (Figure
8.9) along with the prevalence of the moderate lamtdregimes (Table 8.3) serve to
explain these findings further. Generally, the 208&play a continuation of this trend,
displaying more pronounced relative increases iatists located in maritime

environments than those inland.

The 2080s displays a north-south trend in theitigion of magnitude changes, with
the southern half of the country exhibiting magdéuincreases in excess of their
northern counterparts. Analysis of the downscal@dmum temperatures used as input
to SAV4 for this specific time period, displays astohct trend towards higher
temperatures in the majority of coastal stationst Example, the station with the
highest median minimum temperature for this timeigaeis Valentia, followed by
Rosslare, Roches point and Shannon. The samerpdties not exist for the maximum
temperatures, however Shannon and Valentia pladbeirtop four warmest stations.
Shannon’s position as one of the warmest statianthe 2080s is translated to the
highest APT magnitude increase in Figure 8.14. Thet that the maximum
temperatures did not display the same temperatarkinmgs at the minimum

temperatures, suggest that the minimum temperaguneore important to population
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growth than maximum. This finding is logical, cahsiing the fact that it is generally
the minimum temperature which acts to limit popolatdevelopment in temperate

environments.
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Figure 8.14 Spatial distribution of relative APT increases to the 1961-1990 baseline for three
timeslices: The 2020s, the 2050s and the 2080s.
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8.8.3 Voltinism

The change in the number of generations achievedsscall of the stations was
calculated in an effort to provide a complimentargtric to magnitude-changes. This
metric serves to provide more information about {h@pulation dynamics, by
facilitating an assessment of the reproductive lodipa of the population via the
voltinism metric. The number of generations witleiach thirty year time period were
averaged for each station and GCM/SRES combinadioah the relative changes against
the Ensemble baseline calculated (the ranges ofhwduie illustrated in Figure 8.15).
The trend across all of the stations using Ensemi#ans is that of increase. Once
again, the minimum and maximum ranges are obtamoed the mean outputs from all
of the station/GCM combinations. Generally, theges in Figure 8.15 display an
increasing trend, with the exception of the minimvatue (HADCM3 B2) in the 2050s
already explained in the previous section. Furéhx@mination of the ranges reveals that
all of the maximum relative increases are deriveainfthe CSIROA2 GCM/SRES,

while the minimum range values are derived from HONIB B2.

Spatially, three to four additional generations @irgected country-wide for the 2020s
(Figure 8.16), which is in keeping with smalleratele changes recorded in the APT
metric for this time period. The 2050s indicate ¢&meergence of a north to south trend,
indicating higher numbers of relative generatiamsshannon, Birr and Casement than
elsewhere. This pattern consistent with the AP Ppuudescribed above, particularly the
APT for the 2080s. Finally, the 2080s displays Emvoltinism patterns to the aphid

magnitude reported for this time period, particyldor Shannon, where the highest
temperature recorded for this time period occur@derall, these findings serve to

bolster the intuitive expectation that higher apiggnitudes correspond with increased

voltinism.

219



Malin head Belmullet Clones
30 30 30
£ 20 20 20
2
=
E 10 10 10
0 0 | 0
Claremorris Casement Birr
30 30 30
£ 20 20 20
0 ‘
£
=
S 10 ‘ 10 10 . 0}
0 0 0 |
Shannon Kilkenny Rosslare
30 30 30
£ 20 20 20
Rl |
£
=
S 10 ‘ 10 10
0 0 0 ‘
Valentia Roches pt
30 30
E 20 20
[}
£ ‘ ;
G
= 10 o 10 | Ensemble relative
‘ @ change in
number of
0 0 generations
IS N 2 2
v X o V g )
U o
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in voltinism across all of the models (per timeslig): blue=2020s, green=2050s and red=2080s.
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Time slice Minimum voltinism Maximum voltinism

619( 55 9C
202( 63 96
205( 63 101
208( 65 11C

Table 8.6 Maximum and minimum mean voltinism recoraed across the seven GCM/SRES
combinations and eleven synoptic stations.
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Relative change
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Figure 8.16 Spatial distribution of voltinism change relative to the 1961-1990 baseline for three
timeslices: The 2020s, the 2050s and the 2080s.
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8.8.4 Crop growth stage (GS)

The simulated crop phenology advanced with thengssgon of the century in response
to increasing temperature. Figure 8.17 displaysatireual timing of flowering (GS 59)
and harvest (GS 90) in simulated spring barley fi®61-2099. Flowering was chosen
for illustration, owing to its influence on the repguction and survival of.avenage
while an approximate harvest GS was selected pa®lsin indicator of the extent of
temporal advance elicited as a result of increasemgperatures. These advances are
quantified for each of the locations in the anaydtigure 8.17), and were calculated
based on the difference between the 1961-1990 @ieaand the mean JD in the 2080s
for each GS occurrence. For flowering, advancegedrom a minimum of 8 days, to a
maximum of 13 days, while the harvest GS advannges from 11 days to 17 days.
The advance of flowering by almost two weeks végly contributed to the increase in
aphid magnitudes earlier in the season as the rigeptagressed, due to the increase in
reproduction on the ears. The largest advancesrrackin the inland sites, while the
lower advances were evident around the coast. Tihging is not surprising,

considering the effects of continentality discusssghrding previous metrics.
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Figure 8.17 Simulated annual timing of flowering ad harvest in Spring barley for each of the
synoptic station locations, with associated advanad GS (in days) included (FA=Flowering
Advance, HA=Harvest Advance).
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8.8.5 Peak day (PD)

Early aphid peaks can be detrimental to youngep @lants, owing to their weaker
resistance to plant viruses, in comparison to planhblder stages of development (Katis
et al, 2007). SAV4 consistently produced outputs illatihg earlier occurrence of the
peak aphid population for every synoptic statiorirescentury progresses. For clarity,
the actual projected peaks for each timeslice lustrated in Figure 8.18 while the
GCM ranges for this metric are illustrated in Fg@.19 on an annual timestep. This
advancement of the peak metric is indicative ofgkaeral advancement of the aphid
population as a whole, in synchrony with the pregien of the crop GS (in response to
increasing downscaled temperature projections). pkak day output from each
timeslice constitutes an advance in peak timing\agry previous time period recorded
(Table 8.7). Advances of over a week are evidemhgeithe 2050s, while peak timing up

to eighteen days earlier than the baseline wagsdaeddor the 2080s.

Station 2020s 2050s 2080s
Malin head 5 9 13
Belmullet 5 10 14
Clones 8 13 18
Claremorris 7 12 16
Casement 7 11 17
Birr 7 11 16
Shannon 5 10 16
Kilkenny 6 11 16
Rosslare 3 7 11
Valentia 5 10 14
Roches pt 4 8 12

Table 8.7 Relative advance (in days) between baswaiperiod and each of the three timeslices:
2020s, 2050s and 2080s.

The ranges around the mean annual peak day illedtraFigure 8.19 display a high
degree of variability, reflecting the year-to-yematural variability of the climate
system. Once again, the ranges are derived frormtst extreme modelled mean value
across each of the three GCM's in order to proadme indication of the potential
spread or uncertainty in the modelled output. R#sk ranges increase as the century
progresses towards the 2080s, likely a cause ofrext temperature occurrences within
regimes which are already exhibiting warmer meamptratures. The coastal stations in

particular exhibit smaller ranges than the othatiets. This is perhaps an artefact of

224



the effect of continentality as described previgustherein the coastal stations do not

experience the same range of temperature extresnataad.
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Figure 8.18 Ensemble-driven absolute mean peak ddgr the baseline period, the 2020s, 2050s and
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Figure 8.19 Ensemble-driven absolute peak day fohe baseline period, the 2020s, 2050s and 2080s,

The spatial distribution of peak day advance exbiaidifferent pattern (Figure 8.20) to
previous metrics discussed above. Akin to the othaps discussed above, the relative
change is small in the 2020s, arguably within teelm of natural variability. The
beginning of an inland trend towards earlier peaksrges during this time period,

while the southern coastline of the country retgmesk times close to the baseline
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values. The 2050s display’s a continuation of tlead, which is likely explained by the
spatial distribution of the data sites and the rpatation technique used to fit the
surface between the sites. The area of the mosinegtadvance during this time period
is centred on the inland stations of Clones ande@Giarris. The likelihood of higher
summer temperatures in the interior of the couateylikely responsible for expediting
development at faster pace than those around #s,a@sulting in what appears to be
an ‘early peak day’ hotspot in the midlands. Thasom that this hotspot is not evenly
distributed around the interior is due to the snraitements that differentiate between
relative advances (i.e. one day), while the clasdibn system utilised is in two-day
increments. For example, a difference of one datyéen Claremorris and Birr
somewhat obscures the comparability between dahe@imnidland stations. In the 2080s
however, this similarity between inland stationseigealed in its entirety and the area of
high peak day advance expands further into theiamtef the country. Concurrently,
the extreme north and south stations display alemadlative advance to the inland

stations.
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Figure 8.20 Spatial distribution of peak day advane relative to the 1961-1990 baseline for three
timeslices: The 2020s, the 2050s and the 2080s.

8.8.6 Aphid threshold

While each of the metrics outlined above facilitdte quantification of change in the
directionality and magnitude of pest pressure, éditnal indicator of risk relating to
PPPs is useful. Pest risk can be quantified bysasggthe change in the date when
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economic thresholds are surpassed across the leofgtthe modelled century.
Thresholds can be interpreted as points in timemnwdiemical intervention is deemed
necessary to curb the further development of pepulations. These thresholds are
exclusively utilised in short-term forecasting ggosed to long-term warning systems,
however their measurement serves to illustratgtiential change in PPP requirements
as a result of changing temperature regimes. Whdse thresholds are widely used on
an international scale for many pest species, aarwus has not been reached regarding
the level at which the thresholds should be sat étial, 2014), and their use has been
described as unreliable in some cases owing tadported correlations between aphid
numbers and post-spraying crop yields (Larsson5R0Nonetheless, the use of a
threshold metric here would serve to provide sondication of potential temporal
shifts in the requirement of chemical applicatiemsontrol aphid populations, as well
as the interannual variability over time pertaintoghe requirement for control. A fixed
threshold for Ireland was not readily evident witlourrent literature, so a UK-based
threshold was utilised of ‘5-aphids-per-tiller’ (Let al, 2014). The JD at which the
aphid threshold is exceeded is illustrated in Feg8r2, clearly displaying a general
decrease in the JD at which the economic threskaddrpassed towards the end of the
century. The advance in the timing of this occuceens likely due to the general
advance of aphid and crop phenology in responsdemgperature over time, in

combination with increasing temperatures.
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8.9Conclusions

This chapter outlined current climate trends, a8 asthe projected trajectory of Irish
temperatures in response to anthropogenic climatnge. Downscaled national
projections using a variety of GCMs were employsdnput to SAV4 to provide aphid
population projections for eleven sites acrossatrélfor three future time periods: the
2020s, the 2050s and the 2080s. Results suggestathaemperatures increase
throughout the century as a result of climate ckargphid populations will respond
positively to the increase in thermal energy awdéla SAV4 produced consistent
projections of earlier and larger population dynzsracross all of the sites employed in
the analysis. The use of an adopted economic thiceskuggested that timing of
chemical intervention could also change in the reitun response to shifting
phenological patterns in aphids and crops. Intatpm of some of the findings
suggested that a spatial element exists in theonsgp of aphid populations to
temperature change, primarily occurring betweenirtexior and coastal environments.
Considering the spatial nature of cereal growingreéfand, this translates to a situation
where some areas will be less or more impacted dbi@rs in relation to pest pressure.
The next chapter will analyse the key findings ioetl here in the context of crop
production in Ireland, in order to address the pidé repercussions of changes to the
grain aphid’s population dynamics and phenologyenmiimate change. These findings
will be contextualised within the national and mi&ional research, in order to identify

future adaptation options for the cereal-produsiagtor.
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CHAPTER 9

DISCUSSION AND CONCLUSIONS

‘A model is designed to serve a purpose. It doesi@ed to specify

reality fully, nor to be agreed by all’ (Inkpen, @Z).

9.1Introduction

The impacts of climate change on agricultural potidun are likely to require changes
to policy and pest-risk management in the futuredMs such as SAV4 are typically
used in conjunction with regionally downscaled @te projections in an effort to
provide a ‘best estimate’ regarding how pest dyreamiight change in the future, thus
guiding long-term decision-making. This researclsgub the question: how will the
agricultural pesS. avenagespond to future climate change in Ireland? Thiapter

will assess how robustly this question is addressadhe current research findings.
The validity of the findings will be assessed byimg consideration to both model
uncertainty and potential methodological shortcayeinrhe implications of the current
research findings for crop production in the futurelreland will be addressed, with
specific reference to the potential economic antfl IRmifications of the current

research. Recommendations will be made, both atioal to future policy and further

modelling efforts and how they can be improved.

9.2Main research findings

The primary aim of this research was to assesshehgitrojected changes in climate
would impact the population dynamics ®f avenaen Ireland. According to the results
outlined here, projected future changes in tempegatf realised, are expected to
increase pest pressure from the grain apBicagenagin Irish barley crops. Increasing
aphid density and voltinism, coupled with advaniceghenology during migration and
development could serve to negatively impact spbadey crop yields in the future.

Generally, the largest changes in peak aphid nsetiie projected to occur after the
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2020s. The trends for all locations analysed displaincrease in aphid magnitudes and
earlier beginning of spring migration, regardlesshe GCM or SRES utilised. Winter
temperature was found to be increasingly imporéasnthe century progressed, owing to
its impact on the timing of spring migration andsuktant impacts on the season’s
population magnitudes. Minimum temperatures througlthe aphid season were also
identified as more influential than maximum temperas in relation to aphid
abundance. For example, coastal stations that agisgl the highest minimum
temperatures over the 2080s, also displayed theekigaphid abundance simulated.
Earlier simulated timing of economic thresholds floe grain aphid further supported
these findings, suggesting requirements for eaclemical intervention in the future.
Model simulations such as those presented here eer been carried out before for

the Irish domain, and as a result constitute a lnov&ribution to knowledge.

Secondary aims in the research posed the quedtwhaiher a single climate variable
could be identified as more appropriate than otl@raise in pest modelling studies.
Temperature was identified as the most influentatiable on insect development
owing to its regulatory effect on enzymatic aciviThis was not a novel finding, but
rather a well-established fact within the entomalal literature. The consequent
identification of temperature as the most appraeriaariable for use in the current
study was a result of both its widely reportedurfice on insect development, as well
as an effort to reduce uncertainty within the mhadglstudy. The aim of quantifying the
relationship between climate aBd avenaén an Irish context was achieved by utilising
well-established methods for describing the develem-temperature relationship in
insects. The most suitable of the nonlinear fumstithe Lactin model) presented was

selected based on a criteria-led approach.

9.2.1 Start of spring migration

The findings presented here are in keeping with ynmameviously espoused impacts,
illustrating an increase in pest risk owing to padged changes in temperature. The
modifying effect of winter temperature has beerepsively referred to throughout this
work, however the extent to which the effect wapatde of moderating the resultant
phenology of aphid populations in response to dintdange in Ireland was unknown.
The increase in projected winter temperatures (dhvercourse of the modelled time
period (1961-2099)) used in this research servegasitively influence the model
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populations ofS. avenagby facilitating progressively earlier first flighThis advance
of spring migration ofS. avenaéan response to temperature projections is comgiste
with the findings of Harringtoet al (2007), where an advance in spring migration of 8
days was projected for the 2050s (averaged acroegnous locations in Europe), while
the UK-specific advance was cited as 1 day eveygars. Analysis of the first modelled
catch in this work indicated a comparable advantd aay every 6 yeatswhen
averaged across each of the synoptic stations.u$keof temperature as the driving
climatic variable for the calculation of aphid ficapture has previously been confirmed
for the European domain (Coetial, 2005) and was further corroborated in the curren
research. Changes in this model metric are appdrgrthe 2050s, suggesting that
relative advances are occurring between the 30-yige periods of the 2020s and
2050s. These changes have the potential to aleerséasonal progression of aphid
dynamics, owing to their immigration timing relativo the crop growth stage (Bell
al., 2014), as well as their overall damage potemiarop. Depending on changes in
calendrical crop sowing in the future, the shift 9pring migration could serve to
increase or decrease aphid damage-potential, dieygeod the directionality of sowing
dates in response to the changing climate regirhis. Will be discussed further later in

this chapter.

9.2.2 Aphid magnitude and voltinism

The limiting effect of winter temperature on tengterinsects was reiterated by Bate
al. (2002), increases in which serve to extend th@dapeason, thus facilitating the
availability of increased thermal energy for aplddvelopment and reproduction.
Increases in minimum temperatures during the apbmkon were identified as more
influential over the final aphid abundance than masm temperature, highlighting the
importance of the lower developmental thresholthgects and its role in the limitation
of development (Sharpe and DeMichele, 1977). Redaricreases in abundance over
the course of the modelled time periods are indieatot only of the damage potential
(via mechanical feeding and virus spread), but #isoproduction potential of large
number of alates (owing to density-induced cuebg flesultant increase in magnitude
is mirrored in the increased voltinism # avenagea finding cited previously in a
Californian study utilising a range of pests andM&C(Ziter et al, 2012), in the UK
(Harringtonet al, 2007) and more generally (Cannon, 1998). WaklatsDewar (1986)

® Measured as the difference between the baselieddést catch for the 2050s
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highlighted how early infestation (as referred tothe previous section) can be an
important factor in relation to abundance and sgbset aphid outbreaks during the

summer; a relationship which was also indicatee lieigure 9.1).
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Figure 9.1 Relationship between the modelled stadf spring migration (JD) and the peak aphid
magnitude per tiller over the period ranging from 1961-2099.

These findings reported here display consistentases in aphid abundance across all

of the locations used in the Ensemble analysis glvewthe SA highlighted the potential
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for management practices (such as sow date) tofynaghid trajectories and elicit a
decrease in abundance in response to earlier pdpdétes (Section 7.6.3). The reported
reduction in aphid magnitudes in response to easleving dates (highlighted in the
sensitivity analysis) is in agreement with currénbwledge for Ireland: that earlier
sowing dates impart less aphid pressure on crapb (hechanical and viral) (Kennedy
and Connery, 2000). The reason for this is expthimethe fact that generally, plants at
younger growth stages are more susceptible to yeddctions caused by aphids and
their viruses (Fabret al, 2003; Harringtoret al,, 2007). If plants are sown earlier, they
have time to establish themselves and develop éefphids migrate into the crop and
start feeding (reflected in the model dynamics @né=d here, owing to the effect of GS
on reproduction and survival). This managementtm@could be in jeopardy however
if projected increases in extreme precipitationngésdor this country inhibit early spring

sowing in the future, thus indirectly increasing ftotential for crop losses.

The apparent dampening effect of increasing tentpes® on aphid magnitude
illustrated in the sensitivity analysis (SA) wasenpected in the current analysis.
Intuitively, the a priori expectation would have been for the populatiorrespond
positively to increases in temperature (particylénbose temperatures associated with a
temperate mid latitude country like Ireland), wdbrollary increases in model output:
an expectation which was realised in the final nhadsputs reported (contrary to the
directionality of response displayed in the SA)hisTapparent disagreement between
the SA and the final outputs was likely due to ‘tledease’ of the model initialisation
from the use of static starting values. i.e. in &8¢ SAV4 was constrained to run using
fixed starting dates and seed numbers. This i®mrast to the results presented here,
which are derived from model runs wherein the mesliwere allowed to respond to
temperature (and each other) in a more realissiciéam, simulating the natural variation

typical of a biological system.

9.2.3 Temperature regimes

Across each of the models, the prevalence of lgitnes was found to increase between

sequential time periods, while cold and moderaggnes decreased (Table 8.3 to Table

8.5 and Table C-1 to Table C-4 (Appendix C)). Thesdinble displayed only hot

regimes by the 2080s, affecting both aphid devekgmas well as the numbers

simulated for the spring migration. The influendepoeviously described differences
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between the regime-specific immigration profileot(lregimes were illustrated to
provide lower stochastic numbers of initial aphidgpear to be less important in
determining the magnitude of final aphid numbersemwlthermal energy is abundant.
For example, the fact that the 2080s consistentdplayed the highest magnitudes
across all of the time periods analysed, servdsdilight the influence of earlier start
dates and increased thermal regimes, despite tistereze of relatively small initial
population numbers. Simultaneously, the use of rdggme approach facilitated the
incorporation of natural variability, typical ofdlogical systems, while simultaneously
facilitating the ability to simulate immigration gfiles, a pre-requisite for model-runs
outside of the observed period. Using a similaimegclassification system, Skirviet
al. (1995) found that the moderate regime was thet sutable for future populations
of S. avenaewvhen using aphid abundance as a measure of ditytabhe regimes
utilised in this study were based on different seat periods to Skirviret al, (1995),
and as a result found that the prevalence of higipdnid magnitudes in the 2080s
indicated that hot regimes were the most suitabteaphid dynamics under climate

change.

9.2.4 Aphid and crop phenology

General findings include the advance in phenolofyamhid and crop development,
resulting in earlier and higher occurrence of seak@phid abundance. Despite the
maintenance of a fixed start date, crop progressfoover two weeks was evidenced,
with the highest advances in crop phenology evidentthe inland sites. Peak day
advances reported were generally higher for inlaites than coastal, mirroring the
spatial pattern of crop development. These patteare attributed to the emergence of
a continental effect on the phenology and developimate of the grain aphid. The
occurrence of the peak day metric is driven by derdependent factors within the
model population, which is in turn influenced bysh@lant quality. As a result, the
advance of the host plant phenology serves to enflte the advance of the model

population phenology.

The impacts of phenological advances in aphid plogyoalso served to provide a

measure of risk metric in the form of a ‘controtashold’ metric. Overall increases in

the rate of aphid development in response to teatyner were illustrated via the use of

the economic threshold. This threshold occurred@ssively earlier in synchrony with
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changing temperatures, indicating the possibilityearlier seasonal requirements for

pest control strategies in the future in respoasghinging aphid-host phenology.

9.2.5 Summary of findings

In summary, the main findings of this work are:

e Spring migration is expected to advance in ther&utim response to milder
winter temperatures. This equates to earlier iafest of crops by the grain
aphid, ultimately facilitating population build wgarlier in the season. Changes
are projected to occur as early as the 2020s.

« The frequency of occurrence of hot regimes is@é@idrease significantly by the
2050s, and become dominant by the 2080s acrosGGM/SRES scenarios
employed in the analysis.

* Aphid abundance is expected to increase as theirgeptogresses, owing to
both earlier arrival in crop as well as increaseedrmal energy as a result of
increasing ambient temperatures (largely associatddminimum temperature
increases). Projected warmer regimes are expeotegkpedite development
rates, facilitating the completion of developmemrenrapidly as the century
advances. Corresponding developments in voltiniswvehalso been projected
for similar time frames.

» Temperature-induced stimulation of crop developnves evidenced across the
modelled time-period for all locations, using teenporal advance of flowering
(8-13 days by the 2080s) and harvest (11-17 dayshey2080s) as gauging
metrics.

« The timing of the peak abundance of aphids refl¢ioés general advance in
phenology seen elsewhere in these results, witpdh& day occurring earlier as
the century progressed. This result is contributedby the impact of the GS
advance, by expediting the occurrence of developahestages that promote
aphid population growth via increased reproductains.

e The time at which economic thresholds are passediklth is projected to
become earlier as time advances towards the 2080s.finding is a direct
result of the general advance in aphid phenologyesponse to temperature
reported here, and serves to highlight the potemecessity for control

measures earlier in the season in the future.
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» Spatially, the effects of continentality were evitleacross the measures
employed, indicating the potential emergence ofis&-differential between

coastal and inland stations particularly towardsl#tter end of the century.

9.3Limitations of the research
9.3.1 Data availability and validation

The lack of both lab-derived temperature studiésgusish clones and Irish field-count
data for S. avenaewith which to train and validate the model was gn#icant
limitation in the current research. Issues regaydiata availability became apparent
near the onset of the research, however fundindatditate the collection of the
required data was not available. The utilisatioriirstly, the developmental data f&r.
avenae(Dean, 1974a) and secondly, the suction trap da&tarrington and Woiwod,
2007), necessitated the adoption of a number ofunagsons regarding the
comparability of life history characteristics amdrsferability of derived relationships
between the UK and Ireland in order to achieve ghenary aim of the research.
Despite these assumptions, the model is basedeonéltraccepted moderating effect of
temperature on insect development. The assumptitade have been supported by
evidence promulgating the homogeneity of the gesedind lifecycle structure .
avenaepopulations across much of the UK (Llewellgh al, 2003), as well as the
similarity of environmental zones between the UK dreland (Metzgeet al, 2005).
The future collection of biological data pertainitgS. avenador the island of Ireland
could serve to either confirm or refute the appedpness of the data used here. At
present, in the absence of such data, the assumaptiade are considered adequate.

The lack of validation of the model for Irelandpisrhaps, the most significant limitation
in the current work. The validation of SAV4 could Achieved using field count data
for initialisation, if such data were to become im@de through a monitoring
programme. With minor modifications, the availdlyilbof such data would facilitate the
use of SAV4 as a forecasting model once valida&edilarly, the model could be easily
reparameterised and utilised for other aphid pestiss displaying similar lifecycles.
The validation of individual submodels (developmergproduction) within SAV4
could be achieved via laboratory studies and waddstitute a logical ‘first step’

towards a more comprehensive validation of SAVdririrish context.
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9.3.2 Heat stress

The importance of GS’s on the progression of theletied population dynamics has
been highlighted throughout the validation, SA aesults presented in this work. For
this reason, the use of a simplistic crop growthdehohere dependent only on
temperature could be viewed as a limitation. Thession of effects of heat-stress and
drought on the crop progression from one ontogerstéige to the next, means that in
particularly hot years, the GS’s simulated by SA®3uld overestimate the rate of
barley development, in turn effecting various ratgmodules within SAV4 .e.g.

reproduction, survival. While the utilisation ofdgnamic crop model incorporating the
effects of all climate variables and managementtm@s would have been preferable, it
was not the primary focus of the current work antlasic crop growth model was

deemed appropriate as long as the caveats werkghiigial.

The effects of high temperatures were implicitlycarporated within the overall
development model in SAV4, however the potential geriods of sustained elevated
temperatures to impact life cycle history charasties was not included. Recent work
(Jeffs and Leather, 2014) suggests that sustaieadstress periods can impact not only
aphid reproduction and survival, but also nymphahbweights. These type of effects

merit incorporation in future iterations of modsisch as SAV4.

9.3.3 Moderating factors

Simulated magnitudes across many of the model yegmseared ‘inflated’ in
comparison to recorded magnitudes reported thraughwe international literature.
These results could be explained by the fact that dynamics were simulated
unimpeded by the regulating effects of pesticidesyever, other potential limitations
within the current work could also be contributieghe large magnitudes recorded: (1)
the direct exclusion of the moderating effect ofunal enemies, or (2) the use of a
morph determination function which was derived gsiwmheat as the substrate (as
opposed to barley). In the case of the formergtreeral acceptance that the modifying
effects of natural enemies on aphids are a resulhe activities of entire guilds of
enemies (Carter, 1994) (as opposed to a singleées)ecendered their incorporation
untenable owing to both the complexity involved vasll as aforementioned data-
availability. Despite their exclusion, the modelfpemed reasonably well in the UK
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validation (Section 7.4), in comparison to otherdes incorporating the effects of
natural enemies. Improvements in insect monitonmgish agroecosystems would be
required before this aspect of the grain aphididdgy can be more fully considered.
The latter limitation outlined above has the patdrtb alter the population trajectories
presented here, if the relationship described doespply using barley as a substrate.
The use of wheat as the medium upon which to Basedlationship could potentially
alter the outcome of the equation, depending onlaliel of aphid-resistance in the
cultivar or variety in question. Despite the fdeatt the morph determination equation
described by Carter (1982) has previously beeniegppb describe another aphid
species M. dirhodun) (Zhouet al, 1989), the formulation of the relationship betwe
morph determination and crop would be rendered maivast if derived on a species-

specific (both aphid and crop) level for each agatlon.

Finally, SAV4-derived simulations provide project®only forS. avenaedespite the
fact that there are other known species foundish Iparley R. padiandM. dirhodun).

The direct exclusion of other aphid species thailcc@onfer damage and reduce crop
yields, means that their influence is not accourfadin the projections. Different
lifecycle strategies could mean that each of thgsecies respond differently 8.
avenaeunder the temperature projections used here, atiéiiyn serving to modify pest
risk projections in the future. The approach wuttisn this work was justified, owing to
the predominance db.avenaeover other species reported by Kennedy and Connery
(2005), suggesting that their population dynamiopdrts the greatest influence over

aphid induced yield losses.

9.4Model uncertainty

The limitations associated with the results rembrteere are compounded by the
uncertainties associated with the climate projestidhat are used to drive the
simulations. The scenarios upon which projectioeskased produce a wide range of
outcomes, depending on the assumptions made byiredieldual scenario. The climate
community’s inability to predict future resourceeudand use change and potential
technological advances means that there will alvib@ygherent uncertainties associated
with any projections made. This work catered fas tmcertainty in two ways: firstly,
by reducing the number of downscaled variablesufa in the analysis and choosing a
variable (temperature) for which there is less uiagety than others (recall Figure 2.4)
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and secondly, via the utilisation of downscaledad#rived from multiple GCMs and

SRES combinations (as opposed to the use of sesingtlel).

The use of multiple GCMs to drive SAV4, while congionally intensive addressed
some of the uncertainty typical of climate impatcidses which utilise only one GCM.
By removing the over-reliance on just one GCM, ptitd ranges in the outputs could
be produced, while simultaneously utilising theeanble mean to reduce the influence
of natural internal variability associated with aoge specific model (Littelet al,
2011). The results presented in this work indicdtedsame directionality of response
towards increased magnitudes and earlier occurseotc8. avenaalespite the GCM-

SRES combination used, providing a level of confaein the main findings presented.

9.5Discussion and conclusions
9.5.1 Economic implications

Reductions in Irish grain yield in spring barleyedto BYDV infection have been
reported as ranging from 0.36 t/ha (7%) to 1.1 (2@P6), while losses due to direct
feeding byS. avenaeganged from 0.71t/ha (10.6%) to 0.83t/ha (11.3Kgnhedy and
Connery, 2005). If the projections provided here tar be accepted, these losses could
be set to increase in the future. An economic amlgf the impacts d. avenaen
crop losses in Ireland has never been carried making it difficult to extrapolate
findings described here to a monetary cost of pesvity. However, the most recent
statistics (Table 9.1) available regarding spriragldy yields in Ireland (referring to
2013) provide a rudimentary method by which cragsés can be quantified.

Area under Yield per Total .
spring barley (h) hectare (t) production (t) Price/t (€) Value (€)
183,500 7.2 1,321 200 €150 198,180,000

Table 9.1 Spring barley statistics for Ireland in D13 (h=hectare, t=tonne). Source: (CSO, 2014c).

If it is assumed that the total production reportedurred despite the aphid-induced
losses reported above, then it is reasonable fpheghese range of losses to the yield
per hectare in order to derive the range of paéptioduction which could have been
achieved in the absence of pest activity. Loss @angere calculated by adding the
lower losses per tonne due to BYDV, to the lowssks due to mechanical damage (i.e.
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0.36 t/ha+.71 t/ha=1.07t/ha), and the higher losgesto BYDV, to the higher losses
recorded due to mechanical damage (i.e. 1.1t/ha83 tlha =1.93 t/ha), resulting in
losses in spring barley attributable to both BYD\W deeding ranging from 1.07 t/ha to
1.93 t/ha (to provide a range of potential lossEah of these ranges were then added
to the actual recorded yield/hec in spring barley 2013 (CSO, 2013), in order to
provide hypothetical upper and lower yield/hec @ases if aphid damage was removed.
Data describing the area under spring barley in32( hectares) was obtained for
Ireland (CSO, 2013), and consequently multipliedh®/two newly calculated yield/hec
values in order to derive the overall potentialldartonnage in the absence of aphid
damage (Table 9.2). The difference between eatheskt values and the actual volume
of barley recorded were then multiplied by €15 (tinice of spring barley (per tonne)
(IFA, 2014)) in order obtain a measure of potentradnetary losses owing to aphid
damage. This rudimentary example serves to illtestize potential magnitude of losses
per year, ranging from approximately €29-54 millidue to aphid activity under the
current climate. The economic costs of crop yielductions are further compounded by
previously mentioned expenditure on PPPs of (orra@me €60 million per annum
(CSO, 2013).

Area under Yield per’ Total Difference Potential
spring barley (h) hectare (t) production (t) (1) losses (€)
183,500 8.27 151,7545 196,345 29 451,750
183,500 9.13 167,5355 354,155 53 123,250

Table 9.2 Potential Irish spring barley yields in he absence of aphid damage in 2013 (h=hectare,
t=tonne). Lower and upper potential yield/hec in the absencef aphid damage.

9.5.2 Management practices

Current management practices in Ireland suggestaplaid risk can be reduced by
sowing crops in March, as opposed to April, owingthe increased levels of aphid
activity in April (Kennedy and Connery, 2000). Tiedings outlined here indicate that
pest-pressure frons. avenaein spring barley is expected to increase, desihite

maintenance of a March sowing-date. The use of mmcglech as SAV4 in climate-
impact studies are important, as they contribueatds developing future strategies to
adapt to climate-induced changes. Currently, aptodtrol strategies espoused in
Ireland are generally based on calendrical cues.eikample, in winter barley:the

application of aphicide in October and Novemberistandard recommendation...for
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barley sown before the last week of Septeimlt@nnedy and Connery, 2000), or for
spring cereals, Teagasc (2014gcommend the application of a contact aphicide...to
crops at the four to five leaf stagwhile producers of PPPs suggest that farmerslgho
‘monitor crops and apply KARATE ZEON™ as soon addaphtivity is detected’
(Syngenta Ireland Ltd, 2010). Neither of these apphes take account of interannual
variability or the potential for aphid numbers t® 0 low that spraying is not required.
This highlights the crux of the current researdte findings outlined here represent
mean changes in aphid metrics over time, removinghof the variability referred to
above. Potential changes in future climate wilbirporate extremes in climate variables
that contribute to this variability, providing th@otential for consecutive high-pest-
pressure years on the ground for farmers. Sequeexigemes, coupled with the
alteration of seasonal phenology could serve toifstgntly impact yield attainment in
the future, by rendering current control strategesdated. While the current model
used was not designed as a short-term forecasgsigrs, the model’s outputs provide
an indication of this potential future variabiliip pest dynamics, allowing policy
makers to act proactively to facilitate sustaindokeire crop production. Additionally,
use of SAV4 as a short term forecasting systemdcalslo be assessed in the future, if

the model is suitably modified and validated.

9.5.3 Pest generalisations

The prophylactic control of crop pests referredbomve is no longer a viable option in
the current agricultural climate for a number ohsens including increasing costs,
associated environmental risks, emerging pest teesis, as well as altered PPPs
regulations. Increases in pest pressure reporteq imecombination with these reasons,
highlights the necessity for sustainable adaptatioategies to ensure the maintenance
(and proposed increases) of future crop yields. Aangh strategies however, would
need to be generally applicable in the absencendividual risk studies for every

agricultural pest.

While this work is concerned with the future dynesniof only one insect pest,

generalisations regarding the potential applicgbiif these findings to other species

could be tenuously made based on species displaynidar life cycle traits, such as

anholocycly. This trait has been implicated in thming of first flight, providing an

initial indicator for the potential trajectory oéasonal dynamics depending on when the
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immigration starts relative to crop developmentl(¢ al, 2014). The results outlined
here could be utilised to make qualitative statameegarding potential climate-
induced changes to other aphid species displayimgas traits. Bell et al (2014)
further propose that under climate change, the radaptive aphids will be the most
successful, specifically those which display faative anholocycly. This ability to
adapt to extremes in winter temperatures by praodueither sexual or parthenogenetic
clones would certainly confer an advantage to thepeies displaying this trait. As a
result, this work could be taken one step furtbetheorise that those species displaying
facultative anholocycly could be expected to respeven more positively to changes in
future climate in comparison to the results presgénhere forS. avenae Further
generalisations can be drawn regarding the potaplicability of current findings to
those regions displaying similar agroclimatic caiotis to Ireland. Assuming
comparability between climate projections and lasd, it is reasonable to assert that
population dynamics of the grain aphid illustratexte, could respond similarly in the
future in climatically proximate zones (assumingttkethal temperature limits are not

surpassed).

9.5.4 Spatial heterogeneity of aphid pressure in relatiorio host crop

Cereals in Ireland are predominantly grown in taste@nd south of the country as well
as east Donegal, making up 16% or higher of tred toea farmed per Electoral District
(ED). This spatial pattern of cereal growing is @mpassed to the south and east of a
line running from Louth to Cork. Figure 9.2 illuates the spatial distribution of spring
barley in Ireland in 2013 (measured in hectares EpRj. Generally, the projected
changes in aphid metrics described are not homogenaver the cereal-growing areas.
As these areas encompass both coastal and inleatiolos, the potential for offsets in
pest pressure between the two are possible, owinghé proposed effect of
continentality on the overall change in aphid nestriAccording to Figure 9.2 coastal
locations in the spring barley-growing areas digpllae highest hectarage of land
farmed. According to the results outlined hereséhareas of intensive cereal production
(particularly in the south and southeast coastahsgr will experience the highest
increases in aphid abundance in the future, ovwhegeffect of coastal temperatures on
spring migration. Generally speaking, changes ptegk for the 2020s are small in
comparison to the 2050s, providing an opporturotytfie sector to adopt strategies now
in order to ensure resilience in the future agaimsse impacts.
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Figure 9.2 Spatial distribution of spring barley cutivation in 2013 (CSO, 2014c)

9.5.5 International context

Many of the climate change studies produced byatirecultural research community
are comprised of crop sensitivity studies, deseghirop responses to global climate
projections, the broad consensus of which is thapscwill be negatively impacted in
the future in response to climate change (Rosengetal, 2014; Teixeiraet al, 2013;
Trnkaet al, 2011). While these types of studies are critioahe assessment of future
food security prospects, they have generally opdrat the absence of consideration for
moderating effects of pest species, which can itpajor yield effects. This situation
is changing however, as the potential for theilugrice to modify projected crop yields
is being recognised and highlighted aan ‘important area for future model
development (Rosenzweiget al, 2013:3270). Andrewet al (2013) provided an

illustration of this changing trend by analysing fbrevalence of studies examining the
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effects of climate change on insects between 1985 2012 within the scientific

literature. They found this subject matter was na@iinant in Europe and North
America, while more generally an increasing tremdhie numbers of publications that
incorporated the effects of climate change on itsse@s apparent (Figure 9.3). Their
analysis serves to place the current work in cantéthin the international research, by
highlighting the contribution of current findinge tan area that thus far is under-

represented in the international literature.
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Figure 9.3 Number of publications assessing the inapt of climate change on insects from 1985-
2012. A star is shown for 2012 as it only includgmpers to August 2012 (Andrewet al., 2013).

Andrewet al (2013) elaborated on their analysis by includimginsect orders, as well
as the habitats included in the publications amaly§&enerally, they illustrated that the
Hemiptera (the order to whicB. avenaddelongs) were less well studied than other
orders such as the Lepidoptera and Diptera (amtreyg) within Europe, as well as in
agricultural habitats. This work contributes towsafdrthering knowledge pertaining to
both of these areas by contributing climate chapggections of an economically
important Hemipteran in Europe. Specific areasanitgbution are illustrated in Figure
9.4, where the variables used to measure insepbmes to climate change were
categorised into groups depending on their preealdn the literature. The outputs
from SAV4 produced in the study directly contribtiethe furtherment of international
knowledge across three of these groups, incorpgratheasures of abundance,
interactions (with crop), phenology and developmeultimately increasing the

knowledge base for future studies of this kind hbwdtionally and internationally.
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Figure 9.4 How insect responses to climate changave been recorded in publications between 1985
and 2012. Four groups (A-D) allocated based on nureb of publications in each response group
(Andrew et al., 2013). Red circles denote areas of contributidny SAV4.

9.5.6 Adaptation strategies and policy

Despite the existence of aforementioned sourcescértainty, the potential for adverse
impacts on food production is evident and requinesapplication of the ‘precautionary
principle’ if future food demands are to be met. idlealised outcome from the current
research would be the production of simulations reineuncertainty did not exist and
the findings could be construed as entirely robdgtis could then lead to the
formulation of targeted adaptation strategies m ltiish agricultural sector in order to
ensure resilience under future climate change. 3¢egario is not the case here, nor is it
likely to ever be the outcome in climate impacdgts. What is more likely, is that the
level of uncertainty will increase, as scientisteaver new sources of uncertainty in the
highly complex climate-biosphere model system. Whatinos and Rood (2010:670)
refer to as the ‘uncertainty fallacy’ (‘the beli¢ghat the systematic reduction of
uncertainty in climate projections is required nder for the projections to be used by
decision makers’) is all-to-often used as a reafwninaction on behalf of policy
makers. However, the potential economic cost o thaction means that adaptation

options must be implemented despite the existehcmeertainty. In this context, it is
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important to recognise the role of models such A¥4S$ which is not to predict the
future, but rather to provide a set of plausiblécomes that facilitate the identification
of vulnerability within the sector to changes imwlte. This raises the question: How
can we formulate robust adaptation strategies ler future in the midst of such

uncertainty?

By providing an indication of the true magnitude tbe climate-pest problem, the

benefits of fostering adaptive strategies is hgjitied as an area meriting investment of
(scarce) economic resources. Adaptation stratdfmstake cognisance of the results
outlined here will need to take account of the eafoentioned potential for

generalisations regarding pest responses, as sélleauncertainty discussed above. A
significant proportion of the uncertainty describedhis work is a direct consequence
of the adoption of necessary assumptions regarsjiregies biology in the absence of
Irish data pertaining to pest pressure. This ifagresses the need for pest monitoring
as one of the key strategies required to infornptad@an responses to climate change in

the cereal growing sector.

The underestimation of pests as a genuine futakeunider climate change could be the
reason why so little has been accomplished to ajarding adaptation in the form of
monitoring and knowledge based risk systems iratrel Oleseret al (2011) carried
out a study based on a (mostly) subjective queséime, regarding the perceived risks
and impacts of climate change on agriculture witliinrope (using agricultural
researchers as respondents). Interestingly, tly seported sentiments suggesting that
no climate change impacts were expected in the-larapng abilities of pests in spring
barley for the environmental zone to which Ireldé@iongs (Metzgeet al, 2005). They
also reported that the expected importance of atlapt measures relating to
operational monitoring of pests for the same zoms minor’. These findings are in
direct contradiction to what has been found in thesk, and should be regarded with
caution considering their subjective nature, alaitty the fact that the study was carried
out in advance of the transposition of the new gseof European PPP legislation
(removing reliance on chemical panaceas). Eithey, Wack of perceived risk could
hamper attempts to formulate policy that would éosesilience in cropping systems to
future impacts of climate change.
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This research provides the necessary indicatiorrisk required to instigate the
formulation of such policies on a national levélolicy that focuses on investment in
monitoring, as well as decision support and earlrning systems are the most
appropriate adaptation strategies to foster for teasons: Firstly, this approach is
closely linked with the European Sustainable Useedive (SUD) which explicitly
advocates the monitoring of pest organisms forsatibn in IPM and DSS regarding
PPP application (European parliament and councihefEuropean Union, 2012), and
secondly, this type of approach is not impactedhwy type of study or GCM/SRES
used, but rather it will provide useful framewoik support pest management in a
‘scenario-neutral’ manner. A system such as thégatds the necessity for providing
definitive model results, which can oft be usecaagason for inaction, and facilitates
the formulation of robust adaptation in spite oé thncertainty inherent to climate
impact studies.

9.5.7 General recommendations

While this research has constituted a first steyatds assessing future pest risk under
climate change for Ireland, significant limitatiohswve been identified towards the

attainment of robust results. In spite of this, theplications of this research have

facilitated the identification of high level adapta strategies to ensure the cereal-
growing sector’s resilience to concurrent changegest risk and chemical regulations
in the future. In light of the findings and uncémtges outlined in this work, as well as

the adaptation policies outlined, a number of rev@mdations can be made, all of
which are referred to in last years national actpdan for the Sustainable Use of

Pesticides (SUD) (DAFM, 2013).

9.5.7.1Monitoring and IPM

The establishment of a monitoring scheme withidahvd to detect and analyse pest
species responses to short term weather and lomg-¢émate conditions, would
facilitate the identification of vulnerabilities thin the cropping system owing to
climate-mediated pest dynamics. This type of apgrowould serve to inform a
plethora of tools for modelling and mapping pesecsps, ultimately providing a
knowledge base to build upon in future IntegratedstPManagement (IPM)
programmes. The national action plan for the SUidestthatharmful organisms must
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be monitored by adequate methods and tools, wheadasle. Such adequate tools
should include observations in the field as well ssentifically sound warning,
forecasting and early diagnosis systéenfBAFM, 2013:24). The importance of
monitoring pest species can not be overstated.uBeeof models such as SAV4 for
climate impact studies, requires that there isréairelevel of confidence in both the
models employed and their skill under current cteneFor such confidence to be
fostered, data pertaining to pest lifecycles, dyiearn-field and climatic responses are
required on a national level. On a short-term hasaels akin to SAV4 can be used as
‘forecasting’ systems, in conjunction with observetnperature data to indicate the
trajectory of seasonal dynamics of pests. These&sting systems contribute to a more
‘knowledge-based’ system, by attempting to optintisetiming, location and nature of

control strategies.

IPM generally constitutes an ecosystem-approadhfticases on the long term control
of pest species via the utilisation of multiple heues including the use of crop
rotation, resistant crop varieties, biological cohtand enhancement of pre-existing
beneficial organisms) and habitat manipulation.hEat these techniques have been
outlined in the SUD, and are directly applicableeh@s recommendations on a national
level for the long-term management of pests suctSasvenae These combined
approaches are designed to facilitate knowledgeebadecision making by the
‘professional user’ (farmer) (DAFM, 2013), regarmgliwhen (if at all) control action
(chemical or otherwise) should be taken. The recendations here would stress a final
point regarding the adoption of the IPM approatle: adequate training of the farmers
using these techniques is an area which meritsfisigmt attention in the future, as it is
these end users who ultimately put the recommemtiatnto practice, and their records

which aid in assessing the success of such measures

9.5.7.2Targeted research recommendations

Establishing the validity of the biological underpings in this study via the acquisition
of Irish data would enhance confidence in SAV4 dergy-term risk assessment tool.
Further research effort is merited towards thebdistament of field studies to monitor
the spring migration of the grain aphid, and ultieia validate the initialisation

submodels in SAV4. Similarly, laboratory studiesulbfacilitate the assessment of the
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temperature-response of Irish aphid clones (coiriignar negating the utility of the UK

data as proxy data for Ireland).

The fact the SAV4 was reasonably validated usingdaka raises questions regarding
the moderating effects of natural enemies withrgegahid populations. It could be that
the limited number of years used to validate SAWere not particularly ‘high-

pressure’ years for natural enemies. However,efgbpulation dynamics of the grain
aphid can be simulated in the absence of ‘datattyumgtural enemy submodels, the
economic cost of formulating early warning systefos this, and other species of
aphids could be significantly reduced. The esthbient of the extent of their

moderating effect (if any) via lab and field-basstddies could also serve to reduce

uncertainty associated with SAV4 outputs.

9.5.8 Threats and opportunities

The potential future threats from climate-mediaaptliid dynamics have been accounted
for over the course of the previous two chaptessydver the potential for opportunities
in cognisance of what has been learned here masto@ addressed. The elongation of
the growing season as a result of projected ineseas temperature could potentially
provide a pest-management opportunity via the neadibn of crop planting dates (due
to the fact that the growing season will be lonipan the time required to produce the
crop). The potential for this opportunity is tentaty based on the ability of farmers to
be able to move freely around their land with maehy earlier in the year (which may
not be the case on an annual basis). If the profectutlined here are realised, then
warmer winters will simply allow the grain aphid eater crops as soon as temperatures
allow. However, in combination with the monitorireghemes outlined above, the
potential for farmers to adjust crop planting toncade with identified natural enemy
phenology, or synchronise pest events with lesseqible growth stages, could
provide new opportunities for control. Manipulatosuch as this may be better suited
to one type of a pest over another, a circumstaingeh would be revealed via detailed

monitoring systems.
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9.6 General discussion

The work presented here directly contributes towamternational efforts to incorporate
the effects of pest activities into the food segutiebate. The ability to include realistic
projections of pest impacts into future crop progts, will contribute towards the
development of robust food security policies, gattarly in those areas where negative
impacts of climate are already expected for crayapction (e.g. South Asia and Africa
(Lobell et al, 2008). Across scales, from regional to globaktpesponses to changes
in climate are likely to be as spatially differetie as the projections upon which they
are based. Their general omission from modellingliss to date is almost certainly a
direct result of the complexity of the system (evanisolation of pest dynamics),
however their exclusion directly affects realistissessments of climate impacts on
crops in the future. Generally, global crop pramts suggest decreases in yield in
response to climate change by the 2030s, compigdtie attainment of future food
security in the presence of an increasing globpufaxe (Challinoet al, 2014; Lobell

et al, 2008). Despite the potential for generalisatisash as these, the impacts of
climate change (both direct and pest-mediated) vélly between regions, owing to
differences in biophysical resources, climate arahagement practices (Lobei al,
2008). In order to fully understand the potentialpacts of pests on agricultural
production under a changing climate, it is impe&that an interdisciplinary approach
is fostered within the scientific community, in erdto fully develop each of the
disparate strands within this area of research. dinalgamation of expertise from
botany, entomology, meteorology, soil sciences @z@homics would provide a sound
basis for the ‘systems approach’ discussed eartiethis work, facilitating the
formulation of models that account for all facefstloe agroecosystem, serving to

minimise some of the limitations and uncertainbadined here.

Models such as the one described here have twogespfirstly, to highlight potential
gaps in current knowledge relating to the subjeetten, and secondly, to provide
quantification of pest-risk as the climate contmue change in the future; both of
which have been reasonably successful in theiriggmn. Generally, quantitative
estimates such as those described here facilitecamparison of impacts between
different species and locales, ultimately aidinghie prioritisation of adaptation efforts.
Adaptation recommendations pertaining to IPM oetlirfor this work are not novel

recommendations. They have been adopted to varotsnts across the global
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agricultural community in an effort to maintain ¢arl over systems which are

inherently subject to natural variability. This Mdoility is projected to increase over the
course of this century due to anthropogenic clinthi@nge, via direct climatic effects
and indirectly via pest-mediated impacts, serviong highlight the importance of

implementing robust adaptation strategies now. &/Hhikland is not expected to
experience climate impacts to the same extenthes piarts of the world, the potential
for changes to existing agricultural pest complegafiined in this work merits the

establishment of meaningful working frameworks todgaenhanced future resilience in
the agricultural sector.

9.7 Concluding remarks

Crop pests pose a significant threat to food sgcom a global scale, however their
explicit exclusion from many crop sensitivity stesli directly reduces the global
communities ability to appropriately adapt to emsdood security in the future.

Agricultural production impacts are expected in theire due to projected changes in
climate and corollary pest-mediated yield reductidnm Ireland, the moderating effect
of pests under climate change has not been affoashgdconsideration in research
efforts thus far. At high densities, the grain a@pB. avenaecan cause significant

damage to cereals via the removal of plant nusieas well as transmitting plant
viruses, ultimately resulting in crop yield loss&€he model used in this work integrated
the findings from various grain aphid studies, glowith a nonlinear modelling

technique in order to develop a simulation modskdbing the population dynamics of
S. avenador Ireland under climate change. The absenceatd th an Irish context

meant that assumptions had to be made in ordesdore the transferability of the
model data to an Irish context. Limited validatiohthe model was carried out using

UK data, which suggested that the model was adedaapurpose.

Current findings suggest that the grain apl8d,avenaewill benefit from projected

changes in temperature over the course of the gerdgnd as a result, will increase in
importance as a pest of Irish barley. Recommenaigtithat complemented recent
changes to agrochemical regulations for adaptatvene made, comprising of the
initiation of pest monitoring schemes in Irelandvesll as investment in knowledge-
based support systems for farmers. Further work swagested, pertaining to the

collection of lab and field based data ®avenaen order to fully validate SAV4. The
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work described here comprises the first attemprtvide a climate-impact assessment

relating to agricultural pests for Ireland.

This work has not only served to highlight the pdid changes in magnitude and
phenology of an important agricultural pest, buhdis also served a more important
purpose: to highlight a research area that has beeriooked in a country where the
agricultural sector has such a defining role. Aatge understanding of the relationship
between agricultural production and corollary pesmplexes is required, if the

economic and environmental impacts of climate ckaag to be abated. This work

constitutes a first step towards achieving thisanstinding in an Irish context.
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APPENDIX A SAV4

A-1 Loading all the temperature data

all_tmax_yrs=1oad('maximum_temperature.csv');
all_tmin_yrs=load('minimum_temperature.csv');
mod_temp_counter = 0;

A-2 Time and sunrise calculation

for mod_temp = 1:(size(all_tmax_yrs,2));
mod_temp_counter = mod_temp_counter + 1;
disp(['year number ' num2str(mod_temp_counter)]);
%Save the 'year' of the GCM temperatures
sim_year = [1961:2099]"';
model_year(mod_temp_counter) = sim_year(mod_temp_counter);
%The next lines provide the date for the calculation of sunrise
date =load('yrmthdy.csv');

year = date(:,1);
month = date(:,2);
calday = date(:,3);

%Enable next 2 1lines when multiple Tocations are being used

%lat input('Please insert latitude an as integer: ')

%Ton input('Please insert longitude an as integer: ')

%sunrise = suncycle(lat,lon, [year,month,calday],2880) *sunrise function;
sunrise = suncycle(57,-6,[year,month,calday],2880);

T = [(@l1_tmax_yrs(:,mod_temp)), (@ll_tmin_yrs(:,mod_temp))];
%This calls up the sinewave function to produce hrly temps for the
%modeT .
%You need to specify the dlytemps in 'T' (*sinewave function);
Temp = sinewave(T,sunrise);

A-3 Initialising variables

al_nymph_percentage =
al_repro_rate =
alighting_ad =
alighting_yearly =
ap_nymph_percentage =
ap_repro_rate =
aphid_per_tiller =
currentday =
dailyage =
day =
daycounter =
daystart =
DD =
end_of_migrat =
endday =
end_4th_day =
end_4th_hr =
fins_duration =

o

O O O O O O O O O OO OO OO OoO oo




tiller = 0;
clear g;
GS =0
gs_jd = 0;
gsday =0
Hh =0
hr=1;
jd32_200_av =0
jf_av =0
myfileID =0
maxday =0
num_al_nymphs =0
num_ap_nymphs =0
numdays = 0;
0
0
0
0
1

nymphs_al_parent =
nymphs_ap_parent =
peak =
regime =
stage =
clear survival_percent

survivalI =
system_al_day =
tot_dly_nymph =
total_number =

o O O O

%Temp data for the reproduction & CDD_new functions

dlytmax =T(:,1);
dlytmin =T(:,2);
dlytav = (dlytmin+dlytmax)/2;

%Simulate the startday based on the previous mean Jan/Feb temperature
jf_av = mean(dlytav(1:60));

store_jf_av(mod_temp) = jf_av;

daystart = round(172.312 - (10.639*jf_av));

daily_nymphal_survival = zeros(daystart,endday);

%This variable is for storing each years startday
store_startday(mod_temp) = daystart;

%simulate the endday of migration according to regime; based on the
%mean temperature between jd 32-200 (*regime_endday function)
jd32_200_av = mean(dlytav(32:200));

[end_of_migrat, regime] = regime_endday(jd32_200_av,daystart);

%This variable is for storing each year's end of migration jd
store_end_migrat(mod_temp) = end_of_migrat;

%'Regime type' is the same size as 'regime'

regimetype (mod_temp_counter, (1:Tength(regime)))=regime...
(1:Tength(regime));

sow_date = 76;

%This calls up the cumulated degree day function, (*CDD_new function)
DD = CDD_new(dlytav,sow_date);

%This calls up the crop growth stage function, (*zGS function)

%GS is the crop growth stage in zadoks decimal scale

GS = ZGS(DD);




gsday = (1:1ength(GS))"';
%End the model run when the GS becomes unsuitable
gs_jd = horzcat(Gs,gsday);
for g = 1:1ength(GS);
if GS(g)>=86.3;
endday = gs_jd(g,2);
store_endday(mod_temp_counter,1l) = endday;

break
end
end
cum_aln = zeros(endday,1);
cum_apn = zeros(endday,1);

%This calls up the alate reproduction rates (*al_repro_func function)
al_repro_rate = al_repro_func(dlytav,GS);

%This calls up the apterous reproduction rates (*ap_repro_func function)

ap_repro_rate = ap_repro_func(dlytav,GS);
numhrs = length(Temp(:,1));

numdays = endday-daystart;

dev = zeros(numhrs,endday, endday) ;
age = zeros(numhrs,endday, endday) ;
stage =1;

reproducing_ap = zeros(endday,1);
reproducing_al = zeros(endday,1);
system_ap_day = zeros(endday,1);

%Initialise variables required for recording the time of maturation
alighting_daystart_endday = 0;
caught =
devdaystart =
devdayend_5th =
devhrend_5th =
dev_duration_days_5th =
dev_duration_days_hrs_5th =
endof5th_instar =
dev_duration_hrs_5th
dev_duration_5th_rounded_days = 0;
devdayend_4th =0
devhrend_4th =0
dev_duration_days_4th = 0;
0
0
0

O O O O O O O o

dev_duration_days_hrs_4th =
endof4th_instar =
dev_duration_hrs_4th =
dev_duration_days_alate = 0;

dev_duration_alate_rounded_days=0;

A-4 Seeding the model with simulated aphid numbers

%This calls up the simulated daily catches for the length of the migration
%using a nbin distribution (*dly_sim_catch function)
caught=dly_sim_catch(regime, (end_of_migrat-daystart));

%This is where the simulated catches are multiplied by the conc. and dep.
%factors (*alighting function)
alighting_daystart_endday = alighting(caught);




alighting_yearly((1:1ength(alighting_daystart_endday)) ,mod_temp_counter)...
= alighting_daystart_endday;

ap_complete_day = 0;

al_complete_day = 0;

%The alighting_ad vector needs to be as long as 1l:endday, due to the fact
%that the indexing requires the actual 'days to exist. For this reason, a
%zero vector is concatenated to the alighting aphids vector to facilitate
%ease of indexing

nocatch = zeros(1l,daystart-1)";

%the +1 in the next line 1is to account for the fact that while the
%end_of_migrat is recorded as a specific julian day; in reality the last
%catch is on the previous day.
zerovec=zeros (1, ((endday+1)-end_of_migrat))"';

alighting_ad = vertcat(nocatch,alighting_daystart_endday,zerovec);

kcounter = 0;

daycounter = daystart;

%Alert the user that initiation is complete
disp('Model initiation completed');

t=toc;
disp(datestr(datenum(0,0,0,0,0,t), 'HH:MM:SS"))

for k = daystart:endday;
kcounter = kcounter+1l;
timer = 0;
currentday = k;
if Gs(k)>86.3;
disp('Year run has ended');
break
end
tiller(k,1) = round(20 +(90.4*(GS(k)))-(2.69*(GS(k)A2))+...
(0.0321%(GS(k)A3))-0.000134*(GS(k)A4));

A-5 Calculate the number of reproducing individuals

%This calculates the number of alate adults sourced from the trap
if k == daystart;

reproducing_al(k,1) = alighting_ad(k,1);

reproducing_ap(k, 1) = system_ap_day(k,1);

%Ensures that reproductively capable adults live for 20 days
elseif k>daystart && k <(daystart+20);

reproducing_al(k,1) = reproducing_al(k-1)+alighting_ad(k,1);
%Reproducing apterous individuals are summed once the first
%apterous nymphs have passed through the system and become
%reproductively capable adults

reproducing_ap(k,1) = reproducing_ap(k-1,1) + system_ap_day(k,1);
elseif k>=daystart+20;

%This part of the scripts introduces a 20-day limit to adult
%survival within the model.

reproducing_al(k,1) = reproducing_al(k-1)+alighting_ad(k,1)-...
alighting_ad(k-20,1);

reproducing_ap(k,1) = reproducing_ap(k-1,1) + system_ap_day(k,1)...
-system_ap_day(k-20,1);

end




%This is to remove the negative values that occur
%when system ap aphids fall to zero because of zero
%percent reproduction rates.
reproducing_ap(reproducing_ap<0)=0;

%produces an error if any of the reproducing_ap
%values are negative

assert(reproducing_ap(k)>=0);

A-6 Calculate the daily nymphs produced

%First we need to know the number of nymphs born daily to both
%parent morphs

nymphs_al_parent(k,1) reproducing_al(k,1)*al_repro_rate(k,1);
nymphs_ap_parent(k,1) reproducing_ap(k,1l)*ap_repro_rate(k,1);
tot_dly_nymph(k,1) = nymphs_al_parent(k,1l) + nymphs_ap_parent(k,1);

if k==daystart;

total_number (k,1)= tot_dly_nymph(k,1) + reproducing_al(k,1l)...
+ reproducing_ap(k,1);

else

end

aphid_per_tiller(k,1) = (total_number(k,1)/10000)/tiller(k);
%Then calculate the percentage of those nymphs that are alate
al_nymph_percentage(k,1l) = 2.6*aphid_per_tiller(k)+0.847*GS(k)...
-27.189;

al_nymph_percentage(al_nymph_percentage<0)=0;
al_nymph_percentage(al_nymph_percentage>100)=100;

%Then calculate the percentage of those nymphs that are apterous
ap_nymph_percentage(k,1) = 100-al_nymph_percentage(k,1);
ap_nymph_percentage(al_nymph_percentage<0)=0;
al_nymph_percentage(al_nymph_percentage>100)=100;

%Actual number of alate nymphs daily
num_al_nymphs(k,1) = tot_dly_nymph(k,1)*...
((al_nymph_percentage(k,1)/100));

%Actual number of apterous nymphs daily
num_ap_nymphs(k,1) = tot_dly_nymph(k,1)*...
((ap_nymph_percentage(k,1)/100));

for day = (daystart-1)+kcounter:endday;
daycounter = daycounter+1;

A-7 Development submodel

for hr = 1:24;

switch stage
%These are the Lactin parameters for the first instar
case 1
dev(hr,day,k) = exp(0.000961219*Temp(hr,day))-exp...
(0.000961219%34.16147582-(34.16147582-Temp(hr,day)) /...
1.35125812)+-0.999461048;
age(l,daystart,k)=dev(1l,daystart,k);




dev(dev<0)=0;
%These are the Lactin parameters for the second instar
case 2
dev(hr,day,k) = exp(0.000981088*Temp(hr,day))-...
exp(0.000981088%36.95941667-(36.95941667-Temp. . .
(hr,day))/1.953300161)+-0.998323623;
dev(dev<0)=0;
%These are the Lactin parameters for the third instar
case 3
dev(hr,day,k) = exp(0.001088157*Temp(Chr,day))-...
exp(0.001088157%36.54549907-(36.54549907-Temp. . .
(hr,day))/1.936066696)+-0.999654336;
dev(dev<0)=0;
%The next 2 Tlines are needed to calculate the Tength
%of the 4th_w_instar
start_4th_day = day;
start_4th_hr = hr;
%These are the Lactin parameters for the fourth instar
case 4
dev(hr,day,k) = exp( 0.000755072*TempChr,day))-...
exp( 0.000755072%36.11345944-(36.11345944-Temp. . .
(hr,day))/1.696278132)+-0.996853141;
dev(dev<0)=0;
%The next 2 Tlines are needed to calculate the Tength
%of the 4th alate instar
end_4th_day = day;
end_4th_hr = hr;
%This is the polynomial to describe the prereproductive
%period
case 5
dev(hr,day,k)=-0.1688+(0.03272*Temp Chr,day))-. ..
0.001454*Temp Chr,day)A2+(0.000019*Temp Chr, day)A3);
dev(dev<0)=0;

otherwise
break

end

%This part of the script allows the accumulation
%continue from the end of one day to the beginning of
%the next

if hr==1&&day>daystart;

age(l,day,k) = age(24,day-1,k)+dev(1,day,k);
elseif hr>1;

age(hr,day,k) = dev(hr,day,k)+ageChr-1,day,k);
end

%This selects the developmental stage parameters to use
if age(hr,day,k) <= 1;

stage=1;

elseif age(hr,day,k)>1 & age(hr,day,k)<=2;

stage=2;

elseif age(hr,day,k)>2 && age(hr,day,k)<=3;

stage=3;

elseif age(hr,day,k)>3 && age(hr,day,k)<=4;

stage=4;

%Stop accumulating once age reaches approximately 4

VI




elseif age(hr,day,k)>4 &&age(hr,day,k) <=5;

stage=5;

else

%The day development ends

devdaystart(k,1l) = k;

devdayend_5th(k,1)= day;

%The hr development ends

devhrend_5th(k,1) = hr;

%Gives the number of days the nymphs developed for
dev_duration_days_5th = devdayend_5th-devdaystart;

%Gives the number of days and hours the nymphs

%developed for

dev_duration_days_hrs_5th = [dev_duration_days_5th...
devhrend_5th];

%Provides a matrix with daystart(:,1),dayend(:,2) and
%hrend(:,3)

endof5th_instar = [devdaystart devdayend_5th devhrend_5th];
%These Tines are rounding the duration of 5th development to
%the nearest day

dev_duration_hrs_5th = (dev_duration_days_5th*24)+devhrend_5th;
dev_duration_5th_rounded_days = round(dev_duration_hrs_5th/24);
ap_complete_day = devdaystart + dev_duration_5th_rounded_days;
break

end

%when the age in any cell reaches 4 (i.e. end of 4th instar

if age(hr,day,k) >=4 && timer==0;

%The number of new adults for that dimension 'k' 1is indexed by
%matching k(the initialising day for those nymphs) to 'k' of the
%nymph vector

timer = 1;

%The day development begins

devdaystart(k,1)=k;

%The day development ends

devdayend_4th(k,1)=day;

%The hr development ends

devhrend_4th(k,1)=hr;

%Gives the number of days the nymphs developed for
dev_duration_days_4th=devdayend_4th-devdaystart;

%Gives the number of days and hours the nymphs developed for
dev_duration_days_hrs_4th=[dev_duration_days_4th devhrend_4th];

%Provides a matrix with daystart(:,1),dayend(:,2) and hrend(:,3)
endof4th_instar=[devdaystart devdayend_4th devhrend_4th];
%Provides the number of hrs it took to reach the 4th instar
dev_duration_hrs_4th=(dev_duration_days_4th*24)+devhrend_4th;

%Alates take x1.5 times longer in the 4th instar to mature than an
%apterous 4th instar

%the next line provides half the time ap_4th takes in hours
fins_duration(k,1)=((((end_4th_day*24)+end_4th_hr)-...
((start_4th_day*24)+start_4th_hr))/2);

dev_duration_days_alate = (dev_duration_hrs_4th+...
fins_duration(k))/24;

%Provides the number of days it took to develop to an alate adult
dev_duration_alate_rounded_days=round(dev_duration_days_alate);

Vi




%This provides the day on which the alates complete development and
%leave the crop by adding the development duration to the day
%they were born
al_complete_day(k,1)=devdaystart(k)+...
dev_duration_alate_rounded_days(k,1);
else
end
end

A-8 Survival

dailyage(day,k) = age (1,day,k);

%The daily accrued development

Hh(day, k)= dailyage(day,k)-dailyage(day-1,k);

%This part of the script produces daily nymphal
%survival

if Gs(day)<73;

survival_percent(day,1l) = 94.4449-0.0000000332214*...
(exp(0.725604*d1ytav(day,1)));

else

survival_percent(day,1) = 45;

end

survivali(day,1l) = (survival_percent(day,1))/100;
Hi = 1;

daily_nymphal_survival(day,k)= (survivalIi(day,1)A(Hh(day,k)/Hi));
%survival applied to daily nymphs

num_al_nymphs(k,1) = num_al_nymphs(k,1)*...
daily_nymphal_survival(day, k) ;

num_ap_nymphs(k,1) = num_ap_nymphs(k,1)*. ..
daily_nymphal_survival(day,k);

A-9 Calculates the apterous cohort

if Tength(ap_complete_day)==k;
%The next lines are accounting for the fact that some aphids which
%started development on different days actually finished on the same
%day (stops the scripts just overwriting the numbers before summing
%them) .
if ap_complete_day(k) ~= ap_complete_day(k-1);
system_ap_day((ap_complete_day(k)),1) = num_ap_nymphs(k,1);
%Check to see if they finish on the same day for three days in
%a row
elseif ap_complete_day(k)== ap_complete_day(k-1)&&...
ap_complete_day(k)~= ap_complete_day(k-2);
system_ap_day((ap_complete_day(k)),1) = num_ap_nymphs(k,1)+...
num_ap_nymphs(k-1,1);
%1f they do finish for three days in a row
elseif ap_complete_day(k) == ap_complete_day(k-1)&&...
ap_complete_day(k)== ap_complete_day(k-2);
system_ap_day((ap_complete_day(k)),1) = num_ap_nymphs(k,1)+...
num_ap_nymphs (k-1,1)+num_ap_nymphs(k-2,1);
else continue
end

end

VIl




A-10 Calculates the alate cohort

if length(al_complete_day)==k;
if al_complete_day(k) ~= al_complete_day(k-1);
system_al_day((al_complete_day(k)),1) = num_al_nymphs(k,1);
elseif al_complete_day(k) == al_complete_day(k-1);

system_al_day((al_complete_day(k)),1) = num_al_nymphs(k,1)+...

num_al_nymphs(k-1,1);
else continue

end
end
if age(Chr,day,k)>5;
break
end
end
A-11 Cumulative numbers

cum_apn(k,1) = num_ap_nymphs(k,1) + cum_apn(k-1);

%This will subtract the number of apterous individuals becoming
%adults from the accumulated nymphs

cum_apn (k,1) cum_apn(k,1)- system_ap_day(k,1);

cum_aln (k,1) = num_al_nymphs(k,1) + cum_aln(k-1);

%This will subtract the number of alate individuals becoming
%adults from the accumulated nymphs

cum_aln (k,1) = cum_aln(k,1)- system_al_day(k,1);
cum_apn(cum_apn<0)= 0;

cum_aln(cum_aln<0)= 0;

%Totals everything for the next days production of nymphs which
%requires density

total_number(k+1,1) = cum_apn(k,1)+cum_aln(k,1l)+reproducing_al(k,1)...

+reproducing_ap(k,1);
stage=1;




A-12 Store aphid metrics

store_yr_aphid_tiller(k,mod_temp_counter)=aphid_per_tiller(k,1);
%Save the maximum number of aphids per tiller yearly
max_per_till(mod_temp_counter,l)=max(store_yr_aphid_tiller...
(:,mod_temp_counter));

%Save the numbers of each reproducing morph
store_reproducing_alad(k,mod_temp_counter)=reproducing_al(k,1);
store_reproducing_apad(k,mod_temp_counter)=reproducing_ap(k,1);
store_cum_apn (k,mod_temp_counter)=cum_apn(k,1);
store_cum_aln(k,mod_temp_counter)=cum_aln(k,1);

end

t=toc;
disp(datestr(datenum(0,0,0,0,0,t), 'HH:MM:SS'))
[peak,maxday] = max(total_number);
peak_day(mod_temp_counter,1l) = maxday;
peak_num(mod_temp_counter,1l) = peak;

[peak_al,maxday_al] = max(system_al_day);

peak_day_al(mod_temp_counter,1l) = maxday_al;
peak_num_al(mod_temp_counter,1l) = peak_al;
store_regimes = cellstr(regimetype);
end

A-13 Save the regimes and model output

%Construct a nominal categorical array of the regime types
b = nominal(regimetype);

%Provide summary statistics for nominal array above
summary (b)

%0output the numbers:'cold', "hot', 'moderate’

regime_freq = summary(b);

save('final_full.mat');

t=toc;

disp(datestr(datenum(0,0,0,0,0,t), 'HH:MM:SS"))
disp('Entire model run is completed');




APPENDIX B MATLAB FUNCTIONS

B-1 Alate reproduction

function [al_repro_rate]l=al_repro_func(T,GS);
al_repro_parameters =1 ;
repro_counter =0;

%This part of the script calculates the reproductive rate in response to
%temperature using two separately derived linear regressions: Data at 20
%degrees was estimated from wrattens (1977) paper

for day =1:Tength(T);
repro_counter=repro_counter +1;
if T(day)>0 && T(day)<= 20;
al_repro_parameters = 1;
elseif T(day) > 20 && T(day) < 30;
al_repro_parameters = 2;
else
end
%The switch provides the different parameters for each of the
%lines: The first from 0-20 degrees, the second from 20-30 degrees
switch al_repro_parameters
case 1
alpha = -0.3653;
beta = 0.1218;

case 2
alpha = 6.21;
beta = -0.207;

end
all_repro_rate(day,1l) = alpha + (beta*T(day));
if GS(day) >= 59 && GS(day) <= 73;
all_repro_rate(day,1)=all_repro_rate(day,1l) * 1.6;
elseif GS(day) >80;
all_repro_rate (day,l) = 0;
break
end
%The next line incorporates the fact that below 3 degrees,reproduction equals zero
if all_repro_rate(day,1)<0;
all_repro_rate(day,1)= 0;
end

z=365-1ength(all_repro_rate);
vector=zeros(z,1);
al_repro_rate=vertcat(all_repro_rate,vector);
end
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B-2 Apterous reproduction

%This function calculates the reproductive rate in response to
%temperature using two separately derived Tinear regressions.
function[ap_repro_rate]=ap_repro_func(T,GS);
ap_repro_parameters =1 ;

repro_counter =0;

for day = 1l:length(T);
repro_counter=repro_counter +1;
if T(day)>=3 && T(day)<= 20;
ap_repro_parameters = 1;
elseif T(day) > 20 && T(day) < 30;
ap_repro_parameters = 2;

%Because the fitted line doesn't cross the x axis at exactly 3 degrees;

%the next line facilitates the output of a zero repro rate when the
%temp is below 3.
else
ap_repro_parameters = 3;
end
%The switch provides the different parameters for each of the
%lines: The first from 0-20 degrees, the second from 20-30 degrees
switch ap_repro_parameters
case 1
alpha = -0.3766;;
beta 0.1772;
case 2
alpha = 9.1917;
beta -0.305;
case 3
alpha
beta

0;
0;

end
app_repro_rate(day,1l) = alpha + (beta*T(day));
if GS(day) >= 59 && GS(day) <= 73;
app_repro_rate(day,1)= app_repro_rate(day,1) * 1.6;
elseif GS(day) >80;
app_repro_rate (day,1l) = 0;
break
end
if app_repro_rate(day,1)<0;
app_repro_rate(day,1)= 0;
end
z=365-1ength(app_repro_rate);
vector=zeros(z,1);
ap_repro_rate=vertcat(app_repro_rate,vector);
end
end
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B-3 Alighting

%This function applies the concentration and deposition factors to the
%aphid catches to produce the numbers alighting infield

function [aphids_landing]= alighting(aphids_caught)

%This Tine will multiply all the aphid numbers by the deposition factor and
%concentration factor

aphids_landing(:,1) = aphids_caught(:,1)*237%40;

end

B-4 Cumulative degree-days

%This script accumulates degree days as a result of temperature using a
%threshold of zero. It requires a temperatire file (:,1).
function [DD]=CDD(temp,startpt);
%1f the temperature is less than zero set the dlytemp to equal 0
temp (temp<0)=0;
for i = 1:Tength(temp);
if i==startpt;

pD (i,1) = temp(i,1);

elseif i<startpt;

DD(i,1)=0;

else

pD (i,1) = DD(i-1,1)+ temp(i,1l);
end
end

B-5 Stochastic catch simulation

%This function produce daily catches by sampling from a negative binomial
%distribution, the parameters of which are determined by the regime type.
function[catches]=dly_sim_catch(regime, lengthdays);

switch regime

case 'Cold'
%r = 0.2716
%p = 0.3563

catches=nbinrnd(0.2716,0.3563, [Tengthdays,1]);
case 'Moderate'’
0.2646
0.1532

catches=nbinrnd(0.2646,0.1532, [Tengthdays,1]);
case 'Hot'

%r = 0.6399

%p = 0.5163

catches=nbinrnd(0.6399,0.5163, [Tengthdays,1]);
otherwise

warning('Regime has not been designated. Check dly_catch function')

R R
T =
I n

end
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B-6 Regime assignment and enday calculation

%This function returns the regime-specific endday according to startdate
%and the average temperature between JD 32 and 200. It also provides the
%regime type.

function[enddate, regime]=regime_endday(av,daystart);

if av >= 8.7321 && av<=10.4137;
enddate = round((0.449*daystart) + 101.81);
regime=("'Moderate');

elseif av < 8.7321;
enddate = round((0.6829*daystart)+78.262);
regime=("'Cold");

elseif av > 10.4137;
enddate= round((0.3815*daystart)+ 115.09);
regime=('Hot');

end

end

B-7 Growth stage calculation

%This function calculates the growth stage of the crop in respect to
%accumulated temperature (CDD_new)
function [GS]=zGS(DD)

for i = 1:Tength(DD);
%These are the parameters for the polynomial based on the collapsed date
%for three Irish sites:wexford, Carlow and Cork
GGS(i,1) = 0.3684+(0.03775*DD(i)) +(0.0000509807*DD(i)A2)-...
(0.000000023921*DD(i)A3);
if GGS(i,1)>90;
%The break is to stop the model regressing the GS
break
end

if GGS(i,1)<0;
GGS(i,1)=0;
end

end

%The GS still needs to be as long as the DD for the sake of Tinked
%submodels including repro_rates. So the zero vec is appended to ensure
%that gs is a year long

z=365-(1ength(GGS));

vector=zeros(z,1);

GS=vertcat(GGS,vector);

end

XV




B-8 Calculation of hourly temperatures

%This script will take in a daily temperature file with tmax in column 1
%and tmin in column 2 and produce hourly temperatures for each day
function [temp]=sinewave(maxmintemp,RISE);

Tmax = maxmintemp(:,1);

Tmin = maxmintemp(:,2);

% Create a vector with the hours used only for plotting
time=1:(24*(length(Tmin)-1));

% Initialize day, j and hour, t
j=1; % j is the day
t=1; % t is the hour of the day
for i=1:1ength(time)
% Set the hour for sunrise
RISE(j)=round(RISE(]));
t;
if (t>1 | t==1) & t<RISE(j)
%Temperatures between midnight and sunrise
t_dash=t+10.0;
omega(i)=(pi*(t_dash))/(10+RISE(j));
Tave=(Tmax(j)+Tmin(j))/2;
AMP=(Tmax(j)-Tmin(j))/2;
temp(t, j)=Tave+AMP*cos (omega(i));
elseif (t>RISE(j) | t==RISE(j)) & (t<1l4 | t==14)
% Temperatures between sunrise and 2pm
omega(i)=pi*(t-RISE(j))/(14-RISE(j));
Tave=(Tmax(j)+Tmin(j))/2;
AMP=(Tmax(j)-Tmin(j))/2;
temp(t, j)=Tave-AMP*cos (omega(i));
elseif t>14 & (t<24 | t==24);
% Temperatures between 2pm and midnight
t_dash=t-14;
omega(i)=(pi*(t_dash))/(10+RISE(j));
Tave=(Tmax(j)+Tmin(j+1))/2;
AMP=(Tmax(j)-Tmin(j+1))/2;
temp(t, j)=Tave+AMP*cos (omega(i));
end

%1f the end of one day is reached
if t~=1 & mod(t,24)==0;

t=1; % reset t to 0 and

j=j+1; % set j to the next day
else % else

t=t+l; % set t to the next hour

end
myfileID = fopen('hrly_temps.txt','w');
fprintf(myfileiD, '%6.2f\n",temp(i));
fclose(myfilelD);

end

end

XV
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Figure C-2 Mean CGCM2 and observation-driven outputfrom SAV4 for the baseline period 1961-

1990 for all synoptic stations.
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Figure C-3 Mean CSIRO and observation-driven outputfrom SAV4 for the baseline period 1961-

1990 for all synoptic stations.
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Figure C-4 Mean SAV4 magnitude outputs for four diferent timeslices based on HADCM3 A2
temperature inputs.
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Figure C-5 Mean SAV4 magnitude outputs for four diferent timeslices based on HADCM3 B2
temperature inputs.
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Figure C-6 Mean SAV4 magnitude outputs for four diferent timeslices based on CGCM2 A2
temperature inputs.
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Figure C-7 Mean SAV4 magnitude outputs for four diferent timeslices based on CGCM2 B2

temperature inputs.
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Figure C-8 Mean SAV4 magnitude outputs for four diferent timeslices based on CSIRO A2
temperature inputs.
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Figure C-9 Mean SAV4 magnitude outputs for four diferent timeslices based on CSIRO B2

temperature inputs.
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CGCM2 A2

Station 1961-1990 2020 2050 2080
Malin head 8 22 O 2 23 5 0 9 21 O 1 29
Belmullet 2 28 O 0 19 11 O 2 28 O 0 30
Clones 16 14 O 2 22 6 0 3 27 O 0 30
Claremorris 16 14 0 1 23 0O 4 26 0 0 30
Casement 11 19 O 1 20 0 2 28 O 0 30
Birr 10 19 1 1 17 12 O 1 29 O 0 30
Shannon 0 25 5 0 6 24 O 0O 30 O 0 30
Kilkenny 8 21 1 0 19 11 O 1 29 O 0 30
Rosslare 0 28 2 0 15 15 O 2 28 O 0 30
Valentia 0 22 8 0 6 24 O 0O 30 O 0 30
Roches pt 0 27 3 0 12 18 O 0O 30 O 0 30

Table C-1 Station-specific occurrence of temperatw regimes (cold (blue), moderate (green) and
hot (red)) per timeslice over the 139-year CGCM2 AZnodel run.

CGCM2 B2

Station 1961-1990 2020 2050 2080
Malinhead ©0 30 O 0O 17 13 O 1 29 O 1 29
Belmullet 0O 27 3 0 1 29 O 0 30 O 0 30
Clones 2 271 1 0 7 23 O 1 29 O 0 30
Claremorris 2 27 1 0 4 26 O 1 29 O 0 30
Casement 0O 28 2 0 1 29 O 0O 30 O 0 30
Birr 0O 22 8 0 0O 30 O 0O 30 O 0 30
Shannon 0 7 23 O 0O 30 O 0O 30 O 0 30
Kilkenny 0O 20 10 O 0O 30 O 0O 30 O 0 30
Rosslare O 13 17 O 0O 30 O 0O 30 O 0 30
Valentia 0 7 23 O 0 30 O 0 30 O 0 30
Roches pt O 10 20 O 0 30 O 0 30 O 0 30

Table C-2 Station-specific occurrence of temperatw regimes (cold (blue), moderate (green) and
hot (red)) per timeslice over the 139-year CGCM2 B2nodel run.

XXV



CSIRO A2

Station 1961-1990 2020 2050 2080
Malinhead 2 28 O 1 25 4 0O 17 13 O 5 25
Belmullet 0O 30 O 0O 19 11 O 2 28 O 1 29
Clones 6 24 O 2 21 7 0O 14 16 O 2 28
Claremorris ¢ 23 O 2 21 7 0O 12 18 O 2 28
Casement 1 29 O 1 20 9 0 8 22 O 2 28
Birr 0O 28 2 1 18 11 O 2 28 O 2 28
Shannon 0O 14 16 O 3 27 O 0O 30 O 0 30
Kilkenny o 27 3 0O 18 12 O 3 27 O 2 28
Rosslare 0O 25 5 0O 10 20 O 0O 30 O 1 29
Valentia 0O 12 18 O 2 28 O 0O 30 O 0 30
Roches pt 0O 21 9 0 6 24 O 0O 30 O 0 30

Table C-3 Station-specific occurrence of temperatw regimes (cold (blue), moderate (green) and
hot (red)) per timeslice over the 139-year CSIRO APnodel run.

CSIRO B2

Station 1961-1990 2020 2050 2080
Malinhead 3 27 O 0 25 5 0O 14 16 0 11 19
Belmullet 1 26 3 0O 11 19 O 2 28 O 2 28
Clones 8 22 0 0 23 0O 10 20 O 6 24
Claremorris 8 21 1 0 22 0O 10 20 O 6 24
Casement 3 23 4 0 14 16 O 4 26 O 3 27
Birr 3 23 4 0 12 18 O 2 28 O 1 29
Shannon 0O 15 15 O 0O 30 O 0O 30 O 0 30
Kilkenny 3 23 0O 11 19 O 2 28 O 1 29
Rosslare 0 24 0 24 0 0O 30 O 0 30
Valentia 0O 13 17 O 30 O 0O 30 O 0 30
Roches pt 0O 17 13 O 3 27 O 0O 30 O 0 30

Table C-4 Station-specific occurrence of temperatw regimes (cold (blue), moderate (green) and
hot (red)) per timeslice over the 139-year CSIRO B#nhodel run.
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