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A B S T R A C T

For the research and development (R&D) of wave energy converters (WECs), numerical wave tanks (NWTs)
provide an excellent numerical tool, enabling a cost-effective testbed for WEC experimentation, analysis and
optimisation. Different methods for simulating the fluid dynamics and fluid structure interaction (FSI) within the
NWT have been developed over the years, with increasing levels of fidelity, and associated computational ex-
pense. In the past, the high computational requirements largely precluded Computational Fluid Dynamics (CFD)
from being applied to WEC analysis. However, the continual improvement and availability of high performance
computing has led to the steady increase of CFD-based NWTs (CNWT) for WEC experiments. No attempt has yet
been undertaken to comprehensively review CNWT approaches for WECs. This paper fills this gap and presents a
thorough review of high-fidelity numerical modelling of WECs using CNWTs. In addition to collating the pub-
lished literature, this review tries to make a step towards a best practice guideline for the applications of CFD in
the field of wave energy.

1. Introduction

WECs have a strong potential to contribute to satisfying the in-
creasing global energy demand [1]. Developing efficient, cost-compe-
titive and survivable WECs is the focus of R&D efforts from both in-
dustry and academia in recent decades, and has proven to be a
challenging task. An essential development trajectory to an economic-
ally competitive WEC, requires early stage optimisation and refinement
of the device design and operation using numerical tools, before con-
sidering expensive physical prototype construction, deployment and
experimentation [2].

1.1. Numerical wave tanks

A NWT is the generic name of numerical simulators for modelling
nonlinear free surface waves, hydrodynamic forces and floating body
motions, and have been used for many decades in ocean engineering to
analyse FSI [3]. NWTs provide an excellent numerical tool for WEC R&
D, enabling a cost-effective testbed for WEC experimentation, analysis
and optimisation. The fluid dynamics within the NWT are governed by
the transfer of mass and momentum, described by a set of nonlinear
partial differential equations, known as the Navier-Stokes equations
(NSE).

Following the continual increase in available computational power,

different methods for simulating the fluid dynamics within the NWT
have been developed over the years, with increasing levels of fidelity,
and associated computational expense. The relative accuracy and
computational cost of these methods is depicted in Fig. 1.

1.1.1. Potential flow
Historically, solving the NSE for offshore engineering applications

was computationally infeasible. Therefore, the NSE were simplified to
obtain a linear potential flow (PF) equivalent, whereby solutions are
generated by linearising the problem through assumptions of small
amplitude oscillations, inviscid fluid and irrotational, incompresisble
flow. Although PF methods have been used successfully in many off-
shore engineering applications [5], the linearising assumptions are
challenged by realistic WEC operation, where large amplitude motions
will result from energetic waves or sustained wave/WEC resonance,
resulting in viscous drag, flow separation, vortex shedding and other
nonlinear hydrodynamic effects.

1.1.2. Computational fluid dynamics
At great computational expense, CFD provides a more rigorous

nonlinear treatment of the NSE [6,7]. CFD solves the NSE numerically
by discretising the domains in space and time to form a system of linear
algebraic equations. The spatial discretisation is implemented via a
mesh, with different methods used to interpolate between mesh cells:
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finite volume, finite difference and finite element. The temporal dis-
cretisation is achieved using timesteps. Compared to lower fidelity
numerical tools, CNWTs have the advantage of capturing all relevant
hydrodynamic non-linearities, such as large surface deformation, vis-
cous drag or turbulent effects. Although CNWTs are more computa-
tionally costly, CNWT experiments deliver high resolution results,
which are particularly useful for the investigation of specific flow
phenomena around offshore structures.

1.2. NWTs for WEC experiments

Several reviews of numerical modelling approaches for WECs have
been performed, in the pursuit of identifying the highest fidelity NWT
experiments available for WECs:

• Li and Yu [8] specifically focus on the modelling methods of point
absorbers (PAs), reviewing analytical and boundary integral equa-
tion methods, viscous drag calculation for PF solution and finally
NSE methods.

• Folley et al. [9] focus on the understanding of the hydrodynamic
interactions of WECs in arrays, presenting the underlying principles,
strengths and weaknesses for a range of different models, covering
PF, Boussinesq and mild-slope, spectral wave and CFD models.

• Coe and Neary [10] review modelling methods for WECs in extreme
seas, highlighting the unique challenges of modelling survivability,
covering semi-empirical, PF, CFD and physical modelling.

• Focusing on oscillating water column (OWC) devices, Bouhrim and
El Marjani [11] present modelling approaches for the flow beha-
viour inside the OWC chamber. The study ranges from 1D to fully
3D viscous unsteady NSE solvers.

• Day et al. [12] present a state-of-the-art review of hydrodynamic
modelling approaches of Marine Renewable Energy (MRE) devices.
This study covers wave energy, tidal current and offshore wind
energy systems and discusses physical modelling of Power Take-Off
(PTO) systems, numerical modelling of MRE devices and wind load
modelling for wind turbines.

• Wolgamot and Fitzgerald [13] review the use of nonlinear hydro-
dynamics to analyse WEC behaviour and performance, covering
partially and fully nonlinear PF, CFD and Smoothed Particle Hy-
drodynamics (SPH) models.

• Most recently, Penalba et al. [14] review the influence of non-linear
dynamics of the entire chain of a WEC (incoming wave trains, wave-
structure interaction (WSI), power take-off systems or mooring
lines) and furthermore presents different approaches to model
nonlinear WSI.

However, no attempt has yet been undertaken to comprehensively
review CNWT approaches for WECs. To fill this gap, this paper presents
a thorough review of high-fidelity numerical modelling of WECs using
CNWTs.

1.2.1. Objective of review
There are two main objectives of the present review paper: (i)

Collating the publications relating to WEC analysis performed using

CNWTs, and (ii) Offering guidelines for the application of CFD for WEC
experiments.

The continual improvement and availability of high performance
computing, has led to the steady increase of CNWTs for WEC experi-
ments in recent years, as shown in Fig. 2 and Table 1. The data in Fig. 2
is based on the literature collated within the present review. Table 1
acts to chronologically order the reference numbers, so that the larger
the reference number in this review, the more recent the study.

1.2.2. Framework and outline of review
The review begins by collating the published literature pertaining to

the use of CFD for WEC analysis, categorised by the different WEC
device types. The various WEC operating principles and subsystems are
discussed to highlight the wide variety of systems included in the CNWT
simulations. The types of analysis applications the CNWTs are em-
ployed towards are also explored:

• Section 2 presents the different device types and discusses the op-
erating principles

• Section 3 discuses the different analysis applications and WEC
subsystems included in the CNWT

The technical CFD aspects of the literature are then reviewed, delving
into the general requirements of a CNWT for WECs:

• Section 4 outlines the problem discretisation for the numerical so-
lution process

• Section 5 discusses modelling different flow regimes, such as in-
viscid, laminar and turbulent flows

• Section 6 details wave generation and absorption

• Section 7 investigates the FSI problem

Fig. 1. Relative accuracy and computation cost of different methods for simulating the fluid dynamics within the NWT. u describes the fluid velocity field, p the
pressure. is the viscous stress tensor and the source term (adapted from [4]).

Fig. 2. Number of publications using CNWT analysis of WECs.

Table 1
Publications using CNWT analysis of WECs.

Year Publications Year Publications

2004 [15] 2011 [47–55]
2005 [16,17] 2012 [56–73]
2006 [18] 2013 [74–93]
2007 [19,20] 2014 [94–118]
2008 [21–26] 2015 [119–158]
2009 [27–37] 2016 [159–184]
2010 [38–46] 2017 [185–223]
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The end of the review contains four disparate sections:

• Section 8 outlines validation methodologies for the evaluation of the
NWT accuracy

• Section 9 details the available software packages

• Section 10 presents some best practices guidelines for the use of
CNWTs for WEC experiments

• Finally, conclusions are drawn in Section 11.

2. CFD analysis of WECs

This section collates the literature containing CFD analysis of WECs,
categorised according to the device type, the device motion, and the
number of devices considered (single device or an array), as detailed in
Sections 2.1–2.3, respectively, and tabulated in Tables 2 and 3. Al-
lowing motion in multiple degrees of freedom (DOFs) poses challenges
to the dynamic mesh adaption methodology (see Section 7). Similarly,
multi-body devices provoke solution instability by introducing en-
hanced mesh distortion.

2.1. Device types

There are well over 1000 patented WEC devices [225], with in-
ventors and researchers conceiving a myriad of techniques to convert
the raw energy from the oscillating ocean surface into useful electricity.
WECs can be broadly classified into several categories based on their
operating principle. The European Marine Energy Centre [226] defines
the following groups of device types: PA, terminator, attenuator,

oscillating wave surge converter (OWSC), OWC and pressure differ-
ential, which are depicted in Fig. 3.

A PA is characterised by its small size compared to the wavelength,
absorbing power from the wavefield analogously to antennas in elec-
tromagnetic wavefields. Terminators are aligned parallel to the incident
wave fronts, being geometrically wide to intercept and stop as much of
the incoming wave as possible. Attenuators are aligned perpendicular
to the incoming wave and utilise the phase difference along the length
of the wave to derive power through relative movement between WEC
subsections. OWSCs extract power from the horizontal wave motion,
typically oscillating around a hinge point. OWCs operate by converting
wave energy into pneumatic energy, whereby oscillating water levels
inside of a chamber force entrapped air through a turbine. Pressure
differential devices are located below the ocean surface and utilise the
change in pressure caused by passing waves to pump fluids through a
system.

A further classification of the literature regards whether generic or
specific WECs are considered. While generic devices are mostly con-
sidered during fundamental academic research, specific devices are
considered to support the design and commercialisation of that specific
WEC.

2.2. Device motion

WEC motion within the CNWT presents a challenge, not only re-
quiring the calculation of the WEC dynamics, but also an adaptation of
the CFD mesh to the WEC motion (see Section 7.1). Hence, classifying
WECs based on motion constraints, namely single DOF (sDOF) or multi

Table 2
CNWT experiments considering point absorber devices.

Point Absorber Type DOF Array Description

[21] g H •2 Cylindrical buoy
[191,192] g H •2,5 Cylindrical buoy
[101,149,160,164,170–172,179,189,190,202,203] g H – Spherical buoy
[47,58,126,128,165,173,205,208] g H – Cylindrical buoy
[78,128,132,200] g H – Box shaped buoy
[202] g R – Box shaped buoy
[37,52,117] g H – Cone shaped buoy
[56,120] g S – Box shape buoy
[142] g H – Multi body buoy
[139] g H, P – Box shaped buoy
[102,202] g S, H – Spherical buoy
[134] g H, P – Cylindrical buoy
[210] g H, P – Cylindrical spar
[150,212] g 6DOF – Spherical-bottomed buoy
[43,82,147,177,200] g H, S, P – Cylindrical buoy
[206] g H, S, P – Spherical buoy
[125] g H – Wavestar like
[145] s – – Stationary Blow-Jet
[25] s – – Stationary Spiral-Reef
[163] s P – Point pivoted absorber
[30] s P – SEAREV
[27–29] s P – WRASPA
[32,39,49,52,117] s H – Manchester Bobber
[52,44] s H, S – Manchester Bobber
[143] s H – WaveBob
[151] s S, H, P – CETO
[201] s S, H, P – CorPower
[188,220,221] s S, H, P – Lysekil Project
[157] s 6DOF – Stewart-Gough Platform
[53] s S, P – Pelican
[95] s S, H – Bristol Cylinder
[54,92] s H – OPT PowerBuoy
[55] s S, H, P – OPT PowerBuoy
[150,213] s H – Wavestar
[207] s H,P – TRITON
[187] s P •2 CCell

g, s for generic or specific; S,H,R,P for Surge, Sway, Heave, Roll, Pitch respectively; Array Superscript: Number of considered devices.
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DOF (mDOFs), is helpful in order to evaluate the required model
complexity. On this note, OWCs deserve special attention, being pre-
dominately represented by a fixed structure, characterised with no
DOF. An additional category of fixed structures can be included em-
bracing e.g. horizontal or vertical cylinders, that are mostly considered
for extreme load analysis. Relevant studies for the wave energy field are
found in [8,19,37,40,49,52,62,72,84,99,117,135,137,150,160,
173,178,183,212].

2.3. Arrays

To contribute significant amounts of power to the electrical grid,
WECs must be deployed in large arrays or farms. Thus, understanding
the hydrodynamic interaction between devices within the array is an

important problem, which can be investigated using a NWT. The re-
viewed literature will therefore also be categorised in a binary way,
differentiating between studies considering WEC arrays or not. Due to
the increased computational burden when modelling WEC arrays, it can
be anticipated that only a few studies tackle this problem using a CFD
approach.

3. Analysis applications and WEC subsystems

Since CFD simulations are several orders of magnitude more com-
putationally demanding than low- or mid-fidelity hydrodynamic
models, the use of CNWTs for WEC experiments must be well justified
by the application to which they are employed. Section 3.1 details the
different WEC analysis applications found within the CNWT literature.

Table 3
CNWT experiments considering OWSCs, terminator, attenuator, pressure differential and OWC devices.

OWSC Type DOF Array Description

[15,17,122,123,202] g P – Flap-type OWSC
[176] s P – WaveRoller
[68,69,85,86,90,91,97,103,116,152,158,169,184,180,216,224] s P – Oyster OWSC

Terminator Type DOF Array Description

[23,60,112,115] g – – Overtopper
[74,94,119] s R – Single-Bucket Wave Turbine
[133] s P – Seaspoon
[121] s – – Seawave Slot-cone Generator
[26,36,131] s – – Wave Dragon
[185] s H,P – WaveCat
[77] s – – CycWEC rotating Hydrofoil

Attenuator Type DOF Array Description

[100,102,122,161] g R – Rectangular Barge
[80,214] g 6DOF – Rectangular Barge
[146] g H, S – Multibody
[162] g H, P – Twin-Raft
[154] s H – M4
[71] s H – Vigor

Pressure Differential Type DOF Array Description

[112–114] g – – Fixed horizontal plate WEC
[105,174] s – – Bombora

OWC Type DOF Array Description

[18,22,24,33,34,38,41,45,48,51,61,63,64,73,76,88,106,107,118,130,140,141,144,159,167,186,222] g – – fixed at far field boundary (FFB)
[50,59,70,79,87,96,104,110,112,136,138,153,166,167,193–197,217–219] g – – fixed in domain centre
[108,209] g H – Heaving OWC
[198,199] g H,S,P – Floating-moored OWC
[155,181,215] s – – REWEC
[42,46,57,67,93,109,211] s – – Direct Drive Tubrine (DTT)
[148] s – – PICO
[81] s S, H, P – OWEL

g, s for generic or specific; S,H,R,P for Surge, Sway, Heave, Roll, Pitch respectively; Array Superscript: Number of considered devices.

λ

a) b) c)

Wave Direction

Wave Crest

Wave Trough

Top View Side View

Sea Floor

Free Surface

Wave Direction

d) e) f)

Fig. 3. Different WEC categories: a) PA; b) Terminator; c) Attenuator; d) OWSC; e) OWC; f) Pressure Differential.
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Furthermore, within the groups of applications, the CNWTs may differ
in terms of the WEC subsystems included in the simulations. Apart from
the WEC body, the most prominent subsystems are the PTO, mooring
and control systems. The interaction between subsystem models, in-
creases the model complexity and potentially the computational
burden. A more detailed discussion of the different subsystems is given
in Section 3.2.

3.1. Anaylsis applications

The following WEC analysis applications can be identified from the
CNWT literature: evaluation of viscous (drag) effects, performance
analysis, optimisation, code assessment, (extreme) loads estimation,
scaling, system identification, control evaluation, and conceptual de-
sign.

3.1.1. Viscous effects
A significant advantage of CNWTs is the inherent consideration of

viscosity in the NSE, which clearly separates CFD from low-/mid-fide-
lity models. Hence, one of the main CNWT applications is the analysis
of viscous effects.

In [47,56,97,120,146,151], CNWT simulations are used to identify
the viscous damping term in the Morrison equation. In a study on a
moored generic PA, Palm et al. [82] investigate the effect of viscosity on
the mooring loads by employing both Reynold Averaged Navier-Stokes
(RANS) and Euler simulations. Differences between viscous and inviscid
simulations are found to be dependent on the treated DOF. Studying
wave-induced roll motion of a rectangular barge, authors in
[100,122,161] find significant differences between laminar CNWT si-
mulation and PF theory. It is found that PF over predicts the roll motion
around the natural frequency ωN and further under estimates roll mo-
tion for <ω ωN . The same authors extend their study to hydrodynamic
performance of an OWSC, comparing RANS and PF results to analyse
the effect of viscosity [122,123]. PF overestimates mean power and
efficiency.

To determine the significance of viscous losses during operation of
an OWSC, authors in [90,224] investigate the wavefield around the
flap, and study the effect of viscosity when including the PTO damping.
From the (qualitative) wavefield analysis it is concluded that vortex
shedding is a short lived phenomenon of half a wave cycle. Further-
more, the authors provide a thorough discussion of the importance of
including/excluding viscous effects based on the two dimensionless
measures: Keulegan-Carpenter number ( =KC πA

l
2 ) and diffraction

parameter ( =Kl πl
λ

2 ), with wave amplitude A, wavelength λ and char-
acteristic length l. Based on the discussion in [224], Dolguntseva et al.
[188] perform a similar comparison study for a mDOF PA in viscous
and inviscid fluids. Again using KC and Kl, regular and irregular sea
states can be identified for which significance of viscous effects can be
assumed. However, comparison of hydrodynamic forces and other data
such as WEC displacements, reveals negligible influence of viscous ef-
fects.

Stansby et al. [154] also investigates viscous drag coefficients,
aiming for drag minimisation of the M4 device. Flat and round based
float shapes were considered, highlighting a significant power output
increase for the latter. Eskilsson et al. [131] compares viscous (em-
ploying RNG −k ε turbulence model) and inviscid simulations for a full
scale overtopping type device (Wave Dragon), revealing potentially
misleading results when viscosity is omitted.

3.1.2. Performance
CNWT experiments can be utilised to assess WEC performance,

calculating important metrics such as power absorption and efficiency.
The performance analysis therefore requires simulation of the overall
WEC system including PTO, mooring and/or control strategy. From the
reviewed literature it becomes apparent, that the modelling fidelity of

these WEC subsystems varies significantly and that no study includes a
full wave-to-wire model.

The performance of stationary OWC devices have been assessed in
many studies (see Table 3), owing to the simplicity of modelling this
type of WEC in a CNWT. Here the PTO is generally represented as a
simple pressure outlet (i.e. orifice), and analysis of the OWC geometry
or PTO characteristics is performed. An example of a comprehensive
optimisation analysis can be found in the series of studies
[166,193,194,196,197], where, after validating the OWC model, effects
of the front lip submergence, PTO orifice shape and size, as well as
model scaling and air compressibility, on the OWC performance are
investigated. Slightly more sophisticated PTO representations are de-
livered by modelling porous media inside the OWC chimney, see for
example [107,130,140,141,159]. Complex PTO representations are
presented in [46,67,93,109,139,211], considering direct drive turbines.
However, again, avoiding wave driven motion for the fixed structure,
which keeps the computational burden low. Only [81,198,199] are
found to investigate a floating OWC device, moreover including
mooring analysis.

Considering a cylindrical PA, Agamloh et al. [21] investigate the
power output through a linear damper PTO system. The study considers
both a single device and an array-like arrangement of two devices, re-
vealing that a phase shift between the in-line bodies leads to low power
output for one buoy and high power for the other. Investigating a
submerged, spherical PA in steep waves, Anbarsooz et al. [95] calculate
the efficiency for a linear spring-damper type PTO system. It is found,
that for increasing wave height (H), the efficiency decreases and the
maximum efficiency shifts towards higher frequencies. Also, optimal
spring and damping values are evaluated, showing discrepancies com-
pared to linear theory. Ref. [202] simulates a PA, including mooring
and PTO system represented through a simple spring-damper system,
and power absorption and efficiency are determined for varying PTO
damping values. Studies [54,92] consider a simplified, multi-body
model of the OPT PowerBuoy, coupled through a spring-damper PTO
system, absorbed power is evaluated for varying spring-damper values.
More sophisticated system representation is considered for the Lysekil
Project PA [188], where the inclusion of mooring characteristics and
stroke-length control of the linear damper PTO system, allows more
realistic power assessments.

CNWT experiments have also been applied for the assessment of
more unconventional WEC devices, for example Eskilsson et al. [131]
investigate the overtopping discharge of the Wave Dragon and Caskey
and Jeans [77] analyse the CycWEC by the means of pressure and force
coefficients for its hydrofoils.

Generally, it can be seen that, except for fixed OWCs, CNWT WEC
models do not yet reach a level of sophistication, for the entire wave-to-
wire system, at which comprehensive performance analysis and opti-
misation can be performed. This can mainly be reasoned by the time
consuming verification and validation processes, and the lack of high-
fidelity models for subsystem components such as non-linear PTO,
mooring and control systems.

3.1.3. Optimisation
For WEC optimisation studies, a large number of simulations, with

varying parameters (device shape, PTO setting, wave conditions), are
necessary. Thus, fast-computing low- to mid-fidelity numerical models
are preferable. However, if nonlinearities are prevalent in the systems
being optimised, then high-fidelity models must be employed.

CNWTs have been utilised for the optimisation of OWCs [59,136].
To reduce the number of required simulations, authors in [76,186]
propose sequential optimisation where a recurrent procedure is em-
ployed. Optimising on PTO orifice, OWC chamber size, front wall
thickness and immersion depth, a total of 168 simulations are per-
formed, showing for given wave conditions, that optimal OWC char-
acteristics can be determined. However, the studies only consider a 2D
fixed OWC structure, so it is yet to be determined if the method can
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deliver meaningful results at acceptable computational cost for 3D,
more complex and dynamic structures.

Schimtt et al. [86] performs a shape optimisation study for OWSCs,
considering five different flap geometries. It is noted that although
CNWT optimisation studies can only be used to limited extents, they
can guide the design of subsequent physical wave tank experiments.
The same authors also perform an optimisation study on the OWSC PTO
damping coefficient [180], revealing that optimal damping values do
not scale linearly with wave height, therefore PF-based simulations will
provide suboptimal results.

For a structural optimisation, regarding loads and stresses on the
structure and material, study [125] performs an optimisation study on
the float and arm of a Wavestar like PA.

3.1.4. Code assessment
Code assessment, by means of proof of concept and validation holds

the biggest share of published CNWT applications. Therefore, some
examples are discussed here and a more comprehensive discussion of
the applied methodologies for validation is given in Section 8.

Aiming at modelling the Bombora WEC, authors in [105,174] in-
clude a FSI methodology for the device's flexible membrane. Here, re-
sults can be considered as first proof of concept. Furthermore, com-
paring coupled and uncoupled FSI models, it is found that more
efficient uncoupled models may already deliver meaningful results.
Iturrioz et al. [79] use CNWT results as an accuracy benchmark to as-
sess a novel, time-domain model for OWCs, which is calibrated using
CFD data by the means of friction and discharge coefficients. It is
concluded that the more efficient time-domain model should be used
for initial analysis whereas CNWTs should be applied for specific, non-
linear problems.

Focusing on the back-end of CNWTs, authors in [19,43,102,148]
present different novel numerical approaches to solve the NSE. Here,
the modelling of WECs is the driver for the development and/or deliver
case studies for code verification and validation. Considering code
comparison, authors in [38,88,117] employed various numerical sol-
vers. A more detailed discussion of the code comparison is presented in
Section 9.

3.1.5. Load estimation
As specified by numerous authors (e.g. [37,173]), the use of CFD for

the analysis of WECs is well justified when considering extreme loading
and extreme sea states. These conditions push low- and mid-fidelity
models beyond their limits. Hence, (extreme) load estimation of WECs
can be stated as another major field of application for CNWTs.

In the reviewed literature, different types of extreme load cases are
considered which can be differentiated by the wave condition, the WEC
or the modelling approach. Extreme load estimation on rigid structures
has been performed in [37,52,84,99,117,121,122,173,212]. Further,
dynamic structures such as flap-typeWECs [68,85,103,116,158,169,184] or
PA [37,44,49,117,151,188,212,213,220,221] are considered. The analysed
sea states span regular waves [37,52,68,85,103,116,117,158,184,169], ir-
regular waves [121,188], tsunami [220,221] and (focused) wave groups
[37,39,49,52,83,84,89,99,117,122,151]. The work in [83,84,212,213],
summarised in the dissertation of [150], provides a comprehensive study of
CNWT assessment of extreme loads on WECs, considering cases ranging
from waves-only, waves incident on fixed structures, to waves incident on
oscillating WEC bodies, concluding that CFD is well suited for extreme load
analysis.

3.1.6. Scaling
During the physical testing of WECs, engineers mostly rely on scaled

models. To appropriately scale dimensions of the structure and wave
characteristics, the Froude scaling law is applied. However, global
constants, such as gravity or fluid viscosity, can not be correctly scaled,
leading to a discrepancy between Froude and Reynolds scaling, which
undermines the confidence in upscaling the results from physical tank

tests. To overcome this scaling issue, full scale testing must be con-
ducted, requiring immense capital expenditure. A powerful feature of
CNWTs, is the ability to easily change the scale of the considered
system, at virtually zero cost compared to physical testing. Within the
CNWT both structural dimensions and wave conditions can be scaled,
and also global constants (gravity, fluid viscosity) can easily be ad-
justed.

Wei et al. [90,224] investigate scaling effects on an OWSC, for cases
of an undamped, damped and fixed flap in regular seas. Negligible
differences are found for scales 1:1, 1:25, 1:50 and 1:100. However,
differences can be observed when analysing the flow field around the
flap in terms of vorticity, leading to higher dynamic pressures at full
scale. But due to the higher order of scale independent hydrostatic
pressure, effects on the global performance vanish. The authors point
out that the lack of physical full scale data makes the “numerical results
[…] unverifiable”.

Schimtt and Elsässer [216] investigates the application of Froude
scaling to model test of OWSCs by changing the viscosity of the fluid in
the CNWT while retaining the dimensions of the structure and tank. The
authors highlight the importance of mesh adaption when considering
different scales in order to capture boundary layer phenomena at all
scales. This leads to much finer mesh resolution in vicinity of the flap
for the full scale tests. Comparing rotation angles and power output, 2%
respectively 3% deviation is found between full and model scale. Fur-
thermore, differences in terms of flow separation and vortex shedding is
observed.

Performing drag identification tests for various scaled models,
Mundon et al. [207] states, for high KC and low Re (see Section 5),
scaling can be applied successfully. For lower KC, the scaling rules fail,
leading to overestimation of the results.

Investigating OWCs, Elhanafi et al. [195] studies the influence of
scale, as well as air compressibility, on the absorption efficiency, for
regular waves. The scaling effects are negligible when considering in-
compressible air, however, full scale simulations with compressible air
show a 12% reduction of maximum absorption efficiency.

3.1.7. System Identification
System identification (SI) allows WEC hydrodynamic models to be

determined from recorded data of the WEC behaviour. The SI procedure
comprises four steps [164]:

i) Choose a parametric structure for the model
ii) Synthesise a suitable input signal to the system
iii) Record the resulting output signal from the system
iv) Determine optimal model parameters through an identification al-

gorithm using the input/output data

To obtain the input/output data, the dynamic behaviour of the WEC can
be simulated in a CNWT. Although CNWT experiments can be compu-
tationally costly, the CFD simulation has only to be run once to produce
the data, and then the parametric model identified from that data can
achieve the same level of fidelity as the CFD simulation, but with a
fraction of the computation time.

The authors in [78,126] identify state-space models for a heaving
PA using signals generated from a free decay experiment in a CNWT.
Similarly, Armesto et al. [96] employs SI to determine a state-space
model of an OWC. More recently [101,135,149,172] employed SI for
the determination of discrete time models for heaving PAs. Ringwood
et al. [179] details the identification of hydrodynamic models for WECs
using CNWT experiments.

3.1.8. Control evaluation
By increasing the energy capture across changing sea states, energy

maximising control systems (EMCSs) can improve the economic viabi-
lity of the WEC. An EMCS effectively tunes the WEC dynamics to re-
sonate with the incident waves, resulting in increased amounts of
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absorbed energy due to larger WEC motions. The large amplitude mo-
tions result in viscous drag, flow separation, vortex shedding and other
nonlinear hydrodynamic effects. Simulating a WEC under controlled
conditions, therefore requires a realistic simulation environment, such
as a CNWT.

Evaluating the performance of an EMCS classically relied on linear
hydrodynamic model simulations. However, recently a number of stu-
dies have begun to incorporate EMCSs into CNWT experiments to allow
a more realistic evaluation of the EMCS performance. In [170,189,190]
modify the CNWT setup outlined in [126], to implement and evaluate
different control strategies. Giorgi and Ringwood [170] describe the
implementation of latching control in a CNWT, which is used to eval-
uate optimal latching duration for a heaving PA in regular waves. Da-
vidson et al. [189] implement proportional-integral (PI) control, where
the PI parameters are selected using SI techniques from [126,164].
Comparing the CNWT results against PF simulations shows that the PF
simulations overestimate the WEC motion and power absorption. In
[190], an adaptive EMCS, based on a receding-horizon pseudospectral
optimal control (RHPC) formulation, is implemented and evaluated in a
CNWT. Here, on-line SI methods are employed in the control algorithm,
to identify and update the linear control model during the simulation,
creating a best fitting linear control model representative of the non-
linear conditions in the CNWT.

3.1.9. Conceptual design
During early stage R&D of WECs, fast-computing low- to mid-fide-

lity numerical models are generally used. Fast computation allows for
numerous iterations during the conceptual design process. However,
the validity of fast-computing models may reach their limit in certain
circumstances, such as consideration of complex geometries or system
dynamics, therefore high-fidelity CNWT models must be employed. For
example, authors in [74,94,119] use a CNWT to prove the device
concept for a novel single bucket wave turbine.

3.2. WEC subsystems

In addition to the WEC body, a WEC can be further decomposed into
subsystems, including the PTO, mooring and control systems.
Depending on the device and analysis application, certain subsystems
must be included, or may be omitted, in the CNWT simulation. The PTO
system is inherently required to assess the power output of a WEC,
hence has historically been the first subsystem included into CNWTs. In
contrast, only recently mooring in [81,82,147,157] and control systems
in [170,171,188,201] have been implemented and considered in CNWT
WEC experiments. Generally, the implementation of high-fidelity
models for the WEC subsystems are desired, to justify the enhanced cost
for CFD simulations, otherwise the inclusion of lower fidelity WEC
subsystem models will undermine the accuracy of the high-fidelity
hydrodynamic model.

3.2.1. PTO
A range of different model fidelities are implemented for the re-

presentation of the PTO subsystem within a CNWT. An overview of the
various PTO representations is given in Section 3.1.2, where the sim-
plest implementation is found for OWC devices, for which the PTOs are
modelled as orifices or porous media in the OWC chimney. More
complex representations are considered by modelling Savenious-type
rotors inside the OWC chamber. For other WEC types, most prominently
linear (spring) damper systems are employed for the PTO representa-
tion e.g. [21,69,82,85,90,95,122,123,151,171,176,188,224]. However,
no study has been found to implement a more realistic non-linear PTO
system to perform wave-to-wire modelling. Especially for studies on the
performance of WECs, the implementation of non-linear PTO systems is
of crucial importance in order to justify the use of CNWT. Employing a
costly high-fidelity CFD solution is unjustified, if only unrealistic, linear
PTO systems are considered.

3.2.2. Mooring
The mooring system provides station keeping (passive mooring) or

directly influences the system dynamics (active mooring) and power
extraction method (reactive mooring). A comprehensive review of
mathematical mooring models for WECs is given in [227]. From the
reviewed literature it can be seen that only few authors include
mooring analysis in their CNWT. A simple mooring representation can
be found in [202], where the motion of a spherical PA is constrained to
heave and surge through springs with fixed anchoring points. Similarly,
Luo et al. [108] implement massless springs in the model of a floating
OWC, restraining the body motion to heave only. Ransley et al. [212]
also implement a linear spring as mooring representation, however
allow body motion in all 6DOF. Verduzco-Zapata and Ocampo-Torres
[157] also models a 6DOF WEC where the mooring and PTO system are
represented as a rope system. However, details about the mathematical
implementation of the mooring system is omitted. More detailed
mooring analyses are performed by the authors in [81] and [55] for the
OWEL and OPT Power buoy device, respectively, where the CFD solvers
are coupled with the mooring analysis software OrcaFlex, however
capabilities of the nonlinear mooring analysis tool are not fully
exploited. The study in [188] represents the rope connection between
the buoy and PTO system through a simple mathematical formulation
that does not take any non-linearities of the mooring line (e.g. snap
loads) into account. A more sophisticated representation of a mooring
line is given in [82,147], which utilises a high-order non-linear Finite
Element (FE) solver, so that non-linear mooring forces and snap loads
can be captured.

3.2.3. Control
In addition to the EMCSs implemented in [170,171,189,190], stroke

length control and passive control can be found in [188] and [201],
respectively. Dolguntseva et al. [188] includes the stroke control system
within the mathematical PTO model by the means of end stop spring
forces. In Eskilsson et al. [201], passive control is realised by replicating
a pressurized pneumatic cylinder, i.e. air spring, in the numerical model
providing a negative spring force on the PTO system.

3.2.4. Hybrid simulations
Through the coupling of CNWTs with other numerical solvers, hy-

brid simulations can be performed, such as the one- or two-way coupled
FSI in [105,174,125,214]. Here, structural solvers are coupled with
CFD, using fluid forces as input only (one-way), or additionally feeding
structural displacements back to the CFD solver (two-way). Connecting
CFD solvers to a numerical toolbox, such as Matlab, PTO systems [188],
sophisticated control algorithms [190] or mooring models [82,147] can
be included in the CNWT. Mooring has also be added to the CNWT
through specific mooring solvers, such as OrcaFlex [55,81]. To reduce
the computational burden for large fluid domains, [30,35,168,169]
propose coupling low-/mid-fidelity models based on PF with high-fi-
delity CFD-based models, where the wavefield in the domain far-field is
modelled via PF models, while the flow field in vicinity of the WEC is
modelled through viscous, non-linear CFD models.

4. Problem discretisation

The CFD problem discretisation, in terms of computational mesh
(spatial) and time step control (temporal), is one of the key settings to
be selected by the user to ensure efficient and accurate simulations.
Similar to turbulence modelling (see Section 5), effort has been un-
dertaken in the field of naval architecture and ship hydrodynamics to
provide guidelines for the mesh and time step sizes [228–230]. How-
ever, the large difference between these classical offshore engineering
fields and WECs (e.g. large resonant motions), hinders the immediate
use of these guidelines, reflected by the fact that in this review only one
WEC in [160] refers to general CFD engineering guidelines.
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4.1. Convergence

Appropriate problem discretisation must be determined via con-
vergence studies [231–233]. Various approaches are found in the lit-
erature to declare converged discretisation.

Very few studies employ established convergence measures. Only
very recently, the authors in [200,201] propose a methodology based
upon [234,235] to ensure and/or quantify the uncertainty of CNWT
experiments. To highlight potentially misleading results from different
convergence studies, the authors use an established four grid method
based upon Richardson Interpolation and compare results to simple
convergence tests based on relative difference between quantities from
different meshes. It is pointed out that more sophisticated approaches
to identify grid convergence are needed and should be favoured over
simpler quantitative or qualitative (i.e. visual inspection) methods.

Evolving from the enhanced use of CFD engineering in the field of
aerodynamics, the study [231] proposes the use of the Grid Con-
vergence Index (GCI) in order to produce comparable and coherent
convergence results. For the proposed method, three different grid
(mesh) sizes are used to determine the GCI which can prove converged
solutions. This method is used by the studies [117] and [173].

Omitting a standardised convergence quantity, such as the GCI,
three different levels of fidelity for assessment of convergence can be
observed in the reviewed literature:

(i) Providing no information and simply defining the discretisation as
converged

(ii) Qualitative assessment by visual inspection of graphs
(iii) Quantitative assessment via the relative change of a certain

quantity between the discretisation levels

Categories (i) and (ii) are the most common. Only studies
[31,92,113,211,222] provides a quantified convergence assessment,
stating difference between tested meshes of 0.5% to 12%. However,
considering [200,201], certainty about grid convergences can not ne-
cessarily be assumed.

4.2. Discretisation quantities

For CNWT WEC analysis, wave propagation must be resolved with
highest accuracy, but in the most efficient way. Hence, convergence
studies mainly focus on the discretisation around the free surface.
However, when FSI is considered (especially in turbulent conditions),
the discretisation around a body must be chosen carefully. Refs.
[18,92,131,142,147,160,177] and Refs. [53,92,95,102,116,
159,173,184,186,202] provide detail on their body discretisation. Here,
the former use the boundary layer thickness in terms of +y values (see
Section 5) as the quantity of interest, whereas the latter provide mesh
sizes normalised by characteristic body dimensions. Nevertheless,
quantification of the convergence is omitted in all of theses studies.

Tables 4 and 5 list the publications with convergence studies for the
spatial and temporal discretisation, respectively. The spatial dis-
cretisation is categorised by the number of cells per waveheight (CPH).
The temporal discretisation is categorised by the use of fixed or variable
time steps, where the latter is controlled through the Courant Friedrichs

Lewy (CFL) condition and the maximum Courant number Comax. It can
be stated that in vicinity of the free surface interface, structured grids
with a spatial discretisation of O CPH(10 ) and O (100) cells per wave-
length are most widely applied in the literature. Similarly, Comax with
values of around 0.5 are commonly used.

5. Flow regime

The inclusion of viscosity and vorticity in the governing equations,
further separates CNWTs from PF models. Regarding the inclusion of
viscous effects, different flow regimes can be identified: inviscid, laminar
and turbulent. Inviscid flows (see Section 5.1) neglect viscosity and the
NSE are reduced to the Euler equations. Including viscosity, but as-
suming no interaction between adjacent fluid layers, a laminar regime
(see Section 5.2) can be considered [7]. Removing this assumption, the
flow is treated as turbulent (see Section 5.3), where unstable flows are
characterised by 3D fluctuations in space evolving in time. As will be
detailed in this section, solution of the latter flows significantly in-
creases the computational burden, however are likely to be a more
realistic representation of the physical problem. To summarise the
findings of this section, and to assist CFD engineers select appropriate
models for WEC applications, Table 6 lists the different modelling
techniques for the different flow regimes with their characteristics and
the related studies in the literature.

5.1. Inviscid flow

Although CFD, especially for FSI, is usually only considered for
applications where simplifying assumptions, such as inviscid flow, do
not apply, situations may arise in which neglecting viscosity is useful.
For example, to investigate the performance of the large Wave Dragon
device, [131] favors inviscid simulations as much as possible, to avoid
the requirement of resolving the boundary layers, resulting in a lower
mesh count and faster computations.

In a comparative study of CFD techniques, study in [117] employs
the AMAZON-3D code, solving the Euler equations. Comparison to
viscous flow solvers reveals similar results for cases considering inter-
action of waves with fixed structures and forced oscillation tests. In-
vestigating the heave response of a structure to extreme waves, similar
results between viscous and inviscid flow solvers are found, however
neither results align with experimental findings.

Palm et al. [147] employ the Euler equations in a study of a moored
PA, to specifically investigate the influence of viscosity. Comparison
between turbulent viscous and inviscid flow simulations show dis-
crepancies in the PA dynamics for certain DOFs. For the study on 3D
effects on wave excitation forces measured on a horizontal, rigid board,
study in [183] compared wave excitation force gained under laminar
and inviscid flow. For the studied case of linear and 2nd order waves, no
significant influence was found.

5.2. Laminar flow

To evaluate the validity of laminar flow assumptions, two di-
mensionless quantities, the Reynolds number Re (Eq. (1)) and the
Keulegan-Carpenter number KC (Eq. (2)), can be employed [236]:

=Re u L
ν
·

(1)

=KC u T
L
·m

(2)

Here, u describes the characteristic free stream velocity, L the
characteristic length, ν the kinematic viscosity, um the amplitude of the
oscillating flow velocity and T the (wave) period [5]. Hence, the va-
lidity of laminar flow assumption may be dependent on both the sea
state (velocities, period) as well as the model scale.

Table 4
Spatial discretisations determined through convergence studies used in the
reviewed literature.

CPH Literature

≤ ≤CPH0 10 [18,31,58,77,113,114,122], chap.5, [122], chap.6
[99,100,140,141,161,165,173,176,177,191,192,212,213,222]

< ≤CPH10 20 [22–24,31,33,41,49,51,63,92,108,116,122], chap.4
[142,160,166,167,193–199,209]

>CPH 20 [31,122], chap. 7 [123,134,185]

C. Windt et al. Renewable and Sustainable Energy Reviews 93 (2018) 610–630

617



In their study on a submerged cylindrical WEC, study in [95] as-
sumes laminar flow conditions based on <Re 1·104 and <KC 1.0. For
the simulation of a heaving buoy WEC considering latching control,
[170,171] finds ≈Re 2·104 and hence assume laminar flow. Further-
more [165] justifies the laminar flow assumption for a single floating
point absorber with low KC numbers and finds underpinning agreement
to experimental data. In [99,123,161] (all combined in [122]), little
effects due to turbulence are assumed for the tested horizontal fixed
cylinder, rolling barge and flap type WECs. More so, negative effects
associated with the empirical nature of turbulence models (see Section
5.5.1 – 5.5.4) are identified. Lastly, the reduced computational cost for
laminar flow simulations is highlighted.

In a wave-only study [84] expects no influence from turbulence due
to the absence of a solid structure in the flow. The validity of laminar
flow in wave-only studies is also indicated in [85] and [122]. Com-
paring results of surface elevation, study in [122] highlights negligible
turbulent effects when comparing laminar results with the −k ω tur-
bulence model (see Section 5.5.4) for a single sea state only. Again,
studying wave-only cases, [58] and [134] compared results under la-
minar assumption with results gained using turbulence models ( −k ε,

−k ω SST), finding no significant difference. A comparison between
laminar flow conditions and the RNG −k ε model (see Section 5.5.3) is
undertaken in [176] for 2- and 3D tests on a flap type WEC, where
reasonable agreement between laminar 2D and RNG 3D test cases is
found. In a study on extreme waves and FSI on a vertical cylinder, [173]
considers laminar flow conditions, stating that no wave breaking, hence
insignificant effects due to turbulence, is expected. Furthermore, the Re
is kept low ( =Re 975) throughout the study. The authors in [178] as-
sumes laminar flow, studying force coefficients on horizontal and ver-
tical plates, justified by Re in the range of −5000 10000. Lastly,
[191,192] assumes laminar flow condition justified by low KC numbers
in all simulations.

These studies highlight the validity of laminar flow assumptions for
a number of cases. However, using laminar flow must be assessed on a
case by case basis, either driven by hydrodynamic boundary conditions
(Re or KC), presence of FSI or the mere reduction of computational cost.

5.3. Turbulent flow

To account for turbulent flow conditions, various methodologies
have been developed, which can be distinguished by their computa-
tional cost and accuracy. Most accurately, turbulent fluctuations and
stresses are captured by Direct Numerical Simulations (DNS). Providing
solutions for small scale and high frequency turbulent effects, the NSE
must be solved with fine temporal and spatial discretisations. Temporal
discretisation must be able to capture the period of the fastest turbulent
fluctuation, spatial discretisation must be fine enough to resolve the
Kolmogorov length scale (scale at which inertia and viscous effects are
of equal strength [7]). Such fine scale discretisations greatly increase
the computational burden, making DNS infeasible for practical appli-
cations. In the reviewed literature, no application of DNS for WECs is
found.

Lower fidelity solutions, with lighter computational requirements,
are obtained by modelling the fine scale turbulent effects, as is the case
for Large Eddy Simulations (LES) and the RANS approaches, detailed in
Sections 5.4 and 5.5, respectively.

5.4. Large Eddy Simulation (LES)

To avoid discretisation down to the Kolmogorov length scale, LES
only directly accounts for larger turbulent eddies. The effects of smaller
scale eddies are modelled instead, using a sub-grid-scale (SGS) model.
Although this procedure comes at a lower computational cost than DNS,
LES is still significantly more costly than RANS turbulence models.
Prior to the solution of the governing equations, spatial filtering de-
composes the velocities into resolved and residual components based on
the SGS. Resolved velocity components are directly accounted for,
whereas the system of equations for the residual turbulent stresses is
closed by the underlying model. For a more detailed insight, the in-
terested reader is referred to [237] and [238].

For WECs, LES is currently only employed in the consecutive studies
on OWCs [110,153,217–219]. Simonetti et al. [153] provide a com-
parative study between the −k ω SST model and LES. Better agreement

Table 5
Temporal discretisations used in the reviewed literature.

Fixed time step CFL condition

[15,17,22–24,33,41,50,51,53,63,58,66,75,95,108,134,160,162,166,167,178,193–199,211] [122], chap.5, [99,165,186,191,192,209,206,207,212,213,222]

Table 6
Turbulence Models and their characteristics used within CNWT for WEC analysis.

Model Characteristics Literature

Euler Assuming inviscid flow naturally neglecting any turbulent (viscous) effects [15,17,26,49,66,117,131,147,183]
Laminar Low Reynolds number and small Keulegan-Carpenter number; Considering no

turbulent (viscous) effects
[26,65,72,84,89,95,99,122,123,147,160,161,165,170,171,173,176,17-
8,191,210,215]

−k ε Computationally cheapest; poor accuracy in near wall regions; good accuracy
in far wall regions

[18,22–24,33,38,40–42,46,51,53,57,58,60,63,64,67,76,82,88,93,96,1-
06–109,116,118,134,142,154,224,159,163,185,186,211,222]

Realisable
−k ε

Simpler, more robust and physical model of ε transport equation; [143,224,209]

RNG Consideration of different length scales in ε transport equation; explicit
formulation of the model constants; inherent consideration of low Re flows;
well suited for rapidly strained flows [244,245]

[8,16,28,29,120,121,131,132,147,224,176,177,200,220,221]

−k ω Similar definition of transport equations; turbulent length scale as function of
turbulent frequency ω; good accuracy in near wall region; poor accuracy in far
field due to high sensitivity to (assumed) far field values of ω

[94,140,141,178,215]

−k ω SST blended model of −k ε and −k ω; good accuracy in near wall boundary layer
(due to −k ω) and far wall regions (due to −k ε)

[54,55,77,86,92,97,125,138,139,152,153,162,166,167,180,188,193–1-
99,201,206,207,214]

LES Computationally costly, accurate resolution of turbulent effects up to a defined
length scale, particularly suitable for simulations including unsteady
separation and vortex shedding [237]

[110,153,217–219]
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between experimental results and numerical simulations are found for
LES than the −k ω SST model, at a higher computational price.

5.5. Reynolds Averaged Navier Stokes (RANS)

With reasonable computational cost and accuracy in practical ap-
plications, the most common method to account for turbulent effects
are turbulence models, based on the RANS equations (RANSE).
Considering turbulent effects as 3D fluctuations of flow quantities, the
Reynolds decomposition splits the flow quantities into a time-averaged
and fluctuating components, leading to the RANSE. Special attention
needs to be paid to additional turbulent stresses (Reynolds stresses),
which stem from the time averaged velocity fluctuations and physically
represent shear stresses between accelerated and decelerated fluid
layers due to momentum exchange [7]. The addition of extra terms in
the RANSE requires extra equations to be added to achieve closure. The
extra equations come in the form of turbulence models, described in
Sections 5.5.1–5.5.5.

5.5.1. −k ε model
The two-equation −k ε turbulence model, developed by [239], is

the most prominent and widely validated turbulence model. Introdu-
cing two new transport equations for the kinetic turbulent energy (k)
and the dissipation rate of kinetic energy (ε), closure of the RANSE is
achieved.

In the standard −k ε (SKE) model, transport equations for k and ε
feature the eddy viscosity, as well as adjustable model constants.
Standard values for the constants are found from empirical data fitting
[7]. In the reviewed literature, almost all studies employing the SKE
model use the standard model constants. Only [76,93,186] do not
provide information concerning the implemented constants.

The −k ε model has mainly been applied for the simulation of
OWCs [18,22,24,33,38,41,51,63,64,76,79,93,96,104,106–108,118,
159,186,222]. The application in the different studies range from per-
formance analysis [18,118,159,222], (structural) optimisation
[76,186], to SI [96]. However, none of the studies disclose a reasoning
for their choice of turbulence model.

Studying drag effects on the M4 WEC, the authors in [154] compare
the standard −k ε, −k ω SST (see Section 5.5.5) and the adopted −k ε
V2F [240] models against experimental data and laminar flow simu-
lations. From the results of free-decay experiments it is stated that

−k ω SST and −k ε V2F give similar results, whereas the −k ε and
laminar flow models overestimate the oscillation amplitude. The au-
thors select the −k ε V2F model for subsequent studies. In the study of
viscous effects for an OWSC, [224] presents comparative results con-
sidering the SKE, RNG (see Section 5.5.3), realisable −k ϵ (see Section
5.5.2) and −k ω SST model. Finding negligible differences between the
results, the reduced computational costs for the SKE model lead to its
implementation in the remainder of [224].

5.5.2. Realisable −k ε model
Shih et al. [241] specifies the potential lack of accuracy of the SKE,

due to the overprediction of turbulent eddy viscosity and false turbulent
length scales. To tackle this problem, the authors propose a new model
for the ε transport equation and the eddy viscosity, that is simpler, more
robust and physically realistic. This is achieved by introducing a non-
constant variable Cμ in the eddy viscosity equation. The definition of
the new eddy viscosity influences the calibration of the model constants
for the refined ε transport equation, and suggested values are presented
in [242]. As mentioned in 5.5.1, [224] presents a comparison study
finding negligible differences between the results of the realisable −k ε
and other turbulence models.

5.5.3. RNG −k ε model
Another refined turbulence model based on the SKE was developed

by [243] applying the Re-Normalisation Group (RNG) method. RNG

allows the consideration of different turbulent length scales within a
modified ε equation [244]. This modification introduces two new
model constants (η0, β) [244,245] and, moreover, allows the explicit,
rather than empirical, determination of the unknown constants. Com-
pared to the SKE model, the RNG −k ε approach generally achieves
improved accuracy due to this explicit formulation and the inherent
consideration of low Re flows.

In the reviewed literature, the RNG model has been applied for a
number of WECs, such as overtopping [121], PA [28,120,147] and
OWSC [176]. Applications range from extreme load estimation [121],
model validation [28,29,147,176] to the assessment of viscous drag
effects [120]. Loh et al. [176] presents results comparing the laminar
flow assumption and RNG turbulence modelling, revealing slightly
better fitting results (to experimental data) for the case of turbulence
modelling. In a study on the FSI of a floating body, Li and Yu [8]
compare the RNG and standard −k ε model to experimental results,
finding that the former yields better agreement in the force data.
Bhinder et al. [28] provides justification for the applied model by
stating it is the preferred model for the employed CFD software Flow-
3D. [16] differs from the aforementioned studies by presenting a cou-
pling strategy for time domain potential flow and fully non-linear CFD
solvers for wave-only cases. However, no reasoning for the choice of the
RNG turbulence model is given.

5.5.4. −k ω model
In the SKE model, the turbulent length scale, ℓ, for the definition of

the turbulent eddy viscosity, is a function of the rate of dissipation of
turbulent kinetic energy. Another definition of this turbulent length
scale stems from the turbulent frequency =ω ε

k . This definition is used
in the (Wilcox) −k ω model developed by [246–249].

Transport equations for k and ω can be formulated, and a set of
adjustable constants must be defined [7]. Benefits for the −k ω model
are found in the treatment of near wall boundary layer flows compared
to the SKE model. However, accuracy issues may occur in the free
stream due to solution sensitivity to the (assumed) initial value of ω in
the far wall region. In the reviewed literature, few authors are found to
apply the −k ω model, i.e. [94,140,141,178], but no reasoning for the
selection of the turbulence model is given. Only [215] provides a rather
qualitative comparison between turbulent and laminar assumptions,
concluding that the necessity of modelling turbulent effects has to be
assessed on a case by case basis.

5.5.5. −k ω SST model
While the SKE model achieves accurate modelling of fully turbulent

far wall regions and the Wilcox −k ω model is accurate for the near-
wall boundary layers, the −k ω shear stress transport (SST) model,
proposed by Menter [250], blends the SKE (in far wall regions) and

−k ω (in near wall regions) to achieve accurate modelling for both
regions.

In addition to the aforementioned comparative study in [224], the
−k ω SST model is also compared against LES in [153], for the case of

an OWC, where better agreement with experiments are found for LES.
Comparing −k ω SST to LES, deviations up to 10% for the FSE and 13%
for the pressure inside the OWC chamber, and 13% for the velocity in
the pipe are found, with a 15% greater computational cost for LES.
Studying fixed OWCs, study in [167] compares −k ε, realisable −k ε
and −k ω SST models, where the −k ω SST model is shown to give the
best results.

6. Wave generation and absorption

CNWT WEC experiments rely on accurate wave generation and
absorption at the NWT boundaries, which can be provided by various
numerical wave maker (NWM) methods, as depicted in Fig. 4. Fol-
lowing [251], the different NWM methods can be categorised as: re-
laxation, static boundary, dynamic boundary, mass source, impulse
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source and numerical beach methods. Section 6.1 reviews the wave
generation methods, and then wave absorption are considered in
Section 6.2. The reviewed literature is categorised in Table 7 using the
different NWM methods.

6.1. Wave Generation

The NWM is responsible for creating the input waves in a CNWT
simulation. An ideal NWM should be able to produce a variety of wave
fields:

• Deep and shallow water waves

• Monochromatic and polychromatic sea states

• Reproduction of arbitrary FSE time series, measured from a physical
wave tank or ocean test site

Typically, there exists a minimum distance from the NWMwithin which
testing should not be undertaken, where evanescent waves occur and
the waves are not yet fully developed. Furthermore, the presence of
bodies in the CNWT cause wave reflection/radiation travelling away
from the bodies back to the wave generator, which the NWM control
must account for when generating the desired wave field. In the fol-
lowing subsections, the different wave generating NWM methods are
discussed.

6.1.1. Relaxation method
The relaxation zone method generates waves by relaxing a target

solution, ϕtarget, for FSE and velocities into the calculated solution,
ϕcomputed (see [252] and [253]). A relaxation function is defined inside
the relaxation zone, so that the quantity ϕ (FSE or velocity) follows:

Fig. 4. Schematic representation of available wave generation (a) – (e) and absorption methods (f) – (k) (Figure adapted from [251]).

Table 7
Numerical wave generation and absorption.

NWM Generation Absorption

Relaxation [62,69,82–84,89,94,110,119,123,124,130–132,140,145,141,144,151,153,-
170,171,173,176–178,200,201,212,213,217–222]

[62,82–84,89,94,119,110,124,131,132,142,143,145,147,151,153,158,17-
0,171,173,176–178,200,201,205,212,213,217–221]

Static Boundary [8,16,28,29,31,32,37,49,52,52,40,54,55,92,73,74,72,136,112–114,70,87,7-
6,186,79,104,88,38,100,99,161,107,107,117,118,120,121,125,128,134,13-
8,157–160,162,169,166,167,183,185,188,191–196,198,197,199,209,206]

[32,49,79,104,128,138,157,165,169,191,192,206,221]

Dynamic Boundary [15,17,21–24,31,33,41,51,63,60,43,50,53,58,66,75,95,91,90,224,93,46,42-
,67,109,57,96,102,202,116,184,155,153,210,211]

[22–24,33,41,51,60,63,96]

Mass Source [18,26,36,64,106]
Impulse Source [85,86,97,103,152,180,216]
Numerical Beach [18,26,36,40,8,52,72,54,55,92,69,85,97,103,75,95,100,99,122,161,102,-

108,116,162,166,167,183–185,188,193–196,198,199,197,210,202,209,-
214,221,224]

Passive Absorption [21,28,29,37,52,117,42,67,57,46,58,59,70,87,73,74,76,77,88,38,22,24,3-
3,41,51,63,93,106,109,118,120,121,125,136,140,141,155,159,160,178,-
186,211,222]
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= + −ϕ α ϕ α ϕ(1 )R Rcomputed target (3)

where =α 0R at the inlet boundary, =α 1R at the relaxation/simulation
zone interface, and increases smoothly in between. ϕtarget is determined
from wave theory.

By virtue of the relaxation procedure, any reflected or radiated
waves travelling back towards the wave generation zone are inherently
accounted for [85]. Nonetheless, [222] found biased results in terms of
efficiency for an OWC caused by re-reflection of waves at the relaxation
zone. To avoid such re-reflection, the relaxation zone length LR can be
increased, at additional computation cost. As guideline for the choice of
the relaxation zone length LR, a length of − λ1 2 can be extracted from
the reviewed literature.

For simulation of extreme waves, a number of studies apply the
NewWave method within the relaxation zone framework
[83,84,89,151,173,212]. Using this approach, an extreme wave can be
reproduced at a specific point in time and space by superposition of
linear waves of different frequencies and phases [254]. A detailed de-
scription of the representation, implementation and validation of the
NewWave methods within the relaxation zone framework can be found
in [150], Chap. 4. Generally, an underestimation of the extreme wave
trough and overestimation of crest is found during validation studies.

6.1.2. Static boundary method
The static boundary method defines the velocity field and the FSE as

Dirichlet boundary conditions at the NWM boundary. Waves reflected /
radiated towards the NWM are directly considered by imposing flow
quantities at the boundary. The exact implementation of this method,
and its capabilities (e.g. implementation of different wave theories,
reproduction of time series data), are code dependent. For example,
authors in [255,256], chap. 5.3 illustrate the implementation for the
open-source solver OpenFOAM.

Uniquely, the authors in [158] employ the static boundary method
in a circular NWT for the study of wave impacts on an OWSC. The use of
a circular domain is justified by the reduction of the overall domain size
and hence computational cost. It is shown that the numerically gener-
ated waves overestimate the amplitude compared to the analytical
input wave characteristics. [134] presents a comprehensive study on
irregular wave generation using the static boundary method, adopting
the CNWT used by the same author for dynamic boundary wave gen-
eration [58]. Agreement between analytical approximation and CFD
results is quantified by the coefficient of determination R2, found to be
80, 88.1 and 92.2 for the three wave data sets tested. Authors in [162]
induce waves and current in the CNWT using the static boundary
method, however no validation is given.

6.1.3. Dynamic boundary method
The dynamic boundary method directly replicates a physical wave

tank, by mimicking the flap/paddle type wavemaker with a dynami-
cally moving boundary wall in the NWT. Higuera et al. [255] find that
the dynamic mesh motion introduces an increase in computational ef-
fort by about −20 40% compared to the static boundary method.

Studying the slamming event on an OWSC, authors in [116,184]
justify the use of a moving wall wavemakers with the aim of reprodu-
cing the setup of the physical experiments as closely as possible. Results
show satisfactory agreement between numerical and experimental re-
sults of FSE and OWSC motion. Simonetti et al. [153] perform a com-
parison study between the relaxation zone method and moving wall
piston type wave generator simulating monochromatic 2nd order Stokes
waves. Results from numerical simulations are validated against ex-
perimental data revealing deviations of ≤ 8% for a piston type dynamic
boundary and ≤ 9% for the relaxation zone method. However, run time
comparison (6 h for dynamic boundaries versus 2 h for relaxation
method) drive the decision towards using the relaxation zone method
for the remainder of the study. Finnegan and Goggins [58] develop a
dynamic boundary flap-type wavemaker, for the commercial CFD

software Ansys CFX, in a comprehensive study on the generation of
regular waves. Results indicate that the wavemaker hinged at the
bottom does not compare well with wavemaker theory in deep water,
however, comparing to linear wave theory, satisfying results are
achieved. Puolakka and Mikkola [66] study the radiation moment on a
vertical bottom-hinged flap (used as wavemaker), with the desire of
capturing evanescent waves in vicinity of the wavemaker.

While the above mentioned references rely on mesh distortion and
remeshing of the domain, authors in [75] propose a dynamic boundary
wave generator employing the fast-fictitious-domain method (see
Section 7.1.4). In the study, both piston and flap type wave generator
are considered, consistently finding good agreement for small steepness
waves ( = −0.009 0.02H

λ ) and considerable deviations for higher

steepness waves ( = −0.04 0.06H
λ ). The developed wave generator is

subsequently used in study [95] to investigate the wave energy ab-
sorption efficiency of a generic circular WEC.

6.1.4. Mass Source Method
The mass source method [257] displaces the free surface with a

(mass) in- and outflow. A source term is defined coupling the surface
elevation, wave celerity and the surface area of the source, enabling
wave generation through a velocity field boundary condition or a vo-
lume source term included in the RANS continuity equation. Since the
source term does not alter waves travelling through the source, wave
absorption can only be achieved through an additional beach (see
Section 6.2.4). Note that with the mass source method, waves get
generated in all directions.

In an early work, authors in [18] used the mass source method in a
study on OWC devices, considering 2nd and 3rd order Stokes waves.
Although no quantitative evaluation of the NWM is provided, surface
elevation plots reveal inaccuracies in the wave height. Victor et al.
[26,36] apply the mass source method to generate monochromatic
waves in intermediate water depth. Lopez et al. [64,106] aim on the
generation of monochromatic and polychromatic waves in intermediate
water depths. None of the above studies provides information on the
quality or efficiency of the mass source method.

6.1.5. Impulse Source Method
The impulse source method, proposed by authors in [258], extends

the idea of the mass source method, whereby a source term is added to
the momentum equation, coupling the fluid density and an analytical
solution of the wave velocity for each cell within the wavemaker re-
gion. Again, wave absorption can only be achieved through an addi-
tional beach. The source term in [258] can be calculated analytically
for shallow water waves only. However, study [85] provided a method,
based on spectral calibration used in physical wave tanks, to allow the
source term to be calculated in any water depth, although with the
disadvantage of requiring several simulations for the iterative calibra-
tion procedure, which can prove computationally costly. This method
was then used by the same author in the consecutive studies of OWSCs
[86,97,103,152,180,216].

6.2. Wave absorption

The NWM must be able to absorb outgoing waves, so that wave
reflection is eliminated, or at least significantly mitigated, and does not
corrupt the CNWT experiment. Wave absorption methods can be clas-
sified as active or passive, where active methods include the static/
dynamic boundary method, relaxation zone method or the im-
plementation of a numerical beach (damping source terms, increasing
viscosity, etc.). Passive wave absorption here refers to artificial wave
dissipation achieved by stretching the cells in the vicinity of the FFB or
including a geometrical beach, i.e. slope, in the domain.
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6.2.1. Relaxation method
Employing the relaxation method for the wave absorption, the

procedure follows the description in Section 6.1.1. However, now the
target solution (i.e. zero velocity, zero FSE from still water level (SWL))
is enhanced towards the FFB by definition of αR.

Special attention should be paid to the studies [158] and [143],
employing the relaxation method on circular NWTs. As stated in [158],
the implementation of a circular domain “greatly” reduces its size. In
[143], radiation tests on the WaveBob are performed. The cylindrical
shape of the device here suggests the use of a circular domain to most
efficiently avoid wave reflection from the boundaries.

If the relaxation zone method for wave absorption is employed in a
square NWT, a length of − λ1 4 can be extracted from the reviewed
literature as guideline for the choice of the relaxation zone length LR.

6.2.2. Static boundary method
Like in the wave generation case, the velocities and FSE data are set

as Dirichlet BCs in the static boundary method. However, determining
the necessary values for the velocity field requires more attention to
effectively absorb waves. For example, in the implementation proposed
by the authors [255, chap. 5.3] and [256], a correction velocity Uc is
applied at the boundary based on shallow water theory (i.e. constant
velocity profile along the water column).

In the reviewed literature only a few researchers, i.e.
[32,49,79,104,128,138,157,165,169,191,192], employ a static
boundary at the FFB. Specifically [79,104,128,138,165,169,191,192]
use the proposed method by authors in [256] and [255, chap. 5.3]. In
[32,49], the CFD code AMAZON-SC 3D allows the definition of a non-
reflective boundary. Unfortunately, further information on character-
istics or the implementation of this boundary are not given. Using the
Sommerfeld radiation condition, authors in [157] induces fluid velo-
cities in order to dampen incident waves. Finally, it can be stated, that
none of the above mentioned studies provides quantification of the
absorption quality.

6.2.3. Dynamic boundary method
Like in the wave generation case, the dynamic boundary method

replicates the piston/paddle wave absorbers in real wave tanks. The
control of the wave absorber is therefore of crucial importance to
achieve accurate absorption.

In the reviewed literature [96] and the consecutive studies
[22–24,33,41,51,60,63] have been found, employing the dynamic
boundary method for wave absorption. In [96] outputs from 2D CFD
simulations on a generic OWC are used in order to identify state-space
coefficients for the solution of the Cummins equation, considering data
from CNWT free decay experiments, as well as monochromatic (linear)
and polychromatic (linear and non-linear) sea states. In their discus-
sion, no evidence of issues related to the wave absorption can be found.
However, surface elevation data outside of the OWC chamber are not
shown, so that no conclusions on the absorption quality can be drawn.
Authors in [22–24,33,41,51,60,63] implement dynamic boundary wave
absorption through the Sommerfeld radiation condition [259]. Giving a
relation between FSE and horizontal velocity component, the moving
wall at the absorption boundary can be driven accordingly. Again, no
evaluation of the accuracy and efficiency is provided.

6.2.4. Numerical beach implementation
Numerical beaches can dissipate incident waves by the following

methods found in the reviewed literature:

• Increasing the viscosity of the liquid phase with distance in a region
towards the FFB

• Addition of a sponge layer to force velocity and/or FSE to be zero

• Addition of a damping term in the momentum equation causing
energy dissipation

For the sake of brevity, in-depth descriptions should be extracted
from the references listed in Table 7. However, it should be pointed out
here, that the consecutive studies [99,100,122,161] as well as
[69,85,97,103,180,216] refer to quantified absorption efficiency in
terms of the reflection coefficient in the order of <2%.

To achieve low reflection coefficients (or high absorption effi-
ciency), authors use beach lengths in the order of − λ1 5 , which is si-
milar to the relaxation zone length.

6.2.5. Passive absorption
While the aforementioned wave absorption methods can be cate-

gorised as active wave absorption, i.e. influencing the numerical solu-
tion in a region/boundary of the CNWT, a sloped bathymetry or cell
stretching can be categorised as passive wave absorption.

Implementing a slope at the CNWT FFB dissipates wave energy,
replicating the effect of beaches in the physical world. With the cell
stretching method, the spatial discretisation is gradually enlarged to-
wards the FFB and any wavelengths shorter than the cell size are fil-
tered out. This requires rather long domains to reach cell sizes which
are able to absorb waves used in practical applications. However, cell
stretching is often used to supplement active wave absorption methods
and also reduce the number of required cells in a given absorption
domain length. Study [106] includes a geometrical beach upstream of a
mass source NWM.Chen et al. [125] and Scarpetta et al. [155] employ a
geometrical beach for the study of the REWEC1 submerged OWC and a
Wavestar like PA, respectively. Investigating different slopes for geo-
metric beaches, ranging from 1: 3 to 1: 6, [58] finds best absorption
performance for a 1: 5 slope.

7. Fluid-structure interaction

Implementing FSI for WECs in CNWTs requires two main compo-
nents: the WEC body must be included in the CNWT, and the resulting
WEC body motion must be calculated and implemented. Including a
WEC body into the CNWT mesh can be achieved by various body re-
presentation methods (BRM) and is discussed in Section 7.1. Im-
plementing body motion requires calculation of forces, solution of
system dynamics and adaption of the computational mesh, and is de-
tailed in Section 7.2.

7.1. Body representation methods

A good overview of the most prominent BRM, is given in
[117,260,261]. The different BRM vary in terms of: initial setup com-
plexity, handling of dynamic mesh adaption, computational accuracy
and efficiency. In some cases, the BRM is intrinsic to the CFD software,
and must be considered when choosing the CFD software for a parti-
cular problem. In the following, the different BRM used in the reviewed
literature are briefly discussed and tabulated in Table 8, however for
brevity, the standard body fitted methods (Section 7.1.1) are excluded
from this table.

Table 8
Body representation methods (excluding standard body fitted method) used
within CNWT for WEC analysis.

BRM References

Body Fitted: Remeshing [22–24,33,41,51,60,63,81,90,91,116,224,184,188]
Body Fitted: Multibody [54,55,92,142,162]
Body Fitted: AMI [68,69,74,77,81,85,86,94,97,103,119,152,169,176,-

180,216]
Cartesian Cut Cell [15,17,19,32,37,39,45,49,72,73,117,140,141,146]
Overset Grids [154,160,163]
Fast-Fictitious-Domain [75,95,102,202]
FAVOR [25–29,36,120,157,210]
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7.1.1. Body fitted
By far the most widely applied BRM is the body or boundary fitted

approach. As stated in [260,261], this method requires considerable
effort to ensure sufficient mesh quality throughout the domain. De-
pendent on the CFD and/or meshing software, either (block-) structured
or un-structured grids can be used. The most severe limitation is the
handling of dynamic mesh adaption [260,117].

In the case of fixed mesh connectivity, body motion can only be
handled by mesh distortion, where the displacement is diffused into the
domain. This procedure is computationally efficient, but can potentially
introduces numerical errors due to poor mesh quality (highly skewed
cells). Hence, mostly small, sDOF motions are considered when using
this method. However, studies in [54,55,92,142] and [162] employ it
on a multibody system, representing the OPT Power Buoy and a twin-
raft, respectively.

If mesh connectivity is not fixed, remeshing can be applied.
Compared to mesh distortion, remeshing allows larger body displace-
ments, but significantly increases the computational burden and po-
tentially introduces numerical errors to the solution. In the reviewed
literature only [188] and the consecutive studies [90,91,116,224,184]
as well as [22–24,33,41,51,63,60] employ remeshing.

Arbitrary mesh interfaces (AMIs), provide sliding interfaces be-
tween mesh blocks, allowing large displacements, without distorting or
remeshing the computational domain. Problems however can occur
during interpolation of the solution across the mesh interfaces. Studies
in [68,97,103,69,85,86,152,180] apply the AMI to cater for the large
rotational angles of the flap type OWSC, Oyster. Nicholls-Lee et al. [81]
extend the AMI, including mesh distortion and remeshing, to model the
floating OWC OWEL, where pitching motion is captured through rota-
tion of a horizontal cylindrical mesh block surrounding the body, and
translational motion is accounted for by mesh distortion and remeshing.
Devolder et al. [191,192] use the AMI to simulate an array of heaving
WECs, where vertical cylindrical mesh blocks surrounding the WECs
sliding vertically relative to each other.

7.1.2. Cartesian cut cell
To avoid complex and time consuming grid generation, as well as

reducing numerical errors, Causon et al. [260] propose the use of the
Cartesian cut-cell (also known as immersed boundary) method for
multiphase flow calculations. In this approach, the body is cut out of the
(Cartesian) background mesh leaving partially cut cells, specially
treated in the numerical method. Body motion is handled by simply
repeating the cutting procedure with the new boundary positions. In the
reviewed literature, the pioneer studies on rotating vanes [15,17] are
found to employ the cut-cell BRM. Furthermore, the cut cell method, as
applied in [32,39,49] for the analysis of floating bodies in extreme
waves, is considered in the code comparison studies by [37,72,117].
Studies in [45,73,140,141] employ the cut cell method for studying
fixed OWCs, while the study in [146] considers the generic multi-body
WEC of the OMAE hydrodynamic modelling competition [262]. Lastly,
the CNWT developed by Greaves [19] is based upon the Cartesian cut
cell method. The comparably limited number of studies considering the
cut-cell method can possibly be reasoned by the limited accessibility of
CFD softwares providing this BRM: the in-house code, AMAZON, and
the commercial software, Flow-3D.

7.1.3. Overset Grids
Focusing on handling large body motions, Benek et al. [263] pro-

pose using two overlaid meshes, referred to as the overset grid or

Chimera method. Here, the two meshes are internally static with fixed
mesh connectivity, however can move relative to each other. Inter-
polation between meshes is then needed to transfer solutions. This in-
terpolation is computationally costly, nevertheless large body dis-
placements can be handled without changing mesh topology. In the
reviewed literature, only [154,160,163,185,198,199] employ the
overset grid method, as implemented in the commercial CFD software,
Star-CCM +.

7.1.4. Fast-fictitious-domain
A rather unique BRM can be identified from [95,75,102,202], em-

ploying the fast-fictitious-domain method, proposed by Sharma and
Patankar [264]. In this method, the governing equations are solved
throughout the whole computational domain, however, bodies are re-
presented as solid zones attributed with high values of viscosity. This
representation allows for arbitrary, large amplitude body motion,
avoiding any mesh distortion, remeshing or solution interpolation.

7.1.5. Fractional Area-Volume Obstacle Representation
The Fractional Area-Volume Obstacle Representation (FAVOR)

technique represents the body by using fractional cell volumes and
areas on cell sides, in a similar manner to the volume of fluid method
for tracking the FSE, allowing the body to pass through a stationary
mesh. Hence, any form of remeshing or mesh distortion is omitted in
this technique. For more details see [265]. The FAVOR method is
proprietary to the commercial CFD software, Flow-3D, so only a limited
number of studies within the reviewed literature, with access to the
Flow-3D software, employed this BRM [25–29,36,120,157,210].

7.2. Body motion

For a fixed structure, the body is simply regarded as solid boundary
(wall) in the CFD domain. However, for a dynamical system, the body
motion due to interaction between the fluid and WEC subsystems, must
be calculated and then implemented in the CFD domain (via dynamic
mesh adaption). This process is performed by the motion solver (see
Fig. 5). Within a time step or solver iteration, the motion solver per-
forms the following steps (i) update position, (ii) calculate forces, (iii)
update acceleration, (iv) move object and finally (v) move mesh.

The hydrodynamic forces on the body is composed of the pressure
and shear forces from the fluid. The pressure force is obtained by in-
tegration of the calculated fluid pressure over the surface area of the
body. Likewise, the shear force is obtained by integrating the shear, due
to the fluid viscosity and the relative body-fluid motion. Additional
forces may be applied to the body due to the PTO, mooring or multiple
interconnected bodies.

Coupling between the fluid and motion solvers is required to ensure
equilibrium of the body with the fluid. Achieving stable simulations is
heavily dependent on the implementation of the motion solver within
the numerical process, time step control and potentially user defined
parameters. A comprehensive review of the (implicit) motion solver
used within the CFD software OpenFOAM is given in [128], and sta-
bility issues with the motion solver implementation are highlighted and
improvements suggested.

There are two options for implementing experiments with body
motion; either prescribed or solved motion:

• Prescribed Motion: involves updating the body motion along a pre-
defined trajectory, irrespective of the forces acting upon it.

Update Position

Motion Solver

Calculate Forces Update Acceleration Move MeshMove Object

Fig. 5. Schematic of a generic motion solver in the
CFD solution process (Figure adopted from [128]).
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Prescribed motion tests are generally useful for SI purposes [179],
where the motion of the body is the input and the resulting hy-
drodynamic force measured on the body is the output. These tests
can be used to identify the hydrostatic restoring force as a function
of body position [101,135], or the radiation and/or viscous forces
on the body due to its velocity [56,77,143,151,203,207].

• Solved Motion: involves calculating the body's trajectory from the
forces acting upon it, via Newton's 2nd law of motion. The motion
can be constrained to specific DOFs by the motion solver if required.

For solved motion, the motion may result from an initial displace-
ment from equilibrium (free decay test), or due to excitation from input
waves or external forces:

• Free Decay Tests: are a simple example of body motion, whereby the
body is initially displaced from equilibrium (either non-zero posi-
tion or velocity) and the resulting motion simulated as the body
oscillates back to its rest position. Free decay experiments are
commonly used for SI purposes, such as for the analysis of viscous
drag effects [28,43,54,92,95,97,147,154,161,202], identification of
the WEC state dynamics [78,96,126], and identification of the WEC
resonant period [149,164,189]. Free decay tests have also been used
to assess NWM wave absorption ability by detecting the influence of
reflected waves on the free decay body motion [223].

• Wave Induced Motion: is obviously a crucial element of a CNWT for
WEC applications. The variations in FSE and fluid pressure around
the body, due to incident waves, results in excitation forces on the
body, from which body motion is calculated by the motion solver.
Examples of wave induced motion can be found in the majority of
the reviewed literature.

• External Forces: from the WEC subsystems may be incorporated into
the motion solver. Examples can be found in the literature discussed
in Section 3.2 [82,105,147,170,174,188–190]. Input forces have
also been used for SI purposes, identifying models between input
forces and body motion [149,172]. A discussion on the input force
characteristics for efficient model identification is given in [164].

8. Validation methodologies

It is well-known, in all branches of engineering, that the application
of CFD relies heavily on both verification and validation [231,232].
Verification of CFD simulations covers the quantification of spatial and
temporal discretisation errors (see Section 4), whereas general coding
errors and bugs are assumed to be solved during code development.
Validation by means of comparison to other numerical or analytical
solutions, as well as experimental results, should to be a part of every
CNWT experiment.

8.1. Validation Strategies

From the reviewed literature, four validation strategies can be
identified. Comparison of CFD results to:

• Analytical results - For example comparing FSE and velocity data
against wave theory results, as in [223]

• PF simulations - CFD results can be shown to converge on PF results
as the amplitudes of wave and/or body motions approach zero,
shown in [126]

• Other CFD simulations - Comparing CFD against external CFD re-
sults has the drawback of not actually checking for physical validity,
however can be helpful to evaluate computational efficiency [117]

• Experimental data - This is the most prominent and trusted method,
giving a direct comparison against measured physical reality.
However, it bears the danger of drawing false conclusions if not
taking experimental inaccuracies and scaling issues into account.

Palm et al. [177] identify the influence of physical model inaccuracies
on the CNWT model validation, for a novel coupled mooring analysis
methodology. For example, the cylindrical buoy used in the physical
experiments did not have perfectly sharp bottom corners as in the
CNWT model. Also, an offset in the static tension in the mooring lines
can be observed between the physical and CNWT models. Prasad et al.
[211] detail measurement uncertainties caused by the instrumentation,
ranging from ± 1% up to ± 2.23%. Similar ranges of measurement un-
certainty are found in [195,197].

Hu et al. [173] and Ransley et al. [212] perform comprehensive
validation studies for extreme wave conditions, considering both wave-
only and WSI cases. Hu et al. [173] find maximum differences of 15% in
the measured forces compared to experimental results. Study in [143] is
the only study to employ the Pearson's coefficient of correlation [266]
to quantify the accuracy of the model, rather than well known measures
such as mean average error or root mean square error etc. In the study,
radiation forces on the WaveBob are measured under different condi-
tions, i.e. ramped-up and steady displacement. Relating experimentally
found force data to CFD-based solutions, correlation coefficients be-
tween 0.73 and 0.77 are found for the case of ramped-up displacement,
whereas almost 100% correlation is found for the case of steady dis-
placement with coefficients between 0.98 and 0.99.

Providing high resolution data sets and visualisation, CFD enables
the (mostly quantitative) comparison of the flow field with experi-
mental data. As one of the few, authors in [85,224] undertake such a
comparison for OWSCs. Employing Particle Image Velocimetry (PIV),
Schmitt [85] highlights the complexity and potential inaccuracies of the
experimental setup. Hence, comparisons between numerical and phy-
sical results in a quantitative manner are hard to conduct. Looking at
vortex shedding, Wei et al. [224] find agreement between physical and
numerical results. Elhanafi et al. [167] use PIV in order to investigated
the 2D flow field around a fixed, offshore OWC. Satisfactory agreement
between PIV and CFD are found for both velocity and vorticity.

From validation studies in which quantification of the accuracy is
given, it can be generally stated that results with <10% difference to the
reference data are considered to be effectively validated. However, this
number only serves as guideline and the exact desired accuracy must be
defined by the user for the specific problem on hand. Furthermore,
users are advised to take measurement inaccuracies from experimental
setups into account when evaluating the validity of the CFD solution.

9. CFD software

To setup a CNWT, numerous toolboxes and software packages are
available. Fig. 6 shows the CFD Software used within CNWT WEC
analysis and their fraction of the reviewed literature. Ranging from
commercial and open source software to in-house developments, these
packages can readily be differentiated by availability and accessibility.
Commercial tools usually provide easy to use graphical user interfaces
(GUIs) and advanced numerical tools, e.g. for body representation.

Fig. 6. CFD Software used within CNWT WEC analysis and their shares in the
reviewed literature.
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Also, some commercial software suites, e.g. ANSYS, provide multi-
physics solvers, allowing fully coupled structural analysis with two-way
FSI. However, the considerable license fees and the restricted access to
the source code (which makes code tailoring difficult/impossible),
possibly hinders the usage of commercial software in WEC applications.
The most well used commercial CFD tools include: ANSYS FLUENT and
CFX, FLOW-3D and STAR-CCM+.

Avoiding license purchase and enabling source code editing, open
source CFD software have gained popularity and are backed by large
support communities, forums etc. Drawbacks here are the lack of user-
friendly GUIs, often resulting in considerable learning times required to
use the software. Furthermore, developments of new (advanced) nu-
merical tools are left to the user or the community, potentially slowing
down advancements. One of the most prominent open source re-
presentatives is the C++ based Field Operation and Manipulation
toolbox OpenFOAM [267]. An overview of the implementation of an
OpenFOAM NWT for WEC analysis is given in [127].

Finally, in-house codes are also used to solve the NSE. Either being
driven by a specific (physical) problem or the desire to include ad-
vanced numerical tools, in-house codes are highly efficient. Their
nature, however, makes them unavailable for a large community.
Examples of such codes can be found in [19,32,43,102].

Being able to choose between numerous CFD software suites, raises
the question of which one to select. As discussed throughout the pre-
ceding sections, decision drivers can be identified when looking at the
requirements on the CFD software, such as: the available turbulence
models, NWMs or BRM. Additional decision drivers may include project
time frame, budget and user experience.

Within the reviewed literature, some studies can be identified per-
forming a comparative analysis of different CFD software. Based on the
analysis of extreme wave loading, authors in [37,117] consider the
FVM solver STAR-CCM+ , the CV-FE solver CFX, the in-house Cartesian
cut-cell solver AMAZON and a SPH solver. Testing wave-only, fixed
structure and dynamic body cases, the authors generally find matching
results for the different software. Some errors are found in the heave
response for the case of wave-driven motion simulated using the FVM
solver. Also, the meshless nature of the SPH solver is stated as being
beneficial for extensive body motion. Unfortunately, simulations were
not run on a dedicated machine, so that the CPU run times for the
different solvers can not be compared.

Studying the hydrodynamic and aerodynamic behaviour of OWCs,
study [88] compares the commercial FVM solver FLUENT with an in-
house FEM solver based on two-step semi-implicit Taylor-Galerkin
method (Fluinco). Generally good agreement between the codes is
found. Investigating the sloshing inside the OWC chamber, more sig-
nificant differences between the codes are observed. For the specific
wave period of >7.5 s, a difference in the pneumatic power of 13% for
the two codes is identified. Another code comparison involving OWCs is
given in [79], comparing an in-house PF based time-domain solver and
the CFD code IH-2VOF. For the free decay test considered, no sig-
nificant differences between the codes is found. Similarly, FSE data
from an irregular sea state, measured inside the OWC chamber are seen
to coincide. The authors conclude that the increased efficiency of the in-
house time-domain model surpasses the FVM model by a factor of
≈ 3000.

More recently, based on the analysis of body dynamics and loads in
tsunami waves, study [221] presents a comparison of the opensource
CFD toolbox OpenFOAM with ANSYS Fluent. Lower computational cost
but also lower accuracy (13% for OpenFOAM versus 21% for Fluent) is
identified for the particular test case.

10. Summarising guidelines

A CNWT comprises the combination of many parts, such as the
NWM, BRM, turbulence model, subsystem models, described in Section
3.2 – Section 7. The choice of which method or model to apply for each

of the different CNWT parts depends on the WEC type and analysis
application, described in Sections 2 and 3, as well as trade-offs between
required accuracy and computational efficiency. In some cases, the
choice is driven by the methods and models available to the particular
CFD software the user has access to. The numerous existing CNWTs
reviewed in the paper [15–61,8,62–91,94–157,224,158–196,
198,197,199–223], consisted of a multitude of various combinations of
these different parts, depending on their strengths and weaknesses for
the given problem at hand. Therefore, in summarising the findings from
the review of these CNWTs, this section aims to provide guidelines for
the setup and use of CNWTs for WEC experiments.

i) Devices and Application: In the reviewed literature, a trend towards
sDOF PA and static OWC systems is observed. This can be explained
by the relative simplicity of the WEC structure and required CNWT
model, plus the fact that these WEC types present a large portion of
real devices thereby delivering relevant case studies. CNWTs are
used for a variety of analysis applications, such as investigation of
viscous effects, load estimation and performance analysis.
Considering OWCs, CNWT setups are seen to reach a level of so-
phistication in which optimisation and performance studies deliver
meaningful results. Whereas, for the remaining device types, the
major application is still CNWT model development.
When choosing a modelling tool for WEC analysis, all possible
numerical modelling approaches should be evaluated. If the fidelity
of CFD is required, and the additional computational burden is
justified, the design of the CNWT setup should be specifically tai-
lored for the proposed analysis, to avoid unnecessary complexity
and ensure efficient simulations.

ii) Subsystems: A WEC can be broadly be divided into the subsystems:
body, PTO, mooring and control system. Different levels of model
fidelity for these subsystems can be found in the literature.
Depending on the analysis application, using a low fidelity model
in any of these subsystems can undermine the accuracy of the end
result, and negate the justification of the high computational cost
for the improved accuracy of the CFD hydrodynamic model.
Therefore, if the inclusion of mooring systems, nonlinear PTOs and
control systems is required, the fidelity of the subsystem model has
to be chosen based on the analysis requirements.

iii) Discretisation: In vicinity of the free surface interface, structured
grids with a spatial discretisation ofO CPH(10 ) andO CPL(100 ) can
be seen as most widely applied in the community. Similarly Comax
with values of around 0.5 are commonly used. However, users of
CNWTs are advised to perform rigorous (and quantified) con-
vergence studies as proposed in [200,201] for the specific problem
on hand, to ensure most accurate and efficient computation.

iv) Turbulence: In the field of naval architecture, great effort has been
made in order to formulate best practice guidelines for the inclu-
sion of turbulence. However, due to the fundamental differences
between typical systems in that field and WECs, such as large
amplitude wave induced resonant motion, these guidelines can
hardly be applied on WECs. Based on the problem on hand, CFD
engineers are advised to review the necessity of including turbu-
lence closure in the CNWT. If turbulence modelling is required,
Table 6 can provide a first indication of the most accurate and
efficient turbulence model.

v) Wave generation & absorption: A variety of approaches for NWMs is
seen in the literature, whose accuracy is observed to be dependent
on the numerical setup and the considered sea state. Hence, the
choice of a NWM for a given problem must be driven by a rigorous,
quantitative assessment as proposed in [223].

vi) Body representation method: The boundary fitted mesh coupled
with mesh distortion is the most widely used BRM, but has con-
siderable limitations in the allowable displacement amplitude.
Numerical efficiency and its readily available implementation in
the commonly used CFD software, render this method a good
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starting point for numerical model setup. However, if large am-
plitude displacements or multi-DOF body motion must be captured,
more advanced methods such as overset grids may be considered.

vii) Validation: In the reviewed literature, a considerable number of
studies only provide qualitative descriptions of the achieved ac-
curacy in a semantic way. Missing quantification undermines
confidence in statements such as good or very good agreement with
validation data. Therefore, quantification of the validation should
always be provided. Furthermore, if validated against physical
wave tank test data, the uncertainty of the experimental setup must
be considered. For example, the typical accuracy of resistance wave
gauges is ± mm0.5 [268], and since most experimental test are
performed at 1/10–1/40 scales, the experimental uncertainty is in
the order of O (10%). Thus, if deviations to experimental reference
data of order <10% are found, the numerical model can effectively
be considered as validated.

11. Conclusions

This review reveals the effort of the numerical modelling commu-
nity in the field of ocean wave energy to enhance the capabilities of
CNWTs for WEC experiments. Starting with the pioneering work by
authors in [15] and [16], increasing model fidelity and capabilities can
be observed. However, the reviewed literature also reveals model
shortcomings and inconsistent fidelity for different WEC subsystems,
which impede the development of a holistic high fidelity CNWT WEC
model. To tackle this challenge and progress towards such a model,
different work packages can be identified from the literature.

• Wave Generation & Absorption: A variety of NWMs are available for
wave generation and absorption within a CNWT. However, due to a
lack of comprehensive comparison, the choice of NWM for a given
problem is mostly driven by the availability within the employed
CFD software. Hence, it is desirable to formulate guidelines for
NWM selection based on quantitative comparisons of different
NWMs in terms of accuracy and computational efficiency. A first
step towards such guidelines has been taken by authors in
[251,223].

• Multi-DOF & Multi-body WECs: Regarding dynamical systems, the
literature reveals a focus on sDOF devices. In the physical world,
these systems can rarely be found. Hence, the ability to model
mDOF systems within a CNWT framework is required. Similarly, the
literature shows a trend towards single body devices. Although these
may be more prominent in physical applications, limiting CNWT
experiments to single bodies would exclude a considerable number
of WEC devices. Using advanced BRM, some studies present possi-
bilities to enable multi-body CNWT experiments [21,102,187],
however, availability of advanced BRMs is tied to the employed CFD
software. Based on the fact that the open source toolbox OpenFOAM
is widely employed in the field of ocean wave energy, developing
new BRMs for OpenFOAM would provide advanced methods to a
wide community.

• Realistic PTO Representation: To conduct comprehensive analysis on
WEC performance, loading or control strategies, high fidelity model
representation of WEC subsystems is required to justify the com-
putational cost for the high fidelity CFD hydrodynamic simulation.
Shortcomings can be identified for the PTO systems. Mostly mod-
elled as linear spring-damper systems, these simplistic models do
not represent realistic PTO dynamics and inefficiencies, thereby
undermining the overall fidelity to the WEC model. Therefore effort
should be made to incorporate more realistic, nonlinear PTO
models.

• Control Strategy: Similar to the requirement of realistic PTO models,
the incorporation of advanced control strategies into the WEC model
is desirable. The nonlinear hydrodynamic environment of the CNWT
allows for more realistic evaluation of control strategies, thereby

accelerating the development and implementation of energy max-
imising control for WECs.
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