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Abstract

In this article we show that the Hurst parameter and a well-known wavelet estimator fail
to distinguish on/off models with substantially different distributions of on-times. We identify
the problem as arising when standard power spectrum techniques, which are well-defined for
commonly considered processes, are applied to processes with extremely heavy tailed on-times.
We provide an elementary mechanism whereby such extremely heavy-tailed on-time processes
arise in a simple queuing model.
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1 Introduction

Roughly speaking, assuming the process that created a data-set is stationary (ie. has time invariant
statistics), the process is said to have long-range dependencies when standard statistical tests on its
data-set show correlation structure that decays slower than exponentially as a function of lag. Since
the mid-twentieth century, long-range dependence has been observed in data-sets from many distinct
fields of physics, engineering and economics (for a few examples see [1, 2, 3, 4, 5, 6, 7, 8])*.

The practical significance of the presence of long-range dependence can not be overestimated, as Long-
Range Dependent (LRD) processes exhibit qualitatively different behavior to Short Range Dependent
(SRD) processes, motivating developments in both the theory and practice. This is particularly the
case in telecommunications, where the physics community has applied its expertise in considering the
appearance of LRD processes [11, 12, 13, 14, 15].

From a phenomenological point of view, one important question is: How can one identify long-range
dependence in a process, and how can different LRD processes be reliably distinguished? We demon-
strate that it is possible for standard Hurst-type statistical tests to fail to distinguish different processes

*In some fields it is possible that the apparent presence of long-range dependence can physically be best explained
by other phenomena, for example see [9] and [10].



within the class of on/off processes. Processes of this sort arise naturally in many applications areas
and thus ambiguities in the class are significant. We describe a one-parameter family of alternating
renewal processes with heavy-tailed on-times. In this family of processes we analyse a range of param-
eter values that has not previously been considered. We distinguish processes with parameters in this
extended range by the term “extremely heavy tailed”. For this class we show that the Hurst param-
eter fails to distinguish between processes whose on-time distribution is heavy tailed and one whose
on-time distribution is extremely heavy tailed. We do this by using a regularized power spectrum to
compute the Hurst parameter analytically. Although sharing a common Hurst value, the processes
for which these ambiguities occur exhibit significantly different qualitative behavior. This suggests
that even for on/off processes additional statistical tests are necessary to determine the nature of the
source of a data set.

Even with this ambiguity in theory we ask: would a power spectrum divergence estimator distinguish
these processes? To address this question we estimate the Hurst parameter from simulations using
an established wavelet estimator. Both theory and estimation show similar features: the same value
of the Hurst parameter for different processes. Finally we introduce a simple queueing model whose
output process is extremely heavy tailed. Thus this process would not be distinguished from a process
with a more usual heavy tailed on-time distribution.

2 Inferring long-range dependence

The Hurst parameter H, introduced originally in hydrology [1], is a common measure of the long-
range dependence of a stochastic process. A Hurst parameter value of greater than 0.5 indicates that
the process’s power-spectrum (the Fourier transform of its autocorrelation function) diverges at the
origin and signals the presence of long-range dependence. We use the operational approach of taking
power-spectrum divergence at the origin as our definition of long-range dependence.

Our first result concerns the LRD “strength” of a particular class of alternating renewal processes
whose on-times are distributed as =% for 0 < o < 2 and whose off times have finite variance. For
a € (1,2] we use the standard term “heavy tailed”, as the distribution has finite mean and infinite
variance. When « € (0,1] we use the term “extremely heavy tailed” as both mean and variance are
infinite.

The power-spectrum is not defined for processes with extremely heavy tailed on-times. Processes of
this sort are not normally considered in the literature. In order to overcome this difficulty we introduce
a regularized version of the power-spectrum and determine its divergence - at the origin, which is a
function of . The divergence 7 is related to the Hurst parameter by H = (1 +)/2. For 1 < a < 2
the relationship v = 2 — « is deduced in Heath et al. [16]. For 0 < @ < 1 Theorem 1 proves that
~v = a. Thus the Hurst parameter does not differentiate the processes with parameter value 8 € (1,2)
and #' =2 — 03 € (0,1), allowing misclassification unless additional tests are performed.

It is not clear what a power-spectrum estimator would make of a sample from an extremely heavy
tailed process. To investigate this question we apply a standard wavelet estimator to a process with
£~ % on-time distributions. It is demonstrated in Section 4 that the estimator finds the same qualitative
behavior as predicted by the theory. That is, a 2 to 1 mapping from parameter values « to divergence
5.

In order to demonstrate that processes with extremely heavy tails can arise in practice we examine



the behavior of on/off processes with short-range dependence that are stalled at a slow roadblock.
We model this system by a single server queue fed by an on/off source with short range dependence
whose mean arrival-rate is equal to the service-rate. For this system (which we call a balanced queue)
we demonstrate the presence of LRD in the departure process assuming infinite waiting space and
constant service-rate. This result, stated in Theorem 2, generalizes a well-known result for simple
random walks. It proves that the on-times of the departure process from a balanced queue are
distributed such that P(On > z) ~ 27%5. This indicates that Pareto =% burst-time distributions
with 0 < a < 1 are important in queueing theory. They may appear in systems that includes blocking
and delays.

3 The regularized power-spectrum

A process {X (t),t € (—o0,00)} is Wide-Sense Stationary (WSS) if its mean is time invariant, that is
E[X (t)] = E[X] for all ¢, and if its autocorrelation function depends only on lag E[X (s + ¢) X (s)] =
Rxx(t). The power-spectrum S(6) of a WSS process is the Fourier transform of its autocorrelation
function:

S(6) = /_ h e Ry x (t)dt. (1)

Unless E[X] = 0 the expression (1) has an impulse singularity at # = 0. For this reason it is
often preferable to work instead with the Fourier transform of the auto-covariance function Cx x (t) =
E[X (s+t)X (s)]— (E[X])?. The Fourier transform agrees with (1) for # # 0 and is typically continuous
at § = 0. However if the process {X ()} is LRD, then the integrals of both Rxx(t) and Cx x (t) may
be infinite, in which case (1) cannot be used to compute the power-spectrum. We resolve this difficulty
by defining a regularized Fourier transform X.(#) of X (t). We use the expectation of | X (6)[? as an
approximation to the power-spectrum.

Assuming that X (¢) is uniformly bounded the following integral exists for any € > 0:
X.(0) = / X (1)t el gy. @)

If X(t) is WSS, then the usual power-spectrum, S(6) defined in Equation (1), is recovered using a
standard technique [17] from Equation (2) by taking the limit

S(0) = lim ¢ E[|XE(9)|2] (3)

For technical reasons this convergence requires that X (t) be replaced by X (¢) — E[X], in which case
the right side of (3) converges to the Fourier transform of the auto-covariance function. As remarked
above this distinction is irrelevant for 6 # 0.

Theorem 1 shows that Equation (2) enables the definition of a regularized power-spectrum for a
large class of heavy-tailed on/off processes. The idea is to determine the behavior of E {|XE (9)|2], as

e — 0, and extract its leading order part by re-scaling by € for some v > 0. This leading order part
S*e8(0) is defined to be the regularized power-spectrum of the process for  # 0. As Equation (3)
shows this procedure yields the correct power-spectrum for a WSS process (with exponent v = 1).
This approach resolves the problem of rescaling with an infinite mean that arises when the standard
definition is applied to processes of this sort [12, 18].



Theorem 1 considers alternating renewal processes for which the i.i.d. off periods {C,,n > 1} have
finite mean and finite variance. The on i.i.d. periods {B,,n > 1} may be heavy tailed, as occurs for
the output of the balanced queue. The process X (¢) is defined to be 0 for ¢ < 0 and for ¢ > 0 it is
defined as follows:

X(t) =

1 ifte[ZB—i—C ,ZB + C;) + Byy1) for somen >0 (1)
=1

i=1
0 otherwise

with the empty sum 2?21 (B;+C;) defined to be zero. Without loss of generality the rate is normalized

to be 1 during an on period. There is no assumption of stationarity for the process, which always
starts with an on period at ¢t = 0.

For the purposes of Theorem 1 it is convenient to describe the heavy-tailed distribution of the on
periods by specifying the asymptotic behavior of their density function. The duration of an on period
is denoted B and its density denoted fp. Hence, for example,

P(B>t)= / fe(u)du. (5)
t
For some a > 0, fp is assumed to satisfy
lim u*™ fg(u) =c>0 (6)

or, more compactly, fp(u) ~u~*"1. Using (5) this implies that P(B > t) ~ t=“.
For a > 2 both the mean and variance are finite, thus B is short range. For 1 < a < 2, the mean is

finite but the variance is infinite. For 0 < o < 1 both the mean and variance are infinite.

Theorem 1 Let X (t) be the alternating renewal process defined in (4) and define v by:

|1 fora>1;
"Ta for0<a<1.

Then for all 0 # 0 the following limit exists and is not identically zero:
§°E(0) = lim ¢ B[IX(0)7]. 7)
Furthermore the following asymptotic behavior holds:
ST8(0) ~ 077 ash — 0, (8)
where

2—a forl<a<?2,
Q forO<a<1.

0 fora>2,
,7_{

The proof appears in Appendix A.

A graph of v vs. « is shown in Figure 1. The shape of this graph for o« > 1 can (almost) be deduced
from Theorem 4.3 of [16] and Proposition 4 of [19]. One of the main contributions of this paper is
to determine the relationship for 0 < a < 1. The exponent ~ is is related to the Hurst parameter
by H = (1 ++)/2. Thus Theorem 1 demonstrates that the same Hurst parameter arises for on/off
sources with completely different heavy-tailed on distributions.
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Figure 1: Power-spectrum divergence, v, against on period power-tail strength, «.

4 Application of a standard power-spectrum estimator

The purpose of the experiments in this section is to answer the following question: if presented with
a sample of data from a process described in the previous section, what would the application of a
standard power-spectrum estimator tell you? Given a sample of data of unknown origin and assuming
its source to be WSS it is likely such an estimator would be used.

Many methodologies [20] can be employed to determine the “strength” of the long-range dependence
of the source of a time-series. For a comparison of a selection of those invented prior to 1995 see
[21]. One of the most successful approaches, and the one that we use, is described in [22]. It consists
of a wavelet-based estimator for the power-spectrum defined in Equation (1). This enables one to
estimate the divergence v of S(6) at the origin of a WSS source by the following procedure. For a
range of values of n plot log(S(1/2™)) against n. If the graph is of constant slope going to —oo, then
the time-series is constant. If the graph is of positive slope, then the value of the slope is the estimate
of . If the graph raises steeply and then levels to a flat line, the conclusion is that the source of the
time-series is short-range dependent.

To test the application of the wavelet-based estimator a variety of on/off sources as described in Equa-
tion (4) were simulated. These had exponentially distributed off periods and on periods distributed
as P(B > ) ~ x~%, for a range of values of a € (0,2]. Veitch [23] has made available matlab code
for a wavelet-based power-spectrum estimator. We do not use that implementation in this section
as the infinite expected burst length associated with 0 < a < 1 makes it impractical. Instead an
implementation was designed to exploit the known response of the wavelet estimator to long, constant
bursts. C-code for the burst-based estimator can be found online [24].

In these simulations the probability an off period is longer than [ > 1 is 2'=!. On periods last for
u~ 1/ where u is uniformly distributed in (0,1]. Each source comprises 1,000,000 on/off cycles. The
graph on the left of Figure 2 consists of log-log plots produced by the wavelet estimator for a range of
values of «. Note the graphs form straight lines. Thus the conclusion from this test is that the source
exhibits long-range dependence.

The divergence of the power-spectrum at the origin is measured by the slope of these lines. The graph
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Figure 2: Wavelet estimated power spectrum for 0 < o < 2.
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Figure 3: Empirical power spectrum and estimated divergence o = 0.4.

on the right of Figure 2 shows least-squares fitted slopes, fit between octaves 3 and 15, for different
values of a. Ten sources with different seeds are presented for each «. Theorem 1 predicts the hat
function, which is shown for comparison.

For many values of 7 it is clear that the estimator does not distinguish between two sources, one
with a € (1,2) and one with o € (0,1). Thus, in the absence of additional tests, incorrect inferences
and implications could be drawn. For illustration the graph in Figure 3 shows the estimated power
spectrum S(6) vs 0 for a = 0.4 and the estimated divergence §~-46226 given by the wavelet estimator
described above.

As suggested by an anonymous reviewer, to illustrate that the agreement of theory and estimate is not
a peculiarity of the wavelet approach, we implemented another estimator. We selected the variance-
time plot method. This works by estimating the slope of the log sample variance of the aggregated
process, X™(t) = :er X (s)ds/m, versus log the aggregation factor, m; details can be found in [20].
Due to numerical limitations, it was not possible for us to treat values of o < 0.5, but Figure 4 shows
excellent agreement with theory.
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Figure 4: Variance-time plot estimates for 0.5 < o < 2.

5 A balanced queue

In this section we demonstrate how the mechanics of a simple physical system can change a short
range dependent process into an extremely heavy tailed process. The model is a single server queue
with infinite waiting space whose service rate equals the mean arrival rate.

The balanced queue is analyzed using a continuous-time fluid model. In this model a single server is
fed by an on/off arrival process that carries traffic at constant rate r during on periods and at rate 0
during off periods. The durations of on periods {A,} are assumed to be drawn independently from a
distribution with finite mean E[A] and variance. The durations of the off periods are assumed to be
drawn independently from an exponential distribution of rate .

The server has an infinite buffer and serves at constant rate s whenever its buffer is non-empty. We
assume that r > s so that the server is idle only when both the buffer is empty and the arrival-rate is
zero. This ensures that the departure process forms an alternating sequence of rate-s on periods and
rate-0 off periods. As the off periods of the arrival process are exponentially distributed, the on and
off periods of the departure process are independent and the off periods are i.i.d. exponential with
rate A. Our goal is to analyse the distribution of the on periods of this departure process.

This system has been analyzed in detail by other authors. A thorough review can be found in Boxma
and Dumas [25]. They define a parameter called the traffic intensity

_ rAE[4]
P = S(1+ AE[4])

that is the ratio of the arrival rate of traffic to the maximum possible service rate. The condition for
stability is p < 1. We define the balanced queue by the condition p = 1, which is the borderline case
for stability.

Theorem 2 is a result regarding the output process from a balanced queue. It is assumed that the
arrival process starts at time ¢t = 0 with an on period. Hence the departure process is not stationary.
Indeed in some cases the departure process cannot converge to a stationary distribution.

Theorem 2 Let {B1, Ba,...} be the sequence of on period durations of the departure process from
the model described above. Assuming p = 1, the durations {B,} are i.i.d. and their distribution, B,



satisfies
P(B > z) ~ 2~ /2 as x — oo.

The proof appears in Appendix A.

Theorem 2 shows that the output from the balanced queue fed with a SRD source has power-tailed
on periods with o = 0.57.

6 Conclusions

We demonstrate that the Hurst parameter and a wavelet estimator cannot reliably distinguish different
on/off LRD processes. We do this by considering a class of processes not previously treated in the
literature. This suggests that one must perform additional statistical tests to characterize the source
of long-range dependences or risk drawing incorrect inferences. We illustrate that processes from the
class considered can be created by the mechanics of a simple physical system.

Acknowledgment: The work of K.D and D.M. is supported by Science Foundation Ireland grant
03/IN3/1396. C.K.’s work is supported in part by National Science Foundation Grant DMS-0400426.

A Proofs

As well as results from [25] the proof uses the following Tauberian theorem regarding the tail of a
probability distribution and its Laplace transform from Feller [27] p.447:

Lemma 1 Let F(x) = P(X < ) be the distribution of a positive random variable X and let ¢(t) =
E[e='X] be its Laplace transform. Then each of the following statements implies the other:

1—o(t) ~t°L <%) ast — 0;

1
1—F(z) ~ =2 'L(z) asx — oo;

I'(a)

where a > 0 and L(x) is a slowly varying function. That is, L is a measurable function with the
asymptotic behavior

—1 as t— oo, for every fixed x.

Proof of Theorem 1: the on/off process is simple enough to allow an explicit calculation of its
regularized Fourier transform defined in Equation (2). For k = 1,2, ..., let By denote the duration of
the k' busy period. Suppose that the k' period starts at time o3 and ends at time 7. From the
definition (4) it follows that o1 = 0. Defining

z =16 —¢, (9)

TFor another interesting result on balanced queues see [26] where it is proved that the busy period tail in the case of
regular variation with p = 1 behaves like 2=1/7 if the service time tail is like

—v



it follows that
- 1 &
o)== Y (e - o),
(0 ; e e

Hence, the regularized power is computed using

oo

B[|IX.(0)] = ﬁ 3 E[(e - e ).

k=1

As busy and idle periods of the process are independent, this expectation can be computed in terms
of the following generating functions for a typical on period B and off period C:

b(w) = E[e"P] and 1(w) = E[e"C),
where these are well-defined when w has a non-positive real part. Recalling Equation (9), the result
is
; Pz +7) — ¢(2)
E|[X.0) =
[' ) } [2]2(1 — o(z +

= (10)
()~ 1)

+

+

In order to compute S™8(#), it is necessary to extract the leading order part from Equation (10) as
e — 0. For 0 # 0, the only singularities on the right side of (10) arise from the term (1—¢(z+2)¥(2+7%))
in the denominators, since z — 6 as ¢ — 0, implies that z + %z — 0.

The behavior of this term depends on the tail behavior of the on period, B. If « > 1 in Equation (6),
then E[B] < co, which implies that

1—¢(z+2)Y(z + %) ~ 2¢(E[B] + E[C]).

Therefore, to leading order in this case, (10) behaves as

E[|X.0)P] ~ : — 0(i6) — o(~i) (11)

2926(E[B] ¥ E[C’])

+<¢<w> )( ¢<w>> i0)
—o@w@) |

The right side diverges as ¢! and this establishes (7) for o > 1.

For a < 1, the mean of B is infinite and more care is needed. Defining g by

Ele P =1-g(e),



the leading order part of (10) becomes

PRELCT + 9(0)
L (B(=i6) = 11— o(=i0))(~if)
(1= $(=ib)p(~it))

, (608) = 1)(1 = 6(16))(i0)
(- o@wid) |

E|IX.(0)7] ~ = [2 — (i) — ¢(i0) (12)

Applying Lemma 1 with a < 1 gives g(e) ~ €* as ¢ — 0. Hence, 2¢E[C] + g(€) ~ €“ and, thus,
Equation (7) follows for this case.

The behavior of S™8(f) as 6 — 0 is determined in a similar way. If a > 2, both the on and off periods
have finite mean and variance. Evaluating the expression (11) at § = 0 yields a finite constant,
establishing (8) for this case.

For 1 < ae < 2, defining
h(h) = ¢(if) — 1 — i0E[B] = E["P —1 — i6B],

a similar analysis shows that the leading order part of S™&(f) as § — 0 goes as Re(h())/6%. To
determine the asymptotic behavior of h(f) as 8 — 0, write

h) = /000 (" — 1 —ifz) fp(z)dx
00 b _ 1 _ ;
_ /0 (e xalﬂ 2936) 2o+ fp(z) do

o [T () ()

Since, for 1 < a < 2, the function (e**—1—iu)/u®"! is integrable on [0, 00), the dominated convergence

theorem and (6) imply
. * (e —1—iu

establishing (8) for 1 < a < 2.

For the remaining case, 0 < a < 1, define

q0)=1—¢3i0), r@)=1—(0) and k= li_r)r(l)e_o‘g(e).

Renormalising and rewriting Equation (12) gives

e
0%k r(0) + (1 —r(0))q(0)

ase— 0. (13)

Since, as 8 — 0, ¢(0) ~ 8% and r(0) ~ i, it follows that the leading order part of (13) is

9leRe[ N Tq(fe)) ]

10



which establishes (8) for 0 < a < 1.
QED

Proof of Theorem 2: Recall that A and B are the durations of on periods of the arrival and
departure processes respectively. Define their Laplace transforms

y(u) = E[e™*] and 7(u) = E[e *P].

Let r" = r/s, then the following formula is derived in Theorem 3.6 of [25] (though in different notation):
(1) :’y(r’u—l—)\(r’ 1)@ _ﬁ(u))). (14)

Defining
2(E[A] +1/))

= BlA) S

a straightforward calculation using (14) shows that

ul_i>%1+ (1_7\/7%@)) -

Applying Lemma 1 with a = 1/2 and L = & gives the result:

2
zhﬂnéo 2?P(B > ) = \/—I;

QED
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